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Figure 1: Our method automatically generates a virtual character’s gaze animation (eye and head movement), making it look
aware of its environment. Our visual attention model considers the character’s path, the slope of the terrain, and the salience
of shapes and movements of surrounding elements.

Abstract
Animating gaze behavior is crucial for creating believable virtual 
characters. We present an efficient gaze animation model applicable 
to real-time walking characters exploring natural environments. 
We address the challenge of dynamic gaze adaptation by combining 
findings from neuroscience with data-driven saliency techniques. 
Our model determines gaze focus by considering the character’s lo-
comotion, environment stimuli, and terrain conditions. It can adapt 
to pre-defined walk trajectories as well as user-guided interaction, 
and can be configured by the user to display different gaze behaviors 
according to the desired degree of visual exploration of the environ-
ment. The full version of this work has previously been presented 
at the SCA 2024 conference and will be published at the Computer 
Graphics Forum journal under the DOI 10.1111/cgf.15168.
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1 Introduction
Plausible gaze behavior is essential for creating believable animated 
virtual characters, making them seem like they are really part of 
their environment [2]. While gaze animation for conversational 
scenarios is well-explored [7], few studies focus on visual attention
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for characters walking in natural environments, which is crucial
for video games and real-time simulations. Without an effective ap-
proach, characters can often appear static and unaware, especially
in dynamic environments with moving objects. In this work, we
aim to provide a natural-looking gaze animation model that can
simulate a dynamic character’s visual attention and automatically
adapt its gaze behavior to the environment in real-time locomo-
tion. We consider the case of an open natural environment that
highlights such conditions and provides a variety of visual stimuli
ranging from colorful vegetation to moving animals, with varying
terrain slopes requiring the character’s attention. To remain use-
ful in contexts such as games or VR applications, our approach is
compatible with both automatic navigation following a pre-defined
path and interactive locomotion guided by an user.

Handling gaze animation in dynamic environments is challeng-
ing because neuroscience studies offer specific gaze behavior rules
that are hard to generalize to open worlds with numerous stim-
uli [8], and data-driven saliency models accurately predict visual
attention but fail to account for cognitive aspects like peripheral
vision and proprioceptive awareness [4]. To overcome these chal-
lenges, we propose a holistic approach that combines behavioral
models for high-level cognitive decisions with motion-aware per-
ception using a generic saliency representation of the environment.
By integrating locomotion factors such as curved paths and ter-
rain slopes with environmental stimuli, our unified representation
dynamically adapts the character’s gaze. This model’s sensitivity
can be adjusted, allowing characters to shift from exploring new
environments with heightened attention to focusing mainly on
their path in familiar settings.

2 Methodology
Our method’s input is an animated character or agent walking
in a virtual environment. Its trajectory may be either pre-set or
interactively controlled. Our pipeline for animating the head and
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Figure 2: Overview of the method. The attention model first relies on two saliency estimation modules, respectively focused
on saliency in a static image and motion saliency. Since the agent is walking, it takes a decision between looking at a specific
salient object (a) or at the path (b), featuring the principle of Drift Diffusion Model (DDM). From this choice, a point of interest
is selected and completed by a stochastic model of fixation time, which drives a procedural animation of the eyes and head.

gaze is summarized in Fig. 2. Given the current head position, we
run our attention model every time the agent needs to choose a
new focus of attention. In the saliency estimation module, image-
based saliency relies on the state-of-the-art data-driven method
from Kroner et al. [4] that generates a saliency map for the agent’s
central vision (60 degrees). High-saliency regions are identified,
and objects in these regions are assigned scores between 0 and 1
based on average color intensity in the saliency map. For motion-
based saliency, we expand upon a previous study by Arpa et al. [1],
which considers changes in object velocity, with most salient scores
assigned to objects that change speed or direction. Motion saliency
is calculated for more complex, animated objects by assessing global
displacement and joint angular velocity, with adjustments for the
distance between the object and the agent. The motion saliency
score is between 0 and 1, where 1 is given for changes in motion,
0.2 for continuous motion, and 0 for static objects.

After scanning the environment for interesting objects and cal-
culating their saliency scores, the Attention Decision module deter-
mines where the agent should focus and for how long. This decision
involves three sub-steps: First, a binary decision (d1) decides if the
agent should look at a salient object (a) or focus on the path (b). If
option (a) is chosen, a secondary decision (d2) selects which specific
object to target, incorporating the concept of Inhibition of Return
(IOR) to consider the agent’s short-term visual memory. If option
(b) is selected, a procedural approach (d3) defines the exact path
point to focus on, adjusted for terrain difficulty. Finally, the fixation
time is calculated using a stochastic method (d4).

The decision processes (d1 and d2) use Drift Diffusion Models
(DDMs) [6], which simulate human decision-making by accumulat-
ing evidence over time, with random fluctuations influencing the
drift process. A decision is made when enough evidence supports
one option. The first DDM (d1) evaluates two key factors: terrain
difficulty, defined by the local slope, and the elapsed time since the
agent last looked at the path. For the alternative of focusing on ob-
jects, the average saliency score of potential targets is considered. A
bias in the evidence accumulation allows the agent’s behavior to be
more Goal-Driven (focused on the path) or Exploratory (interested

in surroundings). The second decision process (d2) uses a multiple
choice DDM, accumulating evidence for each object based on its
saliency score and IOR, which reduces the likelihood of selecting re-
cently viewed objects. Once a fixation point is chosen, whether it’s
an object or a path point, the fixation time is determined through
a stochastic approach (d4), with different normal distributions of
fixation time influenced by the bias set for d1.Once a fixation point
and time are set, existing methods are combined to generate the
final animation towards that point, including coordinated head and
eye movements [5] and blinking [3].

3 Results
We implemented our animation and decision process in Unity
3D and coupled it with the image-based saliency model run in
Python/TensorFlow at interactive time in parallel with the anima-
tion. Results of our method being applied in natural scenes featuring
animated animals, colorful vegetation, and uneven terrain heights
can be seen in Figure 1. Our method yields animations that depict
the character as both engaged in its walking task and curious about
exploring its surrounding environment.

4 Final Considerations
We introduced a real-time visual attention model adapted for walk-
ing characters in dynamic virtual environments. Our approach in-
tegrates motion-aware saliency estimation with a decision-making
process that combines DDM and procedural techniques based on
neuroscience principles. We achieve gaze animations that convey a
character’s awareness of its surroundings and engagement with its
locomotion task. For future developments, we aim to investigate
using optical flow to compute motion saliency to take into account
the loss of precision of peripheral vision. This would allow our
vision system to more precisely simulate the cognitive processing
of human vision. Additionally, coupling gaze animation with a full-
body locomotion model would improve the way the character’s
shoulders and torso adjust with its gaze.
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