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Bifurcating solitonic vortices in a strip

Amandine Aftalion1, Philippe Gravejat2 and Étienne Sandier3
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Abstract

The specific geometry of a strip provides connections between solitons and solitonic vor-

tices, which are vortices with a solitonic behaviour in the infinite direction of the strip. We

show that there exist stationary solutions to the Gross-Pitaevskii equation with k vortices

on a transverse line, which bifurcate from the soliton solution as the width of the strip is

increased. After decomposing into Fourier series with respect to the transverse variable, the

construction of these solitonic vortices is achieved by relying on a careful analysis of the

linearized operator around the soliton solution: we apply a fixed point argument to solve

the equation in the directions orthogonal to the kernel of the linearized operator, and then

handle the direction corresponding to the kernel by an inverse function theorem.

1 Introduction

Our manuscript is devoted to the analysis of the Gross-Pitaevskii equation

i∂tΨ+∆Ψ+Ψ
(

1− |Ψ|2
)

= 0,

in an infinite strip R× (0, d) of width d > 0, with Neumann boundary conditions

∂nΨ = 0 on R× {0, d}. (1)

We focus on solutions of the following stationary Gross-Pitaevskii equations, also called Ginzburg-
Landau equation in the mathematical literature:

∆Ψ+Ψ
(

1− |Ψ|2
)

= 0. (GP)

A specific solution is the one-variable black soliton S0 which tends to ±1 as x tends to ±∞. It
is given by the explicit formula

S0(x) = tanh
( x√

2

)

.

It is known that for d small, this soliton is the unique stationary solution [1]. For d large, it has
been proved in [1] that the ground state of the energy under the condition that there is a zero
at x = y = 0 is a solitonic vortex, that is a solution with a zero at the origin but which looks
like the soliton in the infinite direction: a solitonic vortex does not have an algebraic decay but
an exponential decay at infinity.
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The general mathematical pattern of solutions as d is increased is still not clear though it has
been the focus of many experimental and numerical papers. Our aim is to characterize solutions
as d is increased. More precisely, we are going to show that, as the width d of the strip is
increased, there exist stationary solutions close to the black soliton, but with k vortices on the
line x = 0, k depending on the width of the strip.

1.1 Physical motivation

Black solitons are observed in systems that combine dispersion with a defocusing or repulsive
interaction. Solitonic structures arise in many physical systems such as surface water waves,
nematic liquid crystals, mechanical lattices of coupled pendula, electrical transmission lines,
nonlinear Kerr media and more recently in atomic Bose–Einstein condensates (BECs) [5]. There
are different ways to create solitonic states in BECs: either by dragging a laser beam through
a BEC, or phase-imprinting, or matter-wave interference [10]. Recent experiments focused on
exploring two-dimensional (2D) and three-dimensional (3D) solitary waves in detail. The in-
triguing resulting structures, including their breakup into vortical patterns in both bosonic and
Fermi gases, is the subject of wide investigation and has a wide variety of potential applications
ranging from atomic matter-wave interferometers to producing two-level qubit systems.

In this paper, we are interested in the instability of solitons in reduced dimensions following
recent experimental and numerical studies. Quite a few experimental groups have recently at-
tempted to study solitons by imposing a phase shift in an elongated condensate for respectively
bosonic atoms (rubidium [4] and sodium [9, 19]) and for fermionic atoms (lithium [3, 18, 22]).
One of the issue was to observe solitons and analyze their decay or instability. From the first
picture, they thought they had observed solitons [19, 22]. Further investigations were needed to
fully understand the phenomena: in the case of lithium, they realized it was not a soliton but
thought it was a vortex ring [3], until [18] argued that in fact it was a single straight vortex called
solitonic vortex. In sodium, it was also confirmed it was not a soliton but a solitonic vortex [9].
Therefore, the issue to determine the existence and stability of solitons in a strip is a main one.

Numerical simulations to study the stability of solitons rely on the time-dependent Gross-
Pitaevskii equation to obtain solitary wave solutions for infinitely elongated 2D or 3D traps.
According to the width of the trap, or the strength of interactions, the soliton is either stable or
exhibits bifurcation patterns. The full mechanism of decay of solitons at the onset of instability
is still not completely clear. In a series of studies, Komineas et al. [15, 16, 17] analyze how the
soliton destabilizes according to the strip width. For narrow traps, the soliton is stable. In some
intermediate cases, the soliton initially deforms to become a pair of vortex-antivortex in 2D or a
vortex ring in 3D. This structure eventually decays into a stable solitonic vortex. The numerics
reveal that the vortex-antivortex pair or vortex ring is unstable, but it is sufficiently long lived
to be observed both in the numerics and the experiments. As the transverse size of the trap is
further increased, more pairs of vortex-antivortex solutions are exhibited.

In [2], they analyze numerically the linear stability of solitons and find that the soliton insta-
bility is associated with the formation of one, two, and three vortices in the regimes where one,
two, and three imaginary eigenvalues are present for the linearized operator, as the transverse
size of the trap increases. It is this pattern of one, two, three, etc vortices that we want to
investigate in this paper.

Our aim is to analyze the eigenvalues of the linearized operator to better understand the type
of bifurcation to one or several vortices and prove the existence of such solutions close to the
soliton according to the width of the strip.

Similar questions arise in the simulations for solitary waves, that is existence of solutions
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with several vortices close to the soliton, but moving at velocity c [15, 17]. The mathematical
treatment of such issues seems to be more involved even though [6, 7] have settled the framework
for the construction of minimizing solitary waves.

From a mathematical point of view, the instability of solitons is a key question. Rousset
and Tzvetkov [21] have proved for instance the instability of solitons in the whole space but
nevertheless nothing is known about the mode of destabilization: whether it turns into a single
vortex, a pair of vortices in dimension two or a vortex ring in higher dimension. Here the
specificity of the geometry of the strip and the existence of solitonic vortices leads to new and
different mathematical issues.

1.2 Main result

Our aim is to solve the stationary Gross-Pitaevskii equation (GP) with Neumann boundary
conditions (1) for solutions having the symmetry properties

ψ(−x, y) = −ψ(x, y). (2)

This property corresponds to the physical technique leading to the production of solitons, namely
phase imprinting: a phase shift of π around the x = 0 axis is imposed, leading to this property.

Our starting point (see e.g. [8]) is to observe that the linearized operator of the one-variable
stationary Gross-Pitaevskii equation around the soliton S0 has a unique negative eigenvalue
−1/2, whose eigenspace is spanned by the function

χ0(x) =
1

cosh
(

x√
2

) . (3)

Moreover, the kernel of this operator is spanned by the geometric invariances of the equation,
namely translations and constant phase shifts.

If we consider this linearized operator in the two-dimensional setting, things are different. As
we will show below, when

d = dk :=
√
2πk, (4)

the restriction of this operator to the Fourier sector of order k in the transverse variable y has a
nontrivial kernel (excluding the invariances of the equation), which is spanned by the function

χk(x, y) = i χ0(x) cos
(πky

d

)

. (5)

We point out that the soliton S0 is odd with respect to the variable x, whereas the eigenfunction
χ0 is even, so that S0 and χk have the symmetry in (2). For any k ≥ 1, this suggests the
possibility of a branch of stationary solutions bifurcating from S0 as the parameter d varies and
hits the value dk. This is what we are going to prove.

The Hamiltonian framework corresponding to (GP) is the Ginzburg-Landau energy

E(ψ) :=
1

2

∫

R

∫

(0,d)
|∇ψ|2 + 1

4

∫

R

∫

(0,d)

(

1− |ψ|2
)2
,

which we will always assume to be finite in sequel. It is then natural to introduce the function
space

X =
{

ψ : R× (0, d) → C s.t. ψ satisfies (2),∇ψ ∈ L2(R× (0, d)) and 1−|ψ|2 ∈ L2(R× (0, d))
}

.
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For σ > 0, we also let

L∞
σ :=

{

ψ : R× (0, d) → C s.t. (x, y) 7→ ψ(x, y) eσ|x| ∈ L∞(R× (0, d))
}

,

and we denote by W 2,∞
σ the space of bounded functions (not necessarily decaying exponentially

in the x variable), whose derivatives and second derivatives belong to L∞
σ . With these definitions

at hand, we can state our main result.

Theorem 1. For k ∈ N
∗, let dk =

√
2πk. Then, there exist positive numbers ℓk and σk, and a

smooth branch d 7→ Ψk,d from (dk, dk+ℓk) to X ∩W 2,∞
σk such that the functions Ψk,d are solutions

to (GP), with Neumann boundary conditions (1).

For |d−dk | < ℓk, the functions S0, Ψk,d and Ψk,d are the only solutions in a neighbourhood of

S0 in X ∩W 2,∞
σk . In particular, the black soliton S0 is an isolated solution for dk − ℓk < d < dk.

As dց dk, the following expansion holds in W 2,∞(R× (0, d)):

Ψk,d(x, y) = S0(x) + iΛ

√

d− dk
dk

χ0(x) cos
(πky

d

)

+O
(

d− dk

)

,

for a universal positive number Λ. In particular there exists a universal positive number E such

that the energy of Ψk,d can be expanded as:

E(Ψk,d) = E(S0)−
(d− dk)

2

dk
E +O

(

(d− dk)
5
2

)

. (6)

It turns out that the symmetries of the equation and the uniqueness statement in this theorem
allow us to describe more precisely the dependence on k and the vortex structure of Ψk,d.

For any function Ψ : R× (0, d) → C, we define the map RΨ, which is the conjugate reflection
with respect to the line y = d/2:

RΨ(x, y) = Ψ̄(x, d− y), ∀(x, y) ∈ R× (0, d). (7)

If Ψ is a solution to (GP), with the Neumann boundary conditions in (1), then so is the function
RΨ. If, moreover, we have RΨ = Ψ, then we may extend Ψ to a solution Υ of (GP) on R

2 by
setting, for any integer j ∈ Z,

Υ(x, y + jd) = (RjΨ)(x, y), ∀(x, y) ∈ R× (0, d). (8)

Indeed, the symmetry condition given by the identity RΨ = Ψ together with the Neumann
boundary conditions in (1) imply that the values of Υ and its derivatives match on the boundary
of the strips R× (jd, (j + 1)d).

We are then able to deduce from the above and Theorem 1 the following

Corollary 1. With the same notations as in Theorem 1, for k = 1, the function Ψ1,d has a

single zero, which is a vortex of degree −1 located at (0, d/2). Moreover, Ψ1,d is symmetric in

the sense that

RΨ1,d = Ψ1,d,

when d ∈ (d1, d1 + ℓ1).

Similarly, for d ∈ (dk, dk + ℓk), where dk = k d1, the function Ψk,d has exactly k vortices,

located on the line x = 0 at the ordinates

yj =
dk(2j + 1)

2k
,
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for 0 ≤ j < k, and with degree (−1)j+1. Moreover, when d ∈ (dk, dk+min{kℓ1, ℓk}), the solution

Ψk,d is equal to Ψ1,d/k in R × (0, d/k) and is the restriction of the function Υ1,d/k to the strip

R× (0, d).

Remarks. 1. The solutions Ψk,d have constant limits in the x direction, and their differences
with their respective limits decay exponentially. This behaviour is specific to the strip
geometry, since in R

2, the difference between a travelling wave and its limit at infinity
decays algebraically [12, 13]. This is a consequence of the fact that the strip geometry is
closer in behaviour to R rather than R

2, as should be expected.

2. The bifurcation profile and the vortex structure of bifurcating branches are fully consistent
with the numerical simulations and experiments described above, especially in [2, 15], where
the soliton destabilizes and turns into a solution with k vortices, the number k depending
on the width d. The critical width for k vortices is indeed roughly proportional to k in [2].

3. A subtlety of our results is that, while Υ1,d/k exists for any d ∈ (dk, dk + kℓ1), our fixed
point argument does not yield the uniqueness of the branch in this interval. Thus we have
not proved that ℓk = kℓ1, even though we strongly suspect this is true.

4. It is known that if d is small enough, then S0 is the unique non constant stationary solution,
up to the invariances of the equation [1]. We conjecture that this uniqueness holds up to d1
among solutions with Neumann boundary conditions and symmetries. This is substantiated
by the above bifurcation analysis, which shows a local uniqueness result.

5. The bifurcation analysis implies that the bifurcating branch is more stable, at least at the
linear level, than S0. The linearized operator around S0 has k+1 negative eigenvalues for
d slightly larger than dk, whereas the stationary solutions Ψk,d are expected to have only
k negative eigenvalues. Note also that the energy of Ψk,d is strictly less that of the soliton
S0. In particular this suggests that the bifurcating branch at d1, which has a single vortex,
is the most stable one in a sense to specify.

6. Our analysis should hold if we replace the natural boundary conditions by a harmonic trap
as in some physical experiments. This would change the critical values of the width. Indeed,
the sine and cosine functions have to be replaced in this setting by Hermite functions, which
changes the spectrum and critical widths.

7. Our analysis should be applicable in higher dimensions, where vortex rings are observed in
spaces of the type R× (0, d1)× . . .× (0, dN−1) for N ≥ 3, with similar possible changes in
the critical values for the widths d1, . . ., dN−1.

8. A mathematical question is to investigate the evolution of the bifurcating branches when
the width d increases. When the domain is R

2, no solutions of (GP) with k > 1 vortex
of alternate degrees ±1 are known to exist. This does not contradict our result since, as
d → +∞, even if one could prove that the branches of solutions persist, we expect the
distance between vortices to tend to +∞.

9. In contrast we expect the bifurcating branch with a single vortex to exist for any width
d > d1, and to converge to the vortex solution of degree −1 for the two-dimensional
stationary Gross-Pitaevskii equation (see [20] and the references therein).

2 Sketch of the proofs

In this section we describe the main elements in the proofs of Theorem 1 and Corollary 1, and
then complete these proofs.
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2.1 Construction of the solutions Ψk,d

It is classical to solve boundary value problems in the strip R× (0, d) with Neumann boundary
conditions by relying on a decomposition into Fourier series of the possible solutions. There
indeed exists a one-to-one correspondence between smooth functions ψ : R×(0, d) → C satisfying
the Neumann boundary conditions in (1), and the functions, which are 2d-periodic and even in
the y variable. This correspondence is obtained by extending first the function ψ to the strip
Ωd := R× (−d, d) by reflection with respect to the x axis, and then to R

2 by 2d-periodicity with
respect to the y variable.

In the sequel, we take advantage of this correspondence by working with functions now defined
in Ωd. More precisely, we consider the natural energy space in this context

X(Ωd) :=
{

ψ ∈ H1
loc(Ωd,C) s.t. ∇ψ ∈ L2(Ωd) and 1− |ψ|2 ∈ L2(Ωd)

}

,

and we look for solutions to (GP) (in Ωd) in the closed subset with the relevant symmetries, that
is

X (Ωd) =
{

ψ ∈ X(Ωd) s.t. ψ(x,−y) = ψ(x, y) = −ψ(−x, y) for any (x, y) ∈ Ωd
}

. (9)

Here as in the sequel, we use the calligraphic notation F(Ωd) in order to denote the subset of a
function space F (Ωd) formed by the functions satisfying the symmetries in (9).

One advantage to work in this setting lies in the possibility to decompose a function ψ ∈ X (Ωd)
in a Fourier series with respect to the y-variable. More precisely, we set

ψ0(x) :=
1

d

∫ d

0
ψ(x, y) dy, and ψk(x) :=

2

d

∫ d

0
ψ(x, y) cos

(πky

d

)

dy, (10)

so that the function ψ can be written as

ψ(x, y) =
+∞
∑

k=0

ψk(x) cos
(πky

d

)

,

for any (x, y) ∈ Ωd.

In the sequel, we often use the decomposition ψ = ψ0 + w of a function ψ ∈ X (Ωd). By
the Poincaré-Wirtinger inequality, the function w in this further decomposition belongs to the
Sobolev space H1(Ωd), while the function ψ0 is in the one-variable energy space

X(R) :=
{

ψ ∈ H1
loc(R,C) s.t. ψ′ ∈ L2(R) and 1− |ψ|2 ∈ L2(R)

}

,

or more precisely in its subset X (R) corresponding to functions with odd real part and even
imaginary part. Note here again that, given a function space F (R), we always use in the sequel
the calligraphic notation F(R) to denote the subset of functions with odd real part and even
imaginary part.

When a function ψ = ψ0 + w is a solution to (GP), the functions ψ0 and w solve the system
{

−ψ′′
0 − ψ0

(

1− |ψ0|2
)

= −f0,
−∆w − w

(

1− |ψ0|2
)

+ 2 〈ψ0, w〉C ψ0 = −2 〈ψ0, w〉C w − |w|2(ψ0 + w) + f0,
(11)

where we have set

f0(x) :=
1

d

∫ d

0

(

2 〈ψ0(x), w(x, y)〉C w(x, y) + |w(x, y)|2(ψ0(x) + w(x, y))
)

dy, (12)
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for any x ∈ R. A natural strategy to construct solutions is therefore to invert first the left-hand
side of the two equations in (11), at least in the neighbourhood of the soliton S0, and then to
handle the nonlinear terms in the right-hand side by a fixed point argument.

This strategy is complicated on the one hand by the fact that the left-hand side of the first
equation in (11) is nonlinear. We will by-pass this difficulty by implementing a variational
argument in order to construct a solution ψ0 for any suitable right-hand side −f0, and then rely
on coercivity estimates in order to establish the uniqueness of this solution.

On the other hand, it turns out that the linear operator

T (w) = −∆w − w(1 − |ψ0|2) + 2〈ψ0, w〉C ψ0, (13)

in the left-hand side of the second equation in (11) is not always invertible. We rely on this
property to construct our bifurcating branches of solutions Ψk,d. More precisely, we first observe
that since the function ψ0 is independent of the variable y, we can decompose the operator T in
the previous Fourier sectors as

T (w)(x, y) =
+∞
∑

k=1

Tk(ψk)(x) cos
(πky

d

)

, (14)

where

Tk(ψk) := −ψ′′
k +

π2k2

d2
ψk − ψk(1− |ψ0|2) + 2〈ψ0, ψk〉C ψ0,

and put the focus on the one-variable operators Tk in this identity.

In order to analyze Tk, we rely on our previous assumption that the function ψ0 is a small
perturbation of the black soliton S0. Hence the main properties of Tk can be inferred from the
ones of the operator

L0(ψ) := −ψ′′ − ψ(1 − S2
0) + 2〈S0, ψ〉C S0 = L+

0 (u) + iL−
0 (v),

where we have set ψ := u+ iv, as well as

L+
0 (u) := −u′′ − u

(

1− 3S2
0

)

, and L−
0 (v) := −v′′ − v

(

1− S2
0

)

.

In the previous decomposition, the Sturm-Liouville operators L+
0 and L−

0 are self-adjoint on
L2(R), with domain H2(R). As a consequence of the Weyl criterion, their essential spectrum is
equal to [2,+∞), respectively [0,+∞). Moreover, the function S′

0 is in the kernel of the operator
L+
0 . Since this function does not vanish, it follows from classical Sturm-Liouville theory that 0

is the lowest eigenvalue of L+
0 and that the kernel of this operator is spanned by the function

S′
0. Given any integer k ≥ 1, the operator L+

0 + π2k2/d2 is therefore positive definite, and as a
consequence, invertible from H2(R) to L2(R).

Similarly the function S0 belongs to the kernel of the operator L−
0 . Since this function has a

unique zero, this operator has a unique negative eigenvalue −λ0. A direct computation shows
that λ0 = 1/2 and that the function χ0 in (3) is a corresponding eigenfunction of the operator
L−
0 . As a consequence, the invertibility properties of the operator L−

0 + π2k2/d2 depend on the
precise values of the integer k ≥ 1 and on the width d. When d 6= dk, the operator L−

0 +π2k2/d2

is invertible from H2(R) to L2(R). On the contrary, when d = dk, the kernel of this operator is
spanned by the function χ0. This self-adjoint operator is invertible only when restricted to the
orthogonal of its kernel.

This analysis is the starting point for developing a bifurcation argument. Indeed, when the
function ψ0 is close enough to the black soliton S0, the operators Tk have invertibility properties
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similar to the ones of the operators L−
0 + π2k2/d2, so that a bifurcation onset is expected for

d = dk.

Now that our strategy to obtain bifurcating branches is clarified, we enter in more details
dealing first with the invertibility of the first equation in (11). Solving this equation is complicated
by the fact that the functional framework corresponding to the set X(R) is quite involved.
Since we eventually look for perturbations of the black soliton S0, we can benefit from the
analysis in [14] to prove the orbital and asymptotic stabilities of S0 for the one-dimensional
time-dependent Gross-Pitaevskii equation. In this direction, we introduce the weighted Sobolev
norm

∥

∥ψ
∥

∥

2

H(R)
:=

∫

R

(

|ψ′|2 + (1− S2
0) |ψ|2

)

, (15)

and we endow the set X(R) with the complete metric structure associated to the distance d given
by

d
(

ψ2, ψ1

)2
:=
∥

∥ψ2 − ψ1

∥

∥

2

H(R)
+
∥

∥1− |ψ2|2 − (1− |ψ1|2)
∥

∥

2

L2(R)
. (16)

In [14, Proposition 1], this functional setting was used to establish a coercivity estimate for the
one-dimensional Ginzburg-Landau energy E in the neighbourhood of the black soliton S0. In
the sequel, we rely on a similar coercivity estimate for defining properly the local minimization
problem from which we solve the first equation in (11). In order to state precisely this alternative
coercivity estimate, we introduce the subset

X0(R) :=
{

ψ ∈ X (R) s.t. ψ(0) = 0
}

,

We are then able to show

Lemma 2. There exists a number Λ0 > 0 such that, given a function ψ ∈ X0(R), we have

E(ψ) − E(S0) ≥ Λ0

(

‖ε‖2H(R) + ‖η‖2L2(R)

)

− 1

Λ0

∥

∥ε
∥

∥

3

H(R)
, (17)

where ε := ψ − S0 and η := 1− |ψ|2 − (1− S2
0) = −2〈S0, ε〉C − |ε|2.

With Lemma 2 in hand, we can describe our strategy to solve the first equation in (11). This
strategy is first variational. Fix a function f0 ∈ L1(R,C)∩L2(R,C), and consider the functional

If0(ψ) = E(ψ) +

∫

R

〈f0, ψ〉C.

Since
∣

∣〈f0, ψ〉C
∣

∣ ≤ |f0|+
∣

∣1− |ψ|2
∣

∣ |f0|, (18)

the functional If0 is well-defined in X0(R). Given a number α > 0, we can introduce the subsets

U(α) :=
{

ψ ∈ X0(R) s.t. d(ψ, S0) < α
}

,

and consider the local minimization problems

If0(α) := inf
ψ∈U(α)

If0(ψ). (19)

Lemma 3. There exist two numbers α0 := Λ2
0/2, and β0 > 0, depending only on Λ0, such that,

for 0 ≤ β ≤ β0 and any continuous function f0 ∈ L1(R,C) ∩ L2(R,C) satisfying

‖f0‖L1(R) + ‖f0‖L2(R) ≤ β, (20)
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the minimization problem If0(α0) given by (19) has a minimizer ψ0 ∈ U(α0). This minimizer is

of class C2 in R, and it satisfies

−ψ′′
0 − ψ0(1− |ψ0|2) + f0 = 0. (21)

Moreover, there exists a positive number C0, depending only on Λ0, such that

d
(

ψ0, S0
)2 ≤ C0β. (22)

In view of Lemma 3, the function N0 := 1 − |ψ0|2 corresponding to the minimizer ψ0 is also
of class C2 on R, and we can check that it decays exponentially at ±∞ when the function f0
also decays exponentially. In order to prove this claim, we first introduce the weighted Lebesgue
spaces

Lpσ(R) :=
{

ψ ∈ Lploc(R,C) s.t.
∥

∥ψ
∥

∥

Lp
σ(R)

:=
∥

∥ψ eσ|·|
∥

∥

Lp(R)
< +∞

}

,

for any numbers σ ∈ R and 1 ≤ p ≤ ∞. Note that these function spaces reduce to the classical
Lebesgue spaces for σ = 0.

We next derive from (21) the equation

−N ′′
0 + 2N0 = 2

(

|ψ′
0|2 +N2

0 + 〈f0, ψ0〉C
)

. (23)

By taking the complex scalar product of (21) with the derivative ψ′
0, we also obtain

(

|ψ′
0|2 −

N2
0

2

)′
= 2〈f0, ψ′

0〉C.

Recall at this stage that any function in the energy space X(R) is bounded (see e.g. [11]). As a
consequence, the function N0 belongs to the Sobolev space H1(R), and by (21) again, so does
the derivative ψ′

0. In particular, both functions tend to 0 at ±∞, and we obtain the equation

|ψ′
0|2 =

N2
0

2
+ 2g0, (24)

where we have set

g0(x) =

∫ x

−∞
〈f0(t), ψ′

0(t)〉C dt = −
∫ +∞

x
〈f0(t), ψ′

0(t)〉C dt. (25)

Going back to (23), we are led to the differential equation

−N ′′
0 + 2N0 − 3N2

0 = 2
(

〈f0, ψ0〉C + 2g0
)

. (26)

Relying on this further equation, we can show the following estimate for

ε0 = ψ0 − S0, and η0 =
(

1− |ψ0|2
)

−
(

1− |S0|2
)

= |S0|2 − |ψ0|2. (27)

Lemma 4. Let 0 < σ <
√
2. There exists a number 0 < βσ ≤ β0 such that, given a function

f0 ∈ L∞
σ (R) satisfying the condition in (20) for a number 0 ≤ β ≤ βσ, and the corresponding

minimizer ψ0 of the problem If0(α0), the functions N0 and ψ′
0 belong to the weighted Lebesgue

space L∞
σ (R). Moreover, there exists a number Cσ > 0, depending only on σ and Λ0, such that

the functions η0 and ε0 defined above satisfy

∥

∥η0
∥

∥

2

L∞
σ (R)

+
∥

∥ε0
∥

∥

2

L∞(R)
+
∥

∥ε′0
∥

∥

2

L∞
σ (R)

≤ Cσ

(

β +
∥

∥f0
∥

∥

2

L∞
σ (R)

)(

1 + β +
∥

∥f0
∥

∥

2

L∞
σ (R)

)

. (28)

Note that ε0 is bounded in L∞(R), not in L∞
σ (R).
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A difficulty with the variational construction in Lemma 3 lies in the property that the min-
imizer ψ0 is not necessarily unique. Since this function is in X0(R), we know that ψ0(0) = 0,
and also that Im(ψ′

0)(0) = 0, but this is not enough to apply the Cauchy-Lipschitz theorem. In
order to by-pass this difficulty, we rely on the coercivity estimate in Lemma 2 to establish some
Lipschitz dependence of the function ψ0 on the function f0. In the sequel, this property will also
be useful to solve the complete system in (11) by a fixed point argument.

In order to show this Lipschitz dependence, we first recall that the minimizer ψ0 is a pertur-
bation of the black soliton S0 due to (22). Define ε0 and η0 by (27). Then we check that

−ε′′0 − (1− S2
0)ε0 − (S0 + ε0)η0 = −f0. (29)

Similarly, we derive from (26) that

−η′′0 + 2η0 − 6(1− S2
0)η0 − 3η20 = 2〈f0, ψ0〉C + 2g0. (30)

We then consider another function f1 ∈ L∞
σ (R) satisfying the condition in (20) for the same

number 0 ≤ β ≤ βσ, and we denote by ψ1 ∈ U(α0) a minimizer of the minimization problem
If1(α0) given by Lemma 3. Introducing the function g1 given by (25), and setting as above
ε1 := ψ1 − S0 and η1 := N1 − (1 − S2

0), we first control the differences ε1 − ε0 and η1 − η0 in
H(R), respectively in L2(R).

Lemma 5. Let 0 < σ <
√
2. There exists γσ, Aσ > 0 such that for any γ < γσ, if f0, f1 ∈ L∞

σ (R)
are such that

∥

∥f0
∥

∥

L∞
σ (R)

+
∥

∥f1
∥

∥

L∞
σ (R)

≤ γ, (31)

then the differences ψ1 − ψ0 and η1 − η0 satisfy the estimate

‖ψ1 − ψ0‖H(R) + ‖η1 − η0‖L2(R) ≤ Aσ‖f1 − f0‖L∞
σ (R). (32)

In particular, under the assumptions of Lemma 5, there exists a unique minimizer ψ0 ∈
U(α0) for the minimization problem If0(α0). Indeed, given any other possible minimizer ψ1, the
inequality (32) holds for f1 = f0, so that ψ1 = ψ0.

We next upgrade the previous control on the differences ε′1 − ε′0 and η1 − η0 from L2(R) to
L∞
σ (R). More precisely, we establish the following Lipschitz dependence of the functions ψ0 and

N0 on the function f0.

Lemma 6. Let 0 < σ <
√
2. Assume that two continuous functions f0 and f1 in L∞

σ (R) satisfy

the condition in (31) for a number γ ≤ γσ. There exists a positive number Bσ, depending only

on σ, such that the differences ψ1 − ψ0 and η1 − η0 satisfy the estimate

∥

∥ψ′
1 − ψ′

0

∥

∥

L∞
σ (R)

+
∥

∥ψ1 − ψ0

∥

∥

L∞(R)
+
∥

∥η1 − η0
∥

∥

L∞
σ (R)

≤ Bσ
∥

∥f1 − f0
∥

∥

L∞
σ (R)

.

This concludes our analysis of the first equation in (11). We now turn to the second equation.
In view of Lemma 3, we assume that the function ψ0 is fixed in X0(R), and that it belongs to
the open set U(µ) for some number µ > 0.

Our goal is now to invert the operator T in (13). Decomposing it as in (14), we put the focus
on the one-variable operators Tk. We first claim that we can restrict their analysis to the space
H1(R). Invoking the Poincaré-Wirtinger inequality (again with respect to y)

∥

∥w
∥

∥

L2(Ωd)
≤ d

π

∥

∥∂yw
∥

∥

L2(Ωd)
,
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we indeed check that the function

w(x, y) =

+∞
∑

k=1

ψk(x) cos
(πky

d

)

does not only belong to Ḣ1(Ωd), but actually to H1(Ωd), so that the functions ψk are in H1(R).

We next recall that, when the function ψ0 is close to the black soliton S0, the operator Tk
appears as a perturbation of the operator L0 + π2k2/d2, which we have previously analyzed in
this sketch of the proof. Summarizing this analysis, we can claim that the operator L0+π

2k2/d2

is invertible, when d 6= dk, whereas it is not for d = dk. In this latter case, it is however invertible
when restricted to the intersection of H2(R,C) with the orthogonal space

H0 :=
{

ψ ∈ L2(R,C) s.t. 〈ψ, iχ0〉L2(R) = 0
}

.

In the two cases, we can also check that the norm of its inverse, as an operator from L2(R) to
L2(R), is bounded uniformly with respect to k ≥ 1.

We claim that the operators Tk have similar invertibility properties when the function ψ0

is close enough to the black soliton S0. By using the Parseval identity, this provides a precise
description of the invertibility properties of the operator T .

In order to state them precisely, we now fix an integer k ≥ 1 and introduce the subspace

Hk :=
{

ψ ∈ L2(Ωd,C) s.t. ψ0 = 0 and ψk ∈ H0

}

,

where ψ0 and ψk are given by (10), as well as the corresponding orthogonal projection πk given
by

∀ψ ∈ L2(Ωd,C), πk(ψ) := ψ −
〈ψ,χk〉L2(Ωd)

‖χk‖2L2(Ωd)

χk, (33)

where χk is the function in (5).

We also introduce the weighted Lebesgue spaces

Lpσ(Ωd) :=
{

ψ ∈ Lploc(Ωd,C) s.t.
∥

∥ψ
∥

∥

Lp
σ(Ωd)

:=
∥

∥ψ(x, y) eσ|x|
∥

∥

Lp(Ωd)
< +∞

}

,

for any numbers σ ∈ R and 1 ≤ p ≤ ∞.

When d and ψ0 are close enough to dk, respectively S0, we obtain the following invertibility
properties for the operator T .

Lemma 7. Let k ≥ 1. There exist three numbers δ0 > 0, µ0 > 0 and κ0 > 0 such that, for any

width dk − δ0 < d < dk + δ0 and any function ψ0 ∈ U(µ0) such that

∥

∥η0
∥

∥

L∞(R)
+
∥

∥ε0
∥

∥

L∞(R)
< µ0, (34)

where ε0 and η0 are defined by (27), the following holds:

(i) The operator T given by (13) is invertible from H2(Ωd,C) ∩Hk to L2(Ωd,C) ∩Hk : Given

any function g ∈ L2(Ωd,C), there exists a unique function w ∈ H2(Ωd,C) ∩Hk such that

πk
(

T (w)− g
)

= 0. (35)

Moreover this function satisfies

∥

∥w
∥

∥

H2(Ωd)
≤ κ0

∥

∥g
∥

∥

L2(Ωd)
. (36)
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(ii) There exist σ0, δ1, ν0 > 0 such that, if 0 < τ < σ < σ0 and dk − δ1 < d < dk + δ1 then,

assuming that
∥

∥η0
∥

∥

L∞
σ (R)

+
∥

∥ε0
∥

∥

L∞(R)
+
∥

∥ε′0
∥

∥

L∞
σ (R)

< ν0, (37)

the condition in (34) is satisfied as well, and for any g in L∞
σ (Ωd,C), the function w given by (35)

satisfies the following estimate

∥

∥w
∥

∥

L∞
τ (Ωd)

≤ κτ
∥

∥g
∥

∥

L∞
σ (Ωd)

, (38)

where κτ ≥ 0 depends on k, δ1, ν0, σ0, σ and τ .

In the sequel, we invoke this invertibility property in order to write the second equation
in (11) as a fixed point equation, and then solve it by a fixed point argument. The fact that this
argument must be combined to a similar one for solving the first equation in (11), in view of the
Lipschitz control in Lemma 6, is why it is natural to perform this second fixed point argument
in the spaces L∞

σ (Ωd).

With Lemma 7 at hand, we are in a position to settle the fixed point argument which we apply
in order to solve the system in (11). We fix a number k ≥ 1 and a width dk − δ1 < d < dk + δ1,
where δ1 is the positive number given by Lemma 7. For 0 < σ ≤ σ0/2, we also introduce the set

Y∞
σ (R) :=

{

ψ0 ∈ X0(R) s.t. ψ′
0 ∈ L∞

σ (R)
}

,

Note that this set is not a vector space, but it is a subset of the vector space

W 1,∞
0,σ (R) :=

{

ψ0 ∈ C0(R,C) s.t. ψ0(0) = 0 and ψ′
0 ∈ L∞

σ (R)
}

,

which we can endow with the norm

∥

∥ψ0

∥

∥

W 1,∞
0,σ (R)

:=
∥

∥ψ′∥
∥

L∞
σ (R)

.

In particular, the set Y∞
σ (R) is naturally endowed with the metric structure given by the distance

corresponding to this norm.

Given a function ψ0 ∈ Y∞
σ (R), and a map w ∈ L∞

σ (Ωd), we next denote by f0(ψ0, w) the
function given by (12), and we also define the nonlinearity

g(ψ0, w) := −2 〈ψ0, w〉C w − |w|2(ψ0 + w) + f0(ψ0, w). (39)

We claim that these functions are in L∞
2σ(R), respectively in L∞

2σ(Ωd), and have Lipschitz con-
tinuous dependence on the functions ψ0 and w. More precisely, we show

Lemma 8. Let 0 ≤ σ ≤ σ0/2. The maps f0 and g are well-defined from Y∞
σ (R) × L∞

σ (Ωd) to

L∞
2σ(R), respectively to L∞

2σ(Ωd). Moreover there exists a universal constant K ≥ 0 such that

∥

∥

∥
f0
(

ψ̃0, w̃
)

− f0
(

ψ0, w
)

∥

∥

∥

L∞
2σ(R)

+
∥

∥

∥
g
(

ψ̃0, w̃
)

− g
(

ψ0, w
)

∥

∥

∥

L∞
2σ(Ωd)

≤ K
(

∥

∥ψ0 − ψ̃0

∥

∥

L∞(R)

∥

∥w
∥

∥

2

L∞
σ (Ωd)

+
∥

∥w̃ − w
∥

∥

L∞
σ (Ωd)

(∥

∥w̃
∥

∥

L∞
σ (Ωd)

+
∥

∥w
∥

∥

L∞
σ (Ωd)

)

×

×
(∥

∥ψ̃0

∥

∥

L∞(R)
+
∥

∥w̃
∥

∥

L∞
σ (Ωd)

+
∥

∥w
∥

∥

L∞
σ (Ωd)

)

)

,

(40)

for any pairs (ψ̃0, w̃) and (ψ0, w) in Y∞
σ (R)× L∞

σ (Ωd).
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It follows from (40) that, if we restrict ourselves to pairs (ψ̃0, w̃) and (ψ0, w), which are close
enough to the pair (S0, 0), the Lipschitz constant of f0 and g are small. This last observation
allows to implement a fixed point argument, which we now detail.

We first introduce a small parameter ρ > 0 and the closed ball B((S0, 0), ρ) with center
(S0, 0) and radius ρ in Y∞

σ (R) × (L∞
σ (Ωd) ∩ Hk). Given a pair (ψ0, w) in this ball, and a real

number |λ| ≤ ρ, we deduce from the definition of the function f0(ψ0, w + λχk) and its Lipschitz
continuity in (40) that this function satisfies the conditions in (20) (with β = β2σ) and in (31)
(with γ = γ2σ) when ρ is chosen small enough. As a consequence of Lemma 4, there exists a
unique minimizer ψλ0 ∈ U(α0) of the minimization problem If0(ψ0,w+λχk)(α0). Moreover, the
corresponding functions ηλ0 and (ελ0 )

′ are in L∞
σ (R) and satisfy the estimate in (28). Decreasing

if necessary the value of the number ρ, we can assume that these functions satisfy the condition
in (37) with ν ≤ ν0, and then that the function ψλ0 is in U(µ0).

Invoking Lemma 7, we next consider the function wλ ∈ L∞
σ (R) corresponding by (35) to the

function g(ψ0, w + λχk), and then the map Ξk given by

Ξk
(

ψ0, w, λ
)

=
(

ψλ0 , w
λ − λχk

)

.

Going back to Lemmas 6 and 7, we claim that for ρ small enough and |λ| < ρ, the map Ξk(·, ·, λ)
is a contraction on the closed ball B((S0, 0), ρ). This property is enough to show the following
existence result in which we also use the vector space

W 2,∞
0,σ (R) :=

{

ψ0 ∈W 1,∞
0,σ (R) s.t. ψ′′

0 ∈ L∞
σ (R)

}

,

which we naturally endow with the norm
∥

∥ψ0

∥

∥

W 2,∞
0,σ (R)

:=
∥

∥ψ0

∥

∥

W 1,∞
0,σ (R)

+
∥

∥ψ′′
0

∥

∥

L∞
σ (R)

,

as well as the vector space

W 2,∞
0,σ (Ωd) :=

{

ψ = ψ0 + w ∈ L2(Ωd,C) s.t. ψ0 = 0, ∇w ∈ L∞
σ (Ωd) and D2w ∈ L∞

σ (Ωd)
}

,

similarly endowed with the norm
∥

∥ψ
∥

∥

W 2,∞
σ (Ωd)

=
∥

∥∇w
∥

∥

L∞
σ (Ωd)

+
∥

∥D2w
∥

∥

L∞
σ (Ωd)

.

Proposition 9. For k ≥ 1, let 0 ≤ σ ≤ σ0/2 and dk − δ1 < d < dk + δ1, where σ0 and δ1 are

defined in Lemma 7. There exists a number ρ1 > 0 such that, given any real number |λ| < ρ1,
there exist maps (Ψλ

0 ,W
λ) ∈ Y∞

σ (R)× (L∞
σ (Ωd) ∩Hk) such that Ψλ

0 and W λ are smooth on Ωd
and solve the equations

−
(

Ψλ
0

)′′ −Ψλ
0

(

1− |Ψλ
0 |2
)

= −f0
(

Ψλ
0 ,W

λ + λχk
)

, (41)

and

πk

(

−∆
(

W λ + λχk
)

−
(

W λ + λχk
)(

1− |Ψλ
0 |2
)

+2 〈Ψλ
0 ,W

λ+λχk〉C Ψλ
0 − g

(

Ψλ
0 ,W

λ + λχk
)

)

= 0.

(42)

Moreover, these maps are the unique solutions of the previous equations in Y∞
σ (R)× (L∞

σ (Ωd)∩
Hk) such that

∥

∥Ψλ
0 − S0

∥

∥

W 1,∞
0,σ (R)

< ρ1, and
∥

∥W λ
∥

∥

L∞
σ (Ωd)

< ρ1,

and the map λ → (Ψλ
0 ,W

λ) is smooth from (−ρ1, ρ1) to W 2,∞
0,σ (R) ×W 2,∞

0,σ (Ωd), while the map

λ 7→ 1− |Ψλ
0 |2 is smooth from (−ρ1, ρ1) to L2(R).
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Equation (42) may be written

πk

(

T
(

W λ + λχk
)

− g
(

Ψλ
0 ,W

λ + λχk
)

)

= 0,

where πk is defined in (33), hence W λ + λχk satisfies the second equation in (11) if and only if
〈T (W λ + λχk), χk〉L2 = 0. Therefore, the function Ψλ = Ψλ

0 +W λ + λχk is a solution to (GP)
whenever the quantity

J(d, λ) :=
〈

−∆
(

W λ + λχk
)

−
(

W λ + λχk
)(

1− |Ψλ
0 |2
)

+ 2 〈Ψλ
0 ,W

λ + λχk〉C Ψλ
0 − g

(

Ψλ
0 ,W

λ + λχk
)

, χk
〉

L2(Ωd)
,

(43)

vanishes. For dk − δ1 < d < dk + δ1 and λ = 0, the function Ψ0 is, by uniqueness of the fixed
point, equal to the black soliton S0, so that

J(d, 0) = 0.

Invoking this property, it is natural to implement a perturbative argument in order to describe
locally the set Z of widths d and of parameters λ for which the function J vanishes. Note that this
is the reason why we make the dependence on d of the function J explicit. In practice, applying
such a perturbative argument requires to establish first some smoothness for the function J .
This can be done by invoking some fixed-point theorem with parameters. In this direction, we
show

Lemma 10. Let k ≥ 1 and 0 < σ ≤ σ0/2 be fixed as in Proposition 9. There exist two

numbers 0 < δ2 ≤ δ1 and 0 < ρ2 ≤ ρ1 such that the function J defined by (43) is smooth on

(dk − δ2, dk + δ2)× (−ρ2, ρ2), and odd in its second variable λ. Moreover, the following holds:

J(dk, 0) = ∂dJ(dk, 0) = ∂λJ(dk, 0) = ∂d,dJ(dk, 0) = ∂λ,λJ(dk, 0) = 0, (44)

and

∂d,λJ(dk, 0) = −2
√
2, and ∂λ,λ,λJ(dk, 0) := ω dk, (45)

where ω > 0 is a universal constant.

Invoking Lemma 10, we are in position to apply the Morse lemma in order to characterize
the vanishing set Z of the function J in the neighbourhood of the point (dk, 0). In view of (44)
and (45), this set is locally diffeomorphic to two secant lines. This property eventually provides
the existence of two smooth branches of solutions to (GP), the first one corresponding to the
black solitons. The final point in the proof of Theorem 1 is to establish that the second one
provides truly two-dimensional solutions on strips with widths close to the critical width dk.

2.2 End of the proof of Theorem 1

Our starting point is the fact that the black soliton S0 is a solution to (GP) in any strip Ωd.
As a result, the pair (S0, 0) is a solution of equations (41) and (42). By the uniqueness of this
solution in Proposition 9, we infer that Ψ0

0 = S0 and W 0 = 0 for dk − δ1 < d < dk + δ1. This
guarantees that

J(d, 0) = 0,

for any dk − δ1 < d < dk + δ1. We can therefore write the function J as

J(d, λ) = λJ (d, λ) := λ

∫ 1

0
∂λJ(d, λt) dt, (46)
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where, invoking Lemma 10, the function J is smooth on (dk − δ1, dk + δ1) × (−ρ2, ρ2). Using
Lemma 10 again, we compute

J (dk, 0) = ∂λJ(dk, 0) = 0, and ∂dJ (dk, 0) = ∂d,λJ(dk, 0) = −2
√
2 < 0,

Applying the implicit function theorem, we can find two numbers 0 < δ2 < δ1 and 0 < ρ3 < ρ2,
and a smooth function d : (−ρ3, ρ3) → (dk − δ2, dk + δ2) such that, for any dk − δ2 < d < dk + δ2
and any −ρ3 < λ < ρ3,

J (d, λ) = 0 ⇐⇒ d = d(λ). (47)

In view of (46), this equivalence means that the intersection of the vanishing set Z of the function
(d, λ) → J(d, λ) with the subset (dk − δ2, dk + δ2)× (−ρ3, ρ3) is the union of the smooth curves
λ = 0 and d = d(λ), which intersect at the point (dk, 0).

Concerning the function d, we first recall that the function J is odd with respect to the
variable λ. Hence it follows from (46) and (47) that d is an even function. In particular, its
derivative d

′(0) is equal to 0. Observing that

∂λ,λJ (d, λ) =

∫ 1

0
∂λ,λ,λJ(d, λt) t

2 dt,

we deduce from applying the chain rule to the identity J (d(λ), λ) = 0 that

d
′′(0) =

ωdk

6
√
2
> 0, (48)

where ω is a universal constant, which comes from (45). As a consequence, we can reduce the
value of the number ρ3 (if necessary) so that

d
′(λ) > 0,

for any 0 < λ < ρ3. The function d is then smoothly invertible from (0, λ3) onto its image
(dk, dk + ℓk), and its inverse λ := d

−1 satisfies

J
(

d,λ(d)
)

= 0,

for any dk < d < dk+ ℓk. Note here that this inverse is actually continuous on [dk, dk+ ℓk). Note
also in view of (48), that d(λ) − dk ∼ ωdk λ

2/(12
√
2) as λ goes to 0, so that

λ(d) ∼
√

12
√
2(dk − d)

ωdk
, (49)

as d→ dk.

It then follows from Proposition 9 that the functions

Ψk,d := Ψλ(d) := Ψ
λ(d)
0 +Wλ(d) + λ(d)χk, (50)

are solutions to (GP) on Ωd. Concerning the smoothness of the map d 7→ Ψk,d, we have to
deal with the property that they are not defined on the same strips. We settle this difficulty by
applying the change of variables z = dky/d, and introducing the rescaled functions

Ψ̃k,d(x, z) := Ψk,d

(

x,
d z

dk

)

,

which are all defined in the strip Ωdk . Letting similarly Ψ̃d
0(x) := Ψ

λ(d)
0 (x) and w̃d(x, z) :=

Wλ(d)(x, dz/dk)+λ(d)χk(x, dz/dk), we derive from Proposition 9 and the fact that the function
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λ is smooth that the map d 7→ (Ψ̃d
0, w̃

d) is smooth from (dk, dk + ℓk) with values into (Y∞
σ (R) ∩

W2,∞
0,σ (R))×W2,∞

0,σ (Ωdk) for some number 0 < σ < σ0/2. Since the function λ remains continuous
when d → dk, the smoothness of this map on (dk, dk + ℓk) extends to a continuity property on
[dk, dk + ℓk).

We now conclude the proof of Theorem 1 by observing that the restrictions of the functions
Ψk,d to the half-strip R×(0, d) remain solutions to (GP), but with Neumann boundary conditions.
Note also that these restrictions are in X ∩W 2,∞

σ , with a smooth dependence on d in view of the
previous analysis of the map d 7→ (Ψ̃d

0, w̃
d). The fact that S0, Ψk,d and Ψk,d are the only solutions

of the equation in a neighbourhood of S0 in X ∩W 2,∞
σ , follows from the previous description of

the vanishing set Z, which is diffeomorphic to two secant lines. The solutions Ψk,d correspond
to the case of negative values for the number λ.

Note finally that we can derive from (6.3) and (6.4) that the functions Ψλ
0 and W λ in Propo-

sition 9 satisfy, as d→ dk and λ→ 0,

Ψλ
0 = S0 +O

(

|d− dk|2 + |λ|2
)

, and W λ = O
(

|d− dk|2 + |λ|2
)

, (51)

these convergences holding in W 2,∞
0,σ (R), respectively W 2,∞

0,σ (Ωd). In view of (49) and (50), this
can be rephrased as the fact that

Ψk,d(x, y) = S0(x) + i

√

12
√
2(d− dk)

ωdk
χ0(x) cos

(πky

d

)

+O
(

|d− dk|
)

, (52)

as d → dk, these convergences holding in particular in W 2,∞(R × (0, d)). This is exactly the

asymptotic description of the solutions Ψk,d in Theorem 1, with Λ :=
√

12
√
2/ω. Finally we use

these asymptotics in order to expand the Ginzburg-Landau energy E(Ψk,d) as in (6). We refer to
Subsection 6.2 below for the detailed computations. This concludes the proof of Theorem 1.

2.3 Proof of Corollary 1

The first step in the proof is to describe the possible vortices of the solution Ψk,d in the regime
in which d is close to dk. This description is based on the expansion in (52). Recall that these
asymptotics hold in W 2,∞(Ωd), hence are uniform in Ωd, and the corresponding expansions for
the derivatives with respect to x and y also hold uniformly in Ωd.

Note also that the function χ0 takes positive values, so that the first two terms in the right-
hand side of (52) vanish if and only if x = 0 and y = (2j + 1)d/2k, with −k ≤ j ≤ k − 1.
In the limit d → dk, by uniform convergence, the function Ψk,d cannot vanish except in the
neighbourhood of the corresponding 2k points (0, (2j +1)d/2k). Moreover, the Jacobian matrix
of the function Ψk,d uniformly satisfies the asymptotics

DΨk,d(x, y) =

(

S′
0(x) 0

Λ
√

d−dk
dk

χ′
0(x) cos

(

πky
d

)

−kπΛ
d

√

d−dk
dk

χ0(x) sin
(

πky
d

)

)

+O
(

|d− dk|
)

. (53)

As a consequence, it is invertible in the neighbourhoods of these 2k points. Invoking the inverse
function theorem is then sufficient to guarantee that the function Ψk,d has exactly 2k zeroes for
d close to dk, which are located close to the 2k points (0, (2j + 1)d/2k), −k ≤ j ≤ k − 1. Note
here that due to the symmetry properties of the function Ψk,d the horizontal component of these
zeroes is exactly 0. Note also that the fact that these zeroes have alternate degrees ±1 follows
from the uniform asymptotic expansion in (52) and (53).
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Restricting our attention to the restriction of the function Ψ1,d to the strip R× (0, d), we first
claim that the ordinate of its unique zero is exactly d/2. Consider indeed the function RΨ1,d

given by (7). This function is by construction a solution to (GP) with Neumann boundary
conditions. Moreover it remains in the neighbourhood of S0 in X ∩W 2,∞

σ , in which the unique
solutions are S0, Ψ1,d and Ψ1,d. Since RΨ1,d has a unique zero in the strip R×(0, d), this function
is either equal to Ψ1,d, or to Ψ1,d. By uniqueness, the zero of RΨ1,d is moreover equal to the one
of Ψ1,d and Ψ1,d. However, the ordinate of the zero of RΨ1,d must be equal to d− y0, if y0 is the
ordinate of the zero of Ψ1,d. Hence we have d− y0 = y0, so that

y0 =
d

2
.

In view of (52), we next check that the zero of the function Ψ1,d has degree −1. Concerning
the degree of the zero of the function RΨ1,d, it is by construction equal to the one of the function
Ψ1,d, whereas the zero of Ψ1,d has opposite degree. As a conclusion, the function RΨ1,d is
necessarily equal to the function Ψ1,d.

Using this property, we can define the function Υ1,d/k for k ≥ 2 and dk < d < dk + kℓ1 ac-
cording to (8), and check that it remains a solution to (GP) with Neumann boundary conditions.
When dk < d < dk + ℓk, this function is in the neighbourhood of S0 in X ∩W 2,∞

σ in which the
unique solutions are S0, Ψk,d and Ψk,d. Considering as before the location and the degree of
the zeros of Υ1,d/k, we check that this function is equal to the function Ψk,d. As a consequence,
the zeroes of this function are located at the points (0, dk(2j + 1)/(2k)) for 0 ≤ j < k and their
degrees are equal to (−1)j+1. This completes the proof of Corollary 1.

2.4 Outline of the paper

In the next sections, we provide the detail of the proofs of the various lemmas and propositions
stated in the previous sketch of the proof of Theorem 1. Section 3 is devoted to the resolution of
the first equation in (11), and more precisely, to the proof of Lemmas 2, 3, 4, 5 and 6. Section 4
deals with the invertibility properties of the operator T given by Lemma 7. In Section 5 are
gathered the proofs of Lemma 8 and Proposition 9 concerning the main fixed point argument.
Finally, Section 6 provides the detail of the proof of Lemma 10 regarding the differentiability
properties of the function J , and of the computation of the expansion of the energy E(Ψk,d) as
in (6).

3 Analysis in the zero Fourier sector

In this first section, we collect the proofs of the results related to the zero Fourier sector, that is
dealing with the function ψ0.

3.1 Proof of Lemma 2

The proof of the coercivity estimate in (17) is reminiscent to the proof of [14, Proposition 1].
Consider a function ψ ∈ X0(R), and set ε = ψ−S0 and η = 1−|ψ|2−(1−S2

0 ) = −2〈S0, ε〉C−|ε|2
as in the statement of Lemma 2. Since S0 is a critical point of the energy E, we can expand the
energy E(ψ) as

E(ψ) = E(S0) +Q0(ε1) +Q0(ε2) +
1

4

∫

R

η2, (3.1)
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where the quadratic form Q0 is given by

Q0(f) =
1

2

∫

R

(

(f ′)2 − (1− S2
0)f

2
)

.

When ψ belongs to the set X0(R), the real part ε1 and the imaginary part ε2 of the function ε
are odd, respectively even, and both of them are in the space

H0(R) :=
{

f ∈ C0(R,R) s.t. f(0) = 0 and ‖f‖H(R) < +∞
}

,

where ‖f‖H(R) is defined in (15). By the Sobolev embedding theorem, this vector space is
a Hilbert space for its natural norm ‖ ‖H(R), and the quadratic form Q0 is well-defined and
continuous on it. In particular, we can define a self-adjoint operator Q0 on H0(R) such that

Q0(f) = 〈Q0(f), f〉H(R),

for any function f ∈ H0(R). Arguing as in the proof of [14, Proposition 1], we can check that this
operator can be written as Q0 = I/2 −K0, where K0 is the self-adjoint non-negative compact
operator defined by

〈K0(f), g〉H(R) =

∫

R

(1− S2
0)fg,

for any functions (f, g) ∈ H0(R)
2. As a consequence, we can apply the spectral theorem in order

to find a non-decreasing sequence of eigenvalues µn of the operator Q0, with µn → 1/2, and a
corresponding Hilbert basis (en)n≥0 of H0(R) such that

Q0(en) = µnen, (3.2)

for any n ≥ 0.

We next claim that the operator Q0 is non-negative so that

µn ≥ 0,

for any n ≥ 0. Consider indeed a function f ∈ H0(R), which is of class C1 on R. Since f(0) = 0,
we can continuously extend the function g := S′

0f/S0 to the whole line R by setting g(0) = f ′(0).
Since f is in H0(R), the function g belongs to L2(R), and we are allowed to derive from (GP)
that

∫

R

(

f ′ − S′
0

S0
f
)2

=

∫

R

(

(f ′)2 − 2
S′
0

S0
ff ′ +

(S′
0)

2

S2
0

f2
)

=

∫

R

(

(f ′)2 +
S′′
0

S0
f2
)

= Q0(f),

by integrating by parts. Hence the quadratic form Q0 is non-negative on the subspace H0(R) ∩
C1(R). The non-negativity of the operator Q0 on H0(R) then follows from the property that
H0(R) ∩ C1(R) is a dense subspace of H0(R).

We now claim that the kernel of the operator Q0 is spanned by the function S0. Indeed, when
a function f belongs to this kernel, it solves the second order differential equation

−f ′′ − (1− S2
0)f = 0,

and it moreover satisfies the initial condition f(0) = 0. We observe that S0 is a special solution
of this problem. Therefore, it follows from the Cauchy-Lipschitz theorem that the kernel of the
operator Q0 is spanned by this function.
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As a consequence of the two previous claims, we obtain that µ0 = 0 and µ1 > 0. Going back
to the orthogonal decomposition in (3.2), we conclude that

Q0(f) ≥ µ1

∥

∥

∥
f −

〈f, S0〉H(R)

‖S0‖2H(R)

S0

∥

∥

∥

2

H(R)
, (3.3)

for any function f ∈ H0(R).

We are now in a position to estimate the various quantities in the decomposition (3.1). Since
the function ε2 is even, we first compute

〈ε2, S0〉H(R) = 2

∫

R

ε2S0(1− S2
0) = 0.

Hence we deduce from (3.3) that

Q0(ε2) ≥ µ1‖ε2‖2H(R).

In particular, it follows from (3.1) and the non-negativity of the operator Q0 that

E(ψ)− E(S0) ≥ µ1‖ε2‖2H(R) +
1

4

∫

R

η2. (3.4)

Concerning the real part ε1, we argue as in the proof of [14, Proposition 1]. We first compute

1

4

∫

R

η2 ≥ 1

4

∫

R

(1− S2
0)η

2 =

∫

R

(1− S2
0)S

2
0ε

2
1 +

∫

R

(

(1− S2
0)S0ε1|ε|2 +

1

4
(1− S2

0)|ε|4
)

.

Using the identity S′
0 = (1 − S2

0)/
√
2, and invoking the Sobolev embedding theorem for the

function (1− S2
0)

1/2ε, we obtain
∫

R

(1− S2
0)S0ε1|ε|2 =

1√
2

∫

R

(1− S2
0)
(

ε′1
(

3ε21 + ε22
)

+ 2ε1ε2ε
′
2

)

≤ C
∥

∥ε
∥

∥

3

H(R)
,

for some universal positive number C. Hence we have

1

4

∫

R

η2 ≥
∫

R

(1− S0)
2S2

0ε
2
1 − C

∥

∥ε
∥

∥

3

H(R)
.

We next deduce from the Cauchy-Schwarz inequality that

〈ε1, S0〉2H(R) ≤ 8
√
2

∫

R

(1− S2
0)S

2
0ε

2
1.

Since ‖S0‖2H(R) = 4
√
2/3, we obtain

1

4

∫

R

η2 ≥
〈ε1, S0〉2H(R)

6‖S0‖2H(R)

− C
∥

∥ε
∥

∥

3

H(R)
.

Combining the non-negativity of the operator Q0 with (3.3), we conclude from (3.1) that

E(ψ) − E(S0) ≥ µ1

∥

∥

∥
ε1 −

〈ε1, S0〉H(R)

‖S0‖2H(R)

S0

∥

∥

∥

2

H(R)
+

〈ε1, S0〉2H(R)

6
∥

∥S0
∥

∥

2

H(R)

− C
∥

∥ε
∥

∥

3

H(R)
,

so that
E(ψ)− E(S0) ≥ µ

∥

∥ε1
∥

∥

2

H(R)
− C

∥

∥ε
∥

∥

3

H(R)
,

for µ = min{µ1, 1/6}. Going back to (3.4), this gives

E(ψ) − E(S0) ≥
µ

2

∥

∥ε1
∥

∥

2

H(R)
+
µ1
2
‖ε2‖2H(R) +

1

8

∫

R

η2 − C

2

∥

∥ε
∥

∥

3

H(R)
,

and the coercivity estimate in (17) follows for Λ0 = min{µ/2, µ1/2, 1/8, 2/C}. This completes
the proof of Lemma 2.
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3.2 Proof of Lemma 3

Consider two positive numbers α and β to be fixed later, and assume that the function f0 ∈
L1(R,C) ∩ L2(R,C) satisfies the condition in (20). Recall that the functional If0 is well-defined
on the open subset U(α), so that the minimization problem is also well-defined. From (20) and
the fact that ‖S0‖L∞(R) = 1 we deduce the following upper-bound

If0(α) ≤ If0(S0) ≤ E(S0) +
∥

∥f0
∥

∥

L1(R)
≤ E(S0) + β. (3.5)

When ψ is in U(α), we derive from (18) that
∣

∣

∣

∣

∫

R

〈f0, ψ〉C
∣

∣

∣

∣

≤
∥

∥f0
∥

∥

L1(R)
+
∥

∥f0
∥

∥

L2(R)

(

∥

∥1− S2
0

∥

∥

L2(R)
+
∥

∥1− |ψ|2 − (1− S2
0)
∥

∥

L2(R)

)

≤ β
(

1 +
∥

∥1− |ψ|2 − (1− S2
0)
∥

∥

L2(R)

)

,

so that, by the definition of the distance d in (16), the coercivity estimate in (17), and the upper
bound in (3.5),

If0(ψ) ≥ E(S0) + Λ0 d(ψ, S0)
2 − 1

Λ0
d(ψ, S0)

3 − β
(

1 + d(ψ, S0)
)

≥ If0(S0) + d(ψ, S0)
2
(

Λ0 −
d(ψ, S0)

Λ0

)

− β
(

2 + d(ψ, S0)
)

.

(3.6)

Let α0 := Λ2
0/2. Then

Λ0 −
α0

Λ0
≥ Λ0

2
,

and, therefore, choosing

β0 = α0
2 Λ0

3(2 + α0)
,

we deduce that for any β < β0, if (20) is satisfied then

d(ψ, S0) = α0 =⇒ If0(ψ) > If0(α). (3.7)

We are now in position to solve the minimization problem If0(α0). We consider a minimizing
sequence (ξn)n≥0. Since ξn ∈ U(α) we have d

(

ξn, S0
)

≤ α0 for any n ≥ 0. As a consequence, we
can find three functions (ψ1, ψ2, ψ3) ∈ L2(R,C)3 such that, up to a subsequence,

ξ′n ⇀ ψ1, (1− S2
0)

1
2 ξn ⇀ ψ2 and 1− |ξn|2 ⇀ ψ3 in L2(R,C),

as n → ∞. Invoking the Rellich-Kondrachov theorem, we can also exhibit a function ψ0 ∈
C0(R,C) such that

ξn → ψ0 in C0
loc(R,C). (3.8)

In view of the previous convergences, the function ψ0 is actually in X(R), with ψ1 = ψ′
0, ψ2 =

(1− S2
0)

1/2 ψ0, and ψ3 = 1− |ψ0|2. Moreover, we also have

d
(

ψ0, S0
)

≤ lim inf
n→∞

d
(

ξn, S0
)

≤ α0.

Similarly, we know that
E
(

ψ0

)

≤ lim inf
n→∞

E
(

ξn
)

, (3.9)
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and we additionally claim that
∫

R

〈f0, ξn〉C →
∫

R

〈f0, ψ0〉C. (3.10)

For a fixed positive number R, we indeed check as for (18) that
∣

∣

∣

∣

∫

R

〈f0, ξn − ψ0〉C
∣

∣

∣

∣

≤
∫

|x|≤R

∣

∣f0
∣

∣

∣

∣ξn − ψ0

∣

∣+

∫

|x|≥R

∣

∣f0
∣

∣

(

2 +
∣

∣1− |ξn|2
∣

∣+
∣

∣1− |ψ0|2
∣

∣

)

,

so that
∣

∣

∣

∣

∫

R

〈f0, ξn − ψ0〉C
∣

∣

∣

∣

≤
∥

∥f0
∥

∥

L1(R)

∥

∥ξn − ψ0

∥

∥

L∞([−R,R]) + 2
∥

∥f0
∥

∥

L1([−R,R]c) + 2α0

∥

∥f0
∥

∥

L2([−R,R]c).

Due to the local uniform convergence in (3.8) and to the fact that f0 is in L1(R,C) ∩ L2(R,C),
this is sufficient to conclude that (3.10) does hold, and to derive from (3.9) that

If0(ψ0) ≤ lim inf
n→∞

If0(ξn) = If0(α0).

Hence the function ψ0 is a minimizer of the problem If0(α0). From (3.7), we then deduce that
in fact d(ψ0, S0) < α0, so that ψ0 ∈ U(α0).

As a consequence of the fact that U(α0) is open, this minimizer is a critical point of the
functional If0 , so that it is a weak solution to (21). Since the function f0 is assumed to be
continuous, and since ψ0 is also continuous, we conclude from a standard bootstrap argument
that the function ψ0 is actually of class C2 on R. In particular, it is a classical solution to (21).

To establish (22), we note that if d(ψ0, S0)
2 > C0β, then from (3.6) and our choice of α0 we

have

If0(ψ0)− If0(S0) ≥ C0β
Λ0

2
− β(2 + α0).

Therefore, if C0 is large enough depending on Λ0, we obtain a contradiction to the minimality
of If0(ψ0). Thus (22) is satisfied, which completes the proof of Lemma 3.

3.3 Proof of Lemma 4

The proof is based on the differential equation for the function η0 in (30). When the function f0
is in L∞

σ (R), the functions 〈f0, ψ0〉C and g0 in this formula decay exponentially. The functions
ψ′
0 and N0 indeed belong to H1(R), so that both the functions ψ0 and ψ′

0 are bounded on R,
and we can check that

∥

∥〈f0, ψ0〉C
∥

∥

L∞
σ (R)

≤
∥

∥ψ0

∥

∥

L∞(R)

∥

∥f0
∥

∥

L∞
σ (R)

, (3.11)

as well as
∥

∥g0
∥

∥

L∞
σ (R)

≤ 2

σ

∥

∥ψ′
0

∥

∥

L∞(R)

∥

∥f0
∥

∥

L∞
σ (R)

. (3.12)

The two previous bounds depend on the function ψ0, which is not uniformly controlled at this
stage. In order to derive (28), we need to drop this possible dependence. In this direction, we
first establish

Step 1. There exists a positive number M0, depending only on Λ0, such that

∥

∥ψ0

∥

∥

L∞(R)
+
∥

∥ψ′
0

∥

∥

L∞(R)
≤M0. (3.13)

Moreover, we also have
∥

∥η0
∥

∥

L∞(R)
+
∥

∥ε′0
∥

∥

L∞(R)
≤M0β

1
2 . (3.14)
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The proof is based on the bound for the function ψ0 in (22), which means that this function
is a perturbation of the black soliton S0 of order β1/2. We first use this property in order to
control uniformly the function ψ0. Since N0 is in H1(R), we are allowed to compute

N0(x)
2 = 4

∫ +∞

x
N0(t) 〈ψ0(t), ψ

′
0(t)〉C dt ≤ 4

∥

∥N0

∥

∥

L2(R)

∥

∥ψ0

∥

∥

L∞(R)

∥

∥ψ′
0

∥

∥

L2(R)
, (3.15)

for any x ∈ R. Since N0 = 1− |ψ0|2, we derive from (22) that

∥

∥ψ0

∥

∥

4

L∞(R)
≤ 2 + 2

∥

∥N0

∥

∥

2

L∞(R)

≤ 2 + 8
(

∥

∥1− S2
0

∥

∥

L2(R)
+
√

C0β0

)(

∥

∥S′
0

∥

∥

L2(R)
+
√

C0β0

)

∥

∥ψ0

∥

∥

L∞(R)
,

so that
∥

∥ψ0

∥

∥

L∞(R)
≤M0,

for a positive number M0, depending only Λ0. In view of (24), we also have

∥

∥ψ′
0

∥

∥

L∞(R)
≤ 1√

2

∥

∥N0‖L∞(R) +
√
2
∥

∥g0‖
1
2

L∞(R) ≤
1√
2

∥

∥N0‖L∞(R) +
√
2
∥

∥f0‖
1
2

L1(R)

∥

∥ψ′
0

∥

∥

1
2

L∞(R),

so that by (20),
∥

∥ψ′
0

∥

∥

L∞(R)
≤M0,

for a further positive number M0, again also depending on Λ0.

In order to establish (3.14), we argue as in (3.15). Since η′0 = −2〈ψ0, ε
′
0〉C − 2〈ε0, S′

0〉C, with
S′
0 = (1− S2

0)/
√
2, we can compute

η0(x)
2 ≤ 2

∥

∥η0
∥

∥

L2(R)

(

2
∥

∥ψ0

∥

∥

L∞(R)

∥

∥ε′0
∥

∥

L2(R)
+

√
2
∥

∥1− S2
0

∥

∥

1
2

L∞(R)

∥

∥(1− S2
0)

1
2 ε0
∥

∥

L2(R)

)

,

so that, by (22),

∥

∥η0
∥

∥

2

L∞ ≤ 2
(

2M0 +
√
2
)

d(ψ0, S0)
2 ≤ 2C0

(

2M0 +
√
2
)

β. (3.16)

Concerning the derivative ε′0, we recall from (22) that

∥

∥ε′0
∥

∥

2

L2 ≤ C0β. (3.17)

In view of (29), we also have

∥

∥ε′′0
∥

∥

L2(R)
≤
∥

∥(1− S2
0)

1
2

∥

∥

L∞(R)

∥

∥(1− S2
0)

1
2 ε0
∥

∥

L2(R)
+
∥

∥ψ0

∥

∥

L∞(R)

∥

∥η0
∥

∥

L2(R)
+
∥

∥f0
∥

∥

L2(R)
,

so that, by (20), (22) and (3.13),

∥

∥ε′′0
∥

∥

L2(R)
≤
(

(

M0 + 1
)

C
1
2
0 + 1

)

β
1
2 .

Combining this inequality with (3.17), applying the Sobolev embedding theorem, and then
adding (3.16) provide (3.14) for a possibly larger number M0, depending only on Λ0.

With the estimates in Step 1 at hand, we can invoke (30) to show that the functions N0 and
η0 decay exponentially at infinity. We first address the case where the decay rate σ is small
enough.
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Step 2. Assume that σ <
√
2/2. There exists a positive number β̃0, such that if 0 < β ≤ β̃0, then

the functions N0 and η0 are in L∞
σ (R), and there exists a positive number Cσ > 0, depending

only on σ and Λ0, such that

∥

∥η0
∥

∥

L∞
σ (R)

≤ Cσ

(

β
1
2 +

∥

∥f0
∥

∥

L∞
σ (R)

)

. (3.18)

In order to prove Step 2, we first derive from (30) that the function N0 := η20 satisfies

−N
′′
0 +

(

4− 12(1 − S2
0)
)

N0 = 2η0h0 + 6η0N0 − 2
(

η′0
)2
,

where we have set h0 := 2(〈f0, ψ0〉C + g0). Going back to (3.14), we can bound the first two
terms in the right-hand side of this identity by

2η0h0 + 6η0N0 ≤
(1

2
+ 6M0β

1
2

)

N0 + 2h20 ≤ N0 + 2h20,

when β ≤ β̃0 := 1/(144M2
0 ). Since 1 − S0(x)

2 → 0 as x → ±∞, we can also find a universal
positive number R0 such that

12 (1 − S0(x)
2) ≤ 1,

when |x| ≥ R0. Hence we are led to

−N
′′
0(x) + 2N0(x) ≤ 2h0(x)

2.

Arguing as for the variation of parameters, we obtain

−
(

(

N0(x)e
√
2x
)′
e−2

√
2x
)′

≤ 2h0(x)
2e−

√
2x,

for x ≥ R0.

We next invoke (3.11) and (3.12) in order to check that

2h0(x)
2 ≤ Aσ ‖f0‖2L∞

σ (R) e
−2σ|x|,

where Aσ := 8(‖ψ0‖L∞(R) + ‖ψ′
0‖L∞(R)/σ)

2 only depends on σ and Λ0 by Step 1. This gives

−
(

(

N0(x)e
√
2x
)′
e−2

√
2x
)′

≤ Aσ ‖f0‖2L∞
σ (R) e

−(
√
2+2σ)x.

Observing that
(

N0(x)e
√
2x
)′
e−2

√
2x =

(

N
′
0(x) +

√
2N0(x)

)

e−
√
2x → 0,

as x→ +∞, we can integrate the previous inequality in order to obtain

(

N0(x)e
√
2x
)′ ≤ Aσ√

2 + 2σ
‖f0‖2L∞

σ (R) e
(
√
2−2σ)x.

Since σ < 1/
√
2, and N0(R0) ≤M2

0β by (3.14), we conclude that

N0(x) ≤
(

N0(R0)e
√
2R0 +

Aσ
2− 4σ2

(

e(
√
2−2σ)x − e(

√
2−2σ)R0

)

‖f0‖2L∞
σ (R)

)

e−
√
2x

≤
(

M2
0 β e

√
2R0 +

Aσ
2− 4σ2

‖f0‖2L∞
σ (R)

)

e−2σx.

(3.19)

A similar estimate holds for x ≤ −R0, so that the function N0 belongs to L∞
2σ([−R0, R0]

c). Since
N0 = η20 , and η0 is already known to be continuous on R, the function η0, and then N0, are in
L∞
σ (R). Concerning the bound in (3.18), we already derive from (3.19) that

∥

∥η0
∥

∥

L∞
σ ([−R0,R0]c)

≤ Cσ

(

β
1
2 + ‖f0‖L∞

σ (R)

)

,
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for some positive number Cσ depending only on σ and Λ0. On the other hand, it follows
from (3.14) that

∥

∥η0
∥

∥

L∞
σ ([−R0,R0])

≤
∥

∥η0
∥

∥

L∞(R)
eσR0 ≤M0 β

1
2 eσR0 ,

which is sufficient to obtain (3.18) for a larger positive number Cσ.

We now deal with the case where the decay rate σ is more than
√
2/2.

Step 3. Assume that
√
2/2 ≤ σ <

√
2. The functions N0 and η0 are in L∞

σ (R), and there exists

a positive number Cσ > 0, depending only on σ and Λ0, such that

∥

∥η0
∥

∥

L∞
σ (R)

≤ Cσ

(

β
1
2 +

∥

∥f0
∥

∥

L∞
σ (R)

)(

1 + β
1
2 +

∥

∥f0
∥

∥

L∞
σ (R)

)

.

The proof is also based on (30). For σ <
√
2, the function f0 is in L∞

σ/2(R), with σ/2 <
√
2/2.

By Step 2, the functions η0 and N0 also belong to L∞
σ/2(R), and η0 satisfies (3.18) with σ replaced

by σ/2. In particular, we are allowed to deduce from (3.11), (3.12), and Step 1 that

∥

∥3η20 + h0
∥

∥

L∞
σ (R)

≤ 3
∥

∥η0
∥

∥

2

L∞
σ
2
(R)

+ 2M0

(

1 +
2

σ

)

∥

∥f0
∥

∥

L∞
σ (R)

. (3.20)

On the other hand, we derive from (3.14) that

∥

∥6(1− S2
0)η0

∥

∥

L∞
σ (R))

≤ 6
∥

∥η0
∥

∥

L∞(R)

∥

∥1− S2
0

∥

∥

L∞√
2
(R)

≤ 24M0β
1
2 . (3.21)

Going back to (30), we can infer from the variation of parameters that

η0(x) = η0(0)e
−
√
2x +

∫ x

0

∫ +∞

z

(

6(1 − S0(t)
2)η0(t) + 3η0(t)

2 + h0(t)
)

e
√
2(2z−t−x) dt dz,

for any x ≥ 0. Since σ <
√
2, we deduce from (3.14) that

∣

∣η0(x)
∣

∣ ≤M0 β
1
2 e−

√
2x +

1

2− σ2

∥

∥6(1− S2
0)η0 + 3η20 + h0

∥

∥

L∞
σ (R)

e−σx.

We can argue similarly for x ≤ 0 in order to obtain that the function η0, and then N0, are in
L∞
σ (R), with

∥

∥η0
∥

∥

L∞
σ (R)

≤ 25M0 β
1
2 +

3Cσ
2

2− σ2

(

β
1
2 +

∥

∥f0
∥

∥

L∞
σ (R)

)2
+

2M0(2 + σ)

σ(2− σ2)

∥

∥f0
∥

∥

L∞
σ (R)

,

by (3.20), (3.21) and Step 2. This completes the proof of Step 3.

We finally conclude the proof of Lemma 4 by deriving the exponential decay of the functions
ψ′
0 and ε′0.

Step 4. Conclusion.

Our control on the function ε′0 is based on (29). This formula indeed provides

∥

∥ε′′0
∥

∥

L∞
σ (R)

≤
∥

∥(1− S2
0)ε0

∥

∥

L∞
σ (R)

+
∥

∥ψ0

∥

∥

L∞(R)

∥

∥η0
∥

∥

L∞
σ (R)

+
∥

∥f0
∥

∥

L∞
σ (R)

.

Since ε(0) = 0, we can write

(

1− S0(x)
2
)

ε0(x) ≤ 4|x|e−
√
2|x|∥
∥ε′0
∥

∥

L∞(R)
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for any x ∈ R, so that by (3.14),

∥

∥(1− S2
0)ε0

∥

∥

L∞
σ (R)

≤ 4M0

e(
√
2− σ)

β
1
2 .

As a consequence, we deduce again from (3.14) that

∥

∥ε′′0
∥

∥

L∞
σ (R)

≤ 4M0

e(
√
2− σ)

β
1
2 +M0

∥

∥η0
∥

∥

L∞
σ (R)

+
∥

∥f0
∥

∥

L∞
σ (R)

. (3.22)

By Steps 2 and 3, the right-hand side of this inequality is finite, so that the function ε′′0 is in
L∞
σ (R). In this case, it is integrable on R. Since ε′0(x) → 0 as x → ±∞, we can write the

derivative ε′0 as

ε′0(x) = −
∫ +∞

x
ε′′0(t) dt =

∫ x

−∞
ε′′0(t) dt,

so that ε′0 is also in L∞
σ (R), with

∥

∥ε′0
∥

∥

L∞
σ (R)

≤ 1

σ

∥

∥ε′′0
∥

∥

L∞
σ (R)

.

The estimate for ε′0 in (28) follows (for a further positive number Cσ) by combining with (3.22),
Step 2 and Step 3. Finally we also have

∥

∥ε0
∥

∥

L∞(R)
≤
∥

∥ε′0
∥

∥

L1(R)
≤ 2

σ

∥

∥ε′0
∥

∥

L∞
σ (R)

,

due to the property that ε(0) = 0. This provides the estimate for ε0 in (28) (for another positive
number Cσ), and concludes the proof of Lemma 4.

3.4 Proof of Lemma 5

The proof is based on equation (29) for ε0 = ψ0 − S0. Going back to Lemma 4, we recall
that the derivative ε′0 and the function η0 are in L∞

σ (R). As a consequence, the function ε0 is
bounded on R. Since the functions 1 − S2

0 and f0 are also in L∞
σ (R), we deduce from (29) that

the second order derivative ε′′0 belongs to L∞
σ (R). In conclusion, the functions V := ε1 − ε0 and

U := (ε1 + ε0)/2 are bounded on R, and their first and second order derivatives are in L∞
σ (R).

Note that the functions N := η1 − η0 and M := (η1 + η0)/2 also belong to this space.

Invoking again (29), we check that the difference V satisfies the equation

−V ′′ − (1− S2
0)V = −F + (S0 + U)N + VM, (3.23)

where we have set F = f1 − f0. Multiplying this equation by V , we are allowed to integrate by
parts in order to obtain

∫

R

(

|V ′|2 − (1− S2
0)|V |2

)

=

∫

R

(

− 〈F, V 〉C +N〈S0 + U, V 〉C +M |V |2
)

.

Since N = η1 − η0 = −2〈S0 + U, V 〉C, we can rewrite this identity as
∫

R

(

|V ′|2 − (1− S2
0)|V |2 + N2

2

)

=

∫

R

(

− 〈F, V 〉C +M |V |2
)

, (3.24)

and we can bound the right-hand side as follows
∫

R

(

− 〈F, V 〉C +M |V |2
)

≤ ‖F‖L2
τ (R)

‖V ‖L2
−τ (R)

+ ‖M‖L∞
σ (R)‖V ‖2L2

−τ (R)
, (3.25)
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where τ = σ/2.

At this stage, we can bound the norm ‖V ‖L2
−τ (R)

by the norm ‖V ′‖H(R). This claim follows

from the fact that V (0) = ε1(0) − ε0(0) = ψ1(0) − ψ0(0) = 0. As a consequence, we can write

V (x) =

∫ x

0
V ′(y) dy,

for any x ∈ R, so that
|V (x)|2 ≤ |x| ‖V ′‖2L2(R). (3.26)

This inequality is then enough to establish that

‖V ‖L2
−τ (R)

≤ 1√
2τ

‖V ′‖L2(R) ≤
√
2

σ
‖V ‖H(R).

Introducing this bound into (3.25), and adding the inequality

‖F‖L2
τ (R)

≤
√

2

σ
‖F‖L∞

σ (R),

we are led to
∫

R

(

− 〈F, V 〉C +M |V |2
)

≤ 1

κσ
‖F‖2L∞

σ (R) +
2

σ2

(κ

2
+ ‖M‖L∞

σ (R)

)

‖V ‖2H(R), (3.27)

for any positive number κ.

We now turn to the left-hand side of (3.24). We control it by using the coercivity of the
quadratic form Q0 introduced in the proof of Lemma 2. Going back to (3.3), we have

∫

R

(

|V ′|2−(1−S2
0)|V |2

)

≥ µ1

(∥

∥

∥
V1−

〈V1, S0〉H(R)

‖S0‖2H(R)

S0

∥

∥

∥

2

H(R)
+
∥

∥

∥
V2−

〈V2, S0〉H(R)

‖S0‖2H(R)

S0

∥

∥

∥

2

H(R)

)

, (3.28)

where V1 and V2 stand for the real and imaginary parts of V , and µ1 is the first positive eigenvalue
of the operator Q0. Since the imaginary parts of ψ1 and ψ0 are even, so is the function V2, and
we have

〈V2, S0〉H(R) = 0. (3.29)

Concerning the real part V1, we argue as in the proof of Lemma 2. We first derive from the
formula N = −2S0V1 − 2〈U, V 〉C and the Cauchy-Schwarz inequality that

1

2

∫

R2

N2 ≥ 1

2

∫

R

(1− S2
0)N

2 ≥
∫

R

(1− S2
0)S

2
0V

2
1 − 2

∫

R

(1− S2
0)〈U, V 〉2C.

Using the Hölder inequality, we next write

∫

R

(1− S2
0)〈U, V 〉2C ≤

(
∫

R

(1− S2
0)|U |4

)
1
2
(
∫

R

(1− S2
0)|V |4

)
1
2

.

Since U(0) = (ε1(0) + ε0(0))/2 = (ψ1(0) + ψ0(0))/2 − S0(0) = 0, we obtain as in the proof
of (3.26) that

|U(x)|4 ≤ |x|2 ‖U ′‖4L2(R).

Using the inequality 1− S0(x)
2 ≤ 4e−

√
2x, this gives

(
∫

R

(1− S2
0)|U |4

)
1
2

≤ 1
√

4
√
2
‖U ′‖2L2(R).
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Arguing similarly for the function V , we obtain
∫

R

(1− S2
0)〈U, V 〉2C ≤ 1

4
√
2
‖U ′‖2L2(R) ‖V ′‖2L2(R),

which eventually gives the upper bound
∫

R

(1− S2
0)〈U, V 〉2C ≤ 1

4
√
2σ

‖U ′‖2L∞
σ (R) ‖V ‖2H(R),

and then the lower bound

1

2

∫

R2

N2 ≥
∫

R

(1− S2
0)S

2
0V

2
1 − 1

2
√
2σ

‖U ′‖2L∞
σ (R) ‖V ‖2H(R). (3.30)

Recall at this stage that S′′
0 + (1− S2

0) = 0, so that

〈V1, S0〉H(R) = 2

∫

R

V1S0(1− S2
0).

Hence by the Cauchy-Schwarz inequality in L2
(

(1− S0(x)
2) dx

)

, we obtain

〈V1, S0〉2H(R) ≤ 8
√
2

∫

R

V 2
1 S

2
0(1− S2

0).

Combining with (3.30) finally gives

1

2

∫

R

N2 ≥ 1

8
√
2
〈V1, S0〉2H(R) −

1

2
√
2σ

‖U ′‖2L∞
σ (R) ‖V ‖2H(R).

We next gather this inequality with (3.28) and (3.29). Using again the fact that the quadratic
form Q0 is non-negative, this provides

∫

R

(

|V ′|2 − (1− S2
0)|V |2 + N2

2

)

≥µ1
(
∥

∥

∥
V1 −

〈V1, S0〉H(R)

‖S0‖2H(R)

S0

∥

∥

∥

2

H(R)
+
∥

∥V2
∥

∥

2

H(R)

)

+
1

4

∫

R

N2

+
〈V1, S0〉2H(R)

12‖S0‖2H(R)

− 1

4
√
2σ

‖U ′‖2L∞
σ (R) ‖V ‖2H(R).

In view of (3.24) and (3.27), we are led to the inequality

µ
(

‖V ‖2H(R) +

∫

R

N2
)

≤ 1

κσ
‖F‖2L∞

σ (R) +
2

σ2

(κ

2
+ ‖M‖L∞

σ (R) +
σ

8
√
2
‖U ′‖2L∞

σ (R)

)

‖V ‖2H(R),

for µ = min{µ1, 1/12}. It now remains to use Lemma 4 in order to bound the norms of M and
U ′ in the right-hand side of this estimate. Under the condition in (31), we first have

‖f0‖L1(R)+‖f0‖L2(R)+‖f1‖L1(R)+‖f1‖L2(R) ≤
( 2

σ
+

1√
σ

)

(

‖f0‖L∞
σ (R)+‖f1‖L∞

σ (R)

)

≤ γ
( 2

σ
+

1√
σ

)

.

In particular, when β(γ) := γ(2/σ + 1/
√
σ) ≤ βσ, we are in position to apply Lemma 4 in order

to obtain

∥

∥η0
∥

∥

2

L∞
σ (R)

+
∥

∥ε′0
∥

∥

2

L∞
σ (R)

+
∥

∥η1
∥

∥

2

L∞
σ (R)

+
∥

∥ε′1
∥

∥

2

L∞
σ (R)

≤ Cσ

(

β(γ) + γ2
)(

1 + β(γ) + γ2
)

,
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where Cσ denotes, here as in the sequel, a positive number depending only on σ. In view of the
definition of the functions M and U , this gives

‖M‖L∞
σ (R) + ‖U ′‖L∞

σ (R) ≤ Cσ

(

β(γ) + γ2
)

1
2
(

1 + β(γ) + γ2
)

1
2
.

In particular, we can choose the values of the numbers κ and γσ small enough so that, for γ ≤ γσ,
we have

2

σ2

(κ

2
+ ‖M‖L∞

σ (R) +
σ

8
√
2
‖U ′‖2L∞

σ (R)

)

≤ µ

2
.

With this choice, we conclude that

‖V ‖2H(R) + ‖N‖2L2(R) ≤
2

κµσ
‖F‖2L∞

σ (R),

which completes the proof of Lemma 5 for Aσ = 2/(κµσ)1/2.

3.5 Proof of Lemma 6

The proof follows from controlling the differences V ′ := ε′1 − ε′0 and N := η1 − η0 in the spaces
L∞
σ (R). As in the proof of Lemma 5, this control relies on the differential equations which these

functions satisfy. Concerning the function N , we derive from (30) the differential equation

−N ′′ + 2N = 6(1 − S2
0)N + 6MN + 2〈F, S0 + U〉C + 〈H,V 〉C + 2G0 := N , (3.31)

with

G0(x) =

∫ x

−∞

(

〈F (t), S′
0(t) + U ′(t)〉C + 〈H(t), V ′(t)〉C

)

dt

=−
∫ +∞

x

(

〈F (t), S′
0(t) + U ′(t)〉C + 〈H(t), V ′(t)〉C

)

dt,

for any x ∈ R. Here, we have set, as above, U := (ε1 + ε0)/2, M := (η1 + η0)/2 and F = f1− f0,
as well as H := (f1 + f0)/2. We first deal with the function N , which we need to control in
H1(R) before bounding it in L∞

σ (R).

Step 1. There exists a positive number B1, depending only on σ, such that

∥

∥N ′∥
∥

L2(R)
≤ B1

∥

∥f1 − f0
∥

∥

L∞
σ (R)

.

The proof follows the lines of the proof of Lemma 5. Multiplying (3.31) by the function N
and integrating by parts first gives
∫

R

(

(N ′)2 + 2N2
)

=

∫

R

(

6(1 − S2
0)N

2 + 6MN2 + 2〈F, S0 + U〉CN + 〈H,V 〉CN + 2G0N
)

,

so that

‖N ′‖2L2(R) ≤ ‖N‖L2(R)

(

6‖N‖L2(R)

(

1 + ‖M‖L∞(R)

)

+ 2‖F‖L2(R)

(

1 + ‖U‖L∞(R)

)

+ ‖〈H,V 〉C‖L2(R) + 2‖G0‖L2(R)

)

.
(3.32)

In this inequality, we observe that

‖M‖L∞(R) ≤
1

2

(

‖η1‖L∞
σ (R) + ‖η0‖L∞

σ (R)

)

,
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while

‖F‖L2(R) ≤
1√
σ
‖F‖L∞

σ (R).

Since U(0) = (ε1(0) + ε0(0))/2 = 0, we also have

U(x) =

∫ x

0
U ′(t) dt,

so that

‖U‖L∞(R) ≤
1

σ
‖U ′‖L∞

σ (R) ≤
1

2σ

(

‖ε′1‖L∞
σ (R) + ‖ε′0‖L∞

σ (R)

)

. (3.33)

Similarly, we infer from the formula V (0) = ε1(0)− ε0(0) = 0 that

|V (x)| ≤ |x| 12‖V ′‖L2(R), (3.34)

so that

‖〈H,V 〉C‖L2(R) ≤
1√
2σ

‖H‖L∞
σ (R) ‖V ′‖L2(R) ≤

1

2
√
2σ

(

‖f1‖L∞
σ (R) + ‖f0‖L∞

σ (R)

)

‖V ‖H(R).

Concerning the function G0, we check that

∣

∣G0(x)
∣

∣ ≤ ‖F‖L∞
σ (R)

(2
√
2e−(σ+

√
2)|x|

σ +
√
2

+ ‖U ′‖L∞
σ (R)

e−2σ|x|

2σ

)

+ ‖H‖L∞
σ (R) ‖V ′‖L2(R)

e−σ|x|√
2σ

, (3.35)

so that

∥

∥G0

∥

∥

L2(R)
≤‖F‖L∞

σ (R)

( 2
√
2

(σ +
√
2)

3
2

+
1

2(2σ)
3
2

(

‖ε′1‖L∞
σ (R) + ‖ε′0‖L∞

σ (R)

)

)

+
1

2
√
2σ

(

‖f1‖L∞
σ (R) + ‖f0‖L∞

σ (R)

)

‖V ‖H(R).

Gathering all the previous estimates and using (28) and (31), we can bound (3.32) by

‖N ′‖2L2(R) ≤ B‖N‖L2(R)

(

‖N‖L2(R) + ‖F‖L∞
σ (R) + ‖V ‖H(R)

)

,

where B denotes, here as in the sequel, a positive number depending only on σ. Step 1 is then
a direct consequence of (32).

We next control the function N in L∞
σ (R).

Step 2. Given any number 0 < τ < σ, there exists a positive number B2, depending only on σ
and τ , such that

∥

∥N
∥

∥

L∞
τ (R)

≤ B2

∥

∥f1 − f0
∥

∥

L∞
σ (R)

.

Observe first that the right-hand side N in (3.31) exponentially decays at infinity due to
the exponential decay of the functions ε′1, ε

′
0, η1 and η0 in Lemma 4, the boundedness of the

functions ε1, ε0, and the exponential decay of the functions f1 and f0. Applying the variation
of parameters as in the proof of Lemma 4, we are therefore allowed to derive from (3.31) that

N(x) =
1

2
√
2

(
∫ +∞

x
e
√
2(x−t)N (t) dt+

∫ x

−∞
e
√
2(t−x)N (t) dt

)

,

for any x ∈ R. In case the function N is in L∞
τ (R), we infer from this formula that

‖N‖L∞
τ (R) ≤

1

2− τ2
‖N‖L∞

τ (R). (3.36)
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Hence proving Step 2 reduces to establish that the function N can be controlled by the function
F in the space L∞

τ (R).

In order to do so, we estimate each term in the definition of the function N . Concerning the
two first terms, we observe that

∥

∥6(1− S2
0 +M)N

∥

∥

L∞
σ (R)

≤ 6
(

‖1− S2
0‖L∞

σ (R) + ‖M‖L∞
σ (R)

)

‖N‖L∞(R)

≤ 6
(

4 +
1

2

(

‖η1‖L∞
σ (R) + ‖η0‖L∞

σ (R)

)

)

‖N‖L∞(R).

We next combine Lemma 4 and Step 1 with the Sobolev embedding theorem in order to obtain
∥

∥6(1 − S2
0 +M)N

∥

∥

L∞
σ (R)

≤ Bσ
∥

∥F
∥

∥

L∞
σ (R)

. (3.37)

Here as in the sequel, Bσ denotes a positive number depending only on σ. Similarly, we derive
from Lemma 4 and (3.33) that

∥

∥2〈F, S0 + U〉C
∥

∥

L∞
σ (R)

≤ 2
(

1 + ‖U‖L∞(R)

)
∥

∥F
∥

∥

L∞
σ (R)

≤ Bσ‖F‖L∞
σ (R). (3.38)

Concerning the term depending on the scalar product 〈H,V 〉C, we argue as in the proof of Step 1.
Using (3.34) and the fact that τ < σ, we obtain

∥

∥〈H,V 〉C
∥

∥

L∞
τ (R)

≤
∥

∥H‖L∞
σ (R)

∥

∥V
∥

∥

L∞
τ−σ(R)

≤ Bσ,τ
(

‖f1‖L∞
σ (R) + ‖f0‖L∞

σ (R)

)
∥

∥V ′∥
∥

L2(R)
,

where Bσ,τ denotes a positive number depending only on σ and τ . By condition (31) and
Lemma 5, we then get

∥

∥〈H,V 〉C
∥

∥

L∞
τ (R)

≤ Bσ,τ‖F‖L∞
σ (R). (3.39)

Finally, we bound the term depending on G0 by using (3.35). This inequality indeed provides

∥

∥G0

∥

∥

L∞
σ (R)

≤ ‖F‖L∞
σ (R)

( 2
√
2

σ +
√
2
+

1

4σ

(

‖ε′1‖L∞
σ (R) + ‖ε′0‖L∞

σ (R)

)

)

+
1

2
√
2σ

(

‖f1‖L∞
σ (R) + ‖f0‖L∞

σ (R)

)

‖V ′‖L2(R),

so that, by Lemma 4, condition (31) and Lemma 5,
∥

∥G0

∥

∥

L∞
σ (R)

≤ B‖F‖L∞
σ (R). (3.40)

Collecting the estimates in (3.37), (3.38), (3.39) and (3.40), and using the fact that τ < σ, we
conclude that

∥

∥N
∥

∥

L∞
τ (R)

≤ Bσ,τ‖F‖L∞
σ (R),

which is enough to complete the proof of Step 2.

We then deal with the function V ′.

Step 3. Given any number 0 < τ < σ, there exists a positive number B3, depending only on σ
and τ , such that

∥

∥V ′∥
∥

L∞
τ (R)

≤ B3

∥

∥f1 − f0
∥

∥

L∞
σ (R)

.

In view of Lemma 4, we first observe that the derivative V ′ is in L∞
τ (R). In case V ′′ is in

L∞
τ (R), it follows that

V ′(x) = −
∫ +∞

x
V ′′(t) dt =

∫ x

−∞
V ′′(t) dt,
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so that
∥

∥V ′∥
∥

L∞
τ (R)

≤ 1

τ

∥

∥V ′′∥
∥

L∞
τ (R)

. (3.41)

As a consequence, it is enough to control the second order derivative V ′′ by the function F in
the space L∞

τ (R). In this direction, we estimate each term in the formula for V ′′ given by (3.23),
that is

V ′′ = −(1− S2
0)V + F − (S0 + U)N − VM.

For the first one, we write
∥

∥(1− S2
0)V

∥

∥

L∞
σ (R)

≤ 4
∥

∥V
∥

∥

L∞

σ−
√
2
(R)
,

so that by (3.34) and Lemma 5,

∥

∥(1− S2
0)V

∥

∥

L∞
σ (R)

≤ 2
√
2

√

(
√
2− σ)e

∥

∥V
∥

∥

H(R)
≤ Bσ

∥

∥F
∥

∥

L∞
σ (R)

. (3.42)

For the third one, we compute
∥

∥(S0 + U)N
∥

∥

L∞
τ (R)

≤
(

1 + ‖U‖L∞(R)

)
∥

∥N
∥

∥

L∞
τ (R)

,

and we combine (3.33), Lemma 4 and Step 2 in order to obtain
∥

∥(S0 + U)N
∥

∥

L∞
τ (R)

≤ Bσ,τ
∥

∥F
∥

∥

L∞
σ (R)

.

Finally, we estimate the last term by

∥

∥VM
∥

∥

L∞
τ (R)

≤
∥

∥M
∥

∥

L∞
σ (R)

∥

∥V
∥

∥

L∞
τ−σ(R)

≤ 1

2

(

∥

∥η0
∥

∥

L∞
σ (R)

+
∥

∥η1
∥

∥

L∞
σ (R)

)

∥

∥V
∥

∥

L∞
τ−σ(R)

.

Arguing as for the first term and invoking Lemma 4, we again have
∥

∥VM
∥

∥

L∞
τ (R)

≤ Bσ,τ
∥

∥F
∥

∥

L∞
σ (R)

.

We finally complete the proof of Step 3 by applying the three previous estimates to (3.23), using
the fact that τ < σ.

We are now in position to conclude the proof of Lemma 6.

Step 4. Conclusion.

We first control uniformly the function V . Applying Step 3 and the fact that V (0) = 0, we
indeed have

∥

∥V
∥

∥

L∞(R)
≤ 2

σ

∥

∥V ′∥
∥

L∞
σ
2
(R)

≤ Bσ
∥

∥F
∥

∥

L∞
σ (R)

. (3.43)

We next use this estimate to improve the control on the function N . In view of (3.43), we
can bound the scalar product 〈H,V 〉C in (3.31) by

∥

∥〈H,V 〉C
∥

∥

L∞
σ (R)

≤
∥

∥H‖L∞
σ (R)

∥

∥V
∥

∥

L∞(R)
≤ Bσ

(

‖f1‖L∞
σ (R) + ‖f0‖L∞

σ (R)

)
∥

∥F
∥

∥

L∞
σ (R)

,

so that by condition (31),
∥

∥〈H,V 〉C
∥

∥

L∞
σ (R)

≤ Bσ‖F‖L∞
σ (R).

Combining this inequality with (3.37), (3.38) and (3.40), we now conclude that
∥

∥N
∥

∥

L∞
σ (R)

≤ Bσ‖F‖L∞
σ (R),
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so that by (3.36) (with τ now equal to σ),

∥

∥N
∥

∥

L∞
σ (R)

≤ Bσ‖F‖L∞
σ (R).

Using this improved estimate, we next control the third term in the formula for V ′ by

∥

∥(S0 + U)N
∥

∥

L∞
σ (R)

≤
(

1 + ‖U‖L∞(R)

)∥

∥N
∥

∥

L∞
σ (R)

,

so that, again by (3.33) and Lemma 4,

∥

∥(S0 + U)N
∥

∥

L∞
σ (R)

≤ Bσ
∥

∥F
∥

∥

L∞
σ (R)

. (3.44)

Moreover, we also deduce from (3.43) and Lemma 4 that

∥

∥VM
∥

∥

L∞
σ (R)

≤ 1

2

(

∥

∥η0
∥

∥

L∞
σ (R)

+
∥

∥η1
∥

∥

L∞
σ (R)

)

∥

∥V
∥

∥

L∞(R)
≤ Bσ

∥

∥F
∥

∥

L∞
σ (R)

.

Combining with (3.42) and (3.44), we are led to

∥

∥V ′′∥
∥

L∞
σ (R)

≤ Bσ
∥

∥F
∥

∥

L∞
σ (R)

,

and it follows from (3.41) (with τ replaced by σ) that

∥

∥V ′∥
∥

L∞
σ (R)

≤ Bσ
∥

∥F
∥

∥

L∞
σ (R)

.

Since ψ1 − ψ0 = V and N1 −N0 = N , this concludes the proof of Lemma 6.

4 Analysis in the higher Fourier sectors

The analysis is based on the property that the operator T0 defined by

T0(ψ) := −ψ′′ − ψ(1− |ψ0|2) + 2〈ψ0, ψ〉C ψ0,

is a perturbation of the operator L0 under the assumptions of Lemma 7. We indeed compute

T0(ψ) = L0(ψ)− η0 ψ + 2〈ε0, ψ〉C S0 + 2〈S0 + ε0, ψ〉C ε0,

for any function ψ ∈ H2(R), so that

∥

∥T0(ψ) − L0(ψ)
∥

∥

L2(R)
≤
(

∥

∥η0
∥

∥

L∞(R)
+ 2
∥

∥ε0
∥

∥

L∞(R)

(

2 +
∥

∥ε0
∥

∥

L∞(R)

)

)

∥

∥ψ
∥

∥

L2(R)

≤ µ0
(

5 + 2µ0
)∥

∥ψ
∥

∥

L2(R)
,

(4.1)

when the function ψ0 satisfies the uniform conditions in (34). Due to the fact that the operator
L0 has a unique negative eigenvalue −1/2, it follows from (4.1) that the invertibility properties
of the operators Tj = T0 + (πj/d)2 when d is close to dk and µ0 is small enough depend on
the fact that j < k, j = k or j > k. As a consequence, we split the analysis into three steps
corresponding to these three conditions. Gathering these three steps eventually provides the
statements in Lemma 7.
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4.1 Analysis of the operators Tj for j > k

The analysis is based on the following lemma.

Lemma 11. Consider a one-variable matrix-valued function M ∈ L∞(R,M2(R)) and the cor-

responding bilinear form

B(U, V ) :=

∫

Ωd

(

〈∇U,∇V 〉C + 〈M(U), V 〉C
)

,

on H1(Ωd,C).
1 For k ≥ 1, set

Xk :=
{

ψ ∈ L2(Ωd,C) s.t. ψj = 0 for any 0 ≤ j ≤ k
}

,

and assume that

Q(U) := B(U,U) ≥ κ‖U‖2H1

for any U ∈ H1(Ωd,C) ∩Xk and some κ > 0.

Then, given any function F ∈ Xk, there exists a unique function U ∈ H2(Ωd,C) ∩ Xk such

that

−∆U +M(U) = F. (4.2)

Moreover, there exists a number C > 0, depending only on κ and the uniform norm of the

function M , such that
∥

∥U‖H2(Ωd) ≤ C
∥

∥F
∥

∥

L2(Ωd)
. (4.3)

When the function F is additionally in L∞
σ (Ωd,C) for some number σ > 0, the solution U is in

L∞
τ (Ωd,C) for any 0 < τ < min{σ,√κ}, with

∥

∥U‖L∞
τ (Ωd) ≤ C

∥

∥F
∥

∥

L∞
σ (Ωd)

, (4.4)

for a further number C > 0, depending only on d, τ , κ− τ2, σ − τ and the uniform norm of the

function M .

Proof. Observe that H1(Ωd,C) ∩ Xk is naturally endowed with an Hilbert space structure as
a closed subspace of H1(Ωd,C). The bilinear form B is coercive on this subspace and also
continuous by boundedness of the function M . When F is in Xk, we can apply the Lax-Milgram
theorem in order to find a unique function U ∈ H1(Ωd,C) ∩Xk such that

B(U, V ) =

∫

Ωd

〈F, V 〉C, (4.5)

for any V ∈ H1(Ωd,C) ∩Xk. Since the Laplacian operator and the multiplication operator by
the matrix M stabilize the subspace Xk, this identity is sufficient to establish that the function
U is a solution to (4.2). The estimate in (4.3) then follows from standard elliptic theory.

Assume additionally that F is in L∞
σ (Ωd,C). We can introduce an even bounded Lipschitz

function f : R → R and set Ũ(x, y) = ef(x)U(x, y), as well as Ṽ (x, y) = e2f(x)U(x, y). Since
the multiplication operators by the functions ef and e2f also stabilize the subspace Xk, we

1In this formula, the complex number M(U) is naturally defined by the property that

(

Re(M(U))
Im(M(U))

)

= M

(

Re(U)
Im(U)

)

.
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deduce from the bounded Lipschitz nature of the function f that the functions Ũ and Ṽ are in
H1(Ωd,C) ∩Xk. Inserting the function Ṽ in (4.5), we obtain

∫

Ωd

(

∣

∣∇Ũ
∣

∣

2 − (f ′)2
∣

∣Ũ
∣

∣

2
+
〈

M(Ũ ), Ũ
〉

C

)

= B
(

U, Ṽ
)

=

∫

Ωd

〈F̃ , Ũ〉C,

with F̃ (x, y) = ef(x)F (x, y). Invoking the coercivity of the bilinear form B on H1(Ωd,C) ∩Xk,
and the Lipschitz nature of the function f , we are led to

(

κ− ‖f ′‖2L∞(R)

)
∥

∥Ũ
∥

∥

H1(Ωd)
≤
∥

∥F̃
∥

∥

L2(Ωd)
. (4.6)

Now assume that F is in L∞
σ (Ωd,C) and let f(x) = fn(x) = min{τ |x|, n} for 0 < τ < σ and

some integer n. In this case, we have

∥

∥F̃
∥

∥

L2(Ωd)
≤
∥

∥F
∥

∥

L2
τ (Ωd)

≤
√

2d

σ − τ

∥

∥F
∥

∥

L∞
σ (Ωd)

. (4.7)

When τ2 < κ, we infer from (4.6) that

∥

∥Ũ
∥

∥

H1(Ωd)
≤

√
2d

(κ− τ2)
√
σ − τ

∥

∥F
∥

∥

L∞
σ (Ωd)

,

and we can take the limit n → ∞ in order to check that the function U , as well its partial
derivatives ∂xU and ∂yU , are in L2

τ (Ωd), with

∥

∥U
∥

∥

2

L2
τ (Ωd)

+
∥

∥∂xU
∥

∥

2

L2
τ (Ωd)

+
∥

∥∂yU
∥

∥

2

L2
τ (Ωd)

≤ 2d

(κ− τ2)2(σ − τ)

∥

∥F
∥

∥

2

L∞
σ (Ωd)

. (4.8)

Next we deduce from (4.2) and (4.7) that ∆U is also in L2
τ (Ωd), with

∥

∥∆U
∥

∥

L2
τ (Ωd)

≤
(

1 +

√
2d ‖M‖L∞(R)

(κ− τ2)
√
σ − τ

)

∥

∥F
∥

∥

L∞
σ (Ωd)

. (4.9)

The two previous estimates are sufficient to establish that the function Ǔ(x, y) = eτ
√
x2+1U(x, y)

is in H2(Ωd,C), so that by the Sobolev embedding theorem, it is bounded on Ωd. This shows that
the function U is indeed in L∞

τ (Ωd), and the estimate in (4.4) follows from (4.8) and (4.9).

We apply Lemma 11 to the self-adjoint bilinear form B corresponding to the operator T ,
namely

B
(

ψ1, ψ2

)

:=

∫

Ωd

(

〈∇ψ1,∇ψ2〉C −
(

1− |ψ0|2
)

〈ψ1, ψ2〉C + 2〈ψ0, ψ1〉C 〈ψ0, ψ2〉C
)

, (4.10)

for any functions (ψ1, ψ2) ∈ H1(Ωd,C)
2. The matrix-valued function M in this formula is given

by

M =

(

|ψ0|2 + 2Re(ψ0)
2 − 1 2Re(ψ0)Im(ψ0)

2Re(ψ0)Im(ψ0) |ψ0|2 + 2Im(ψ0)
2 − 1

)

.

When the function ψ0 ∈ U(µ0) satisfies the condition in (34), the function M is uniformly
bounded on Ωd and its uniform norm only depends on the number µ0. In particular the self-
adjoint bilinear form B is continuous on H1(Ωd,C) (with a norm depending only on µ0).

Moreover it follows from the Parseval formula that, for any ψ ∈ Xk,
∫

Ωd

|∂yψ|2 ≥
π2(k + 1)2

d2

∫

Ωd

|ψ|2.
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Arguing as for (4.1), we are led to

B(ψ,ψ) ≥ Q0(ψ) +
(π2(k + 1)2

d2
− µ0

(

5 + 2µ0
)

)

∥

∥ψ
∥

∥

2

L2(Ωd)
, (4.11)

where

Q0(ψ) :=

∫

Ωd

(

|∂xψ|2 −
(

1− |S0|2
)

|ψ|2 + 2〈S0, ψ〉2C
)

,

stands for the quadratic form (on H1(Ωd,C)) corresponding to the operator L0. Since this
operator has a unique negative eigenvalue equal to −1/2, we deduce from (4) that

Q0(ψ) ≥ −1

2

∥

∥ψ
∥

∥

2

L2(Ωd)
= −π

2k2

d2k

∥

∥ψ
∥

∥

2

L2(Ωd)
.

Hence we have

B(ψ,ψ) ≥
(π2(k + 1)2

d2
− π2k2

d2k
− µ0

(

5 + 2µ0
)

)

∥

∥ψ
∥

∥

2

L2(Ωd)
.

On the other hand we also deduce from applying (34) to (4.10) that

B(ψ,ψ) ≥
∥

∥∇ψ
∥

∥

2

L2(Ωd)
− (1 + µ0)

∥

∥ψ
∥

∥

2

L2(Ωd)
, (4.12)

so that, for any number 0 < θ < 1,

B(ψ,ψ) ≥ θ
∥

∥∇ψ
∥

∥

2

L2(Ωd)
+
(

(1− θ)
(π2(k + 1)2

d2
− π2k2

d2k
− µ0

(

5 + 2µ0
)

)

− θ
(

1 + µ0
)

)

∥

∥ψ
∥

∥

2

L2(Ωd)
.

At this stage, we notice that

(1− θ)
(π2(k + 1)2

d2
− π2k2

d2k
− µ0

(

5 + 2µ0
)

)

− θ
(

1 + µ0
)

→ (1− θ)
(2k + 1)π2

d2k
− θ,

as d → dk and µ0 → 0. For θ small enough, we obtain that, for d close enough to dk and µ0
small enough,

B(ψ,ψ) ≥ min
{(2k + 1)π2

2d2k
, θ
}

∥

∥ψ
∥

∥

2

H1(Ωd)
.

This coercivity estimate allows us to apply Lemma 11 to conclude that, if the hypothesis of
Lemma 7 are satisfied, then its conclusions hold under the additional assumption that g ∈ Xk.

Note here that, when a function ψ0 ∈ U(µ0) satisfies the condition in (37) for a number
0 < σ <

√
2, we have

‖η0‖L∞(R) ≤ ‖η0‖L∞
σ (R) ≤ ν, and ‖ε0‖L∞(R) ≤ ν. (4.13)

In particular, we can decrease the value of the number ν0 in Lemma 7 so that the function ψ0

satisfies the condition in (34) for any 0 < ν ≤ ν0. Moreover, the dependence on the number
µ0 in the previous computations can be replaced by a dependence on the number ν0 as in the
statement of Lemma 7.
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4.2 Analysis of the operator Tk

For k ≥ 1, we set
Zk :=

{

ψ ∈ L2(Ωd,C) s.t. ψℓ = 0 for any ℓ 6= k
}

,

and we focus on the restriction of the self-adjoint bilinear form B to the space H1(Ωd,C) ∩ Zk.
Recall that this bilinear form is continuous on H1(Ωd,C), with norm depending only on µ0.
Arguing as for (4.11), we obtain

B(φ, φ) ≥ Q0(φ) +
(π2k2

d2
− µ0

(

5 + 2µ0
)

)

∥

∥φ
∥

∥

2

L2(Ωd)
,

for any function φ ∈ H1(Ωd,C) ∩ Zk. When φ is also in Hk, the quadratic form Q0(φ) is
non-negative, so that

B(φ, φ) ≥
(π2k2

d2
− µ0

(

5 + 2µ0
)

)

∥

∥φ
∥

∥

2

L2(Ωd)
.

Using (4.12), we obtain

B(φ, φ) ≥ 1

4

∥

∥∇φ
∥

∥

2

L2(Ωd)
+

1

4

(3π2k2

d2
− 1− 16µ0 − 6µ20

)

∥

∥φ
∥

∥

2

L2(Ωd)
≥ 1

16

∥

∥φ
∥

∥

2

H1(Ωd)
, (4.14)

for d close enough to dk and µ0 small enough. Given a function g ∈ L2(Ωd,C) ∩ Zk, we can
therefore invoke the Lax-Milgram theorem in order to find a unique function ψ ∈ H1(Ωd,C) ∩
Zk ∩Hk such that

B(ψ, φ) =
∫

Ωd

〈g, φ〉C, ∀φ ∈ H1(Ωd,C) ∩ Zk ∩Hk. (4.15)

This identity can be rephrased as the fact that there exists a unique function ψ ∈ H1(Ωd,C) ∩
Zk ∩Hk such that

−∆ψ −
(

1− |ψ0|2
)

ψ + 2〈ψ0, ψ〉C ψ0 − g =
χk

‖χk‖2L2(Ωd)

(

B(ψ,χk)−
∫

Ωd

〈g, χk〉C
)

. (4.16)

By standard elliptic regularity theory, we check that the function ψ is actually in H2(Ωd,C), and
the previous equation can be expressed as

πk
(

T (ψ)− g
)

= 0.

It then follows from (4.14), (4.15), (4.16) and standard elliptic regularity theory that
∥

∥ψ
∥

∥

H2(Ωd)
≤ C

∥

∥g
∥

∥

L2(Ωd)
, (4.17)

for some number C depending only on µ0.

When the function g is additionally in L∞
σ (Ωd), we argue as in the proof of Lemma 11

in order to control the function ψ in L∞
τ (Ωd) for any 0 < τ < σ. We introduce an even

bounded Lipschitz function f : R → R, and consider the functions ψ̃(x, y) := ef(x)ψ(x, y) and
ξ(x, y) := e2f(x)ψ(x, y), which both remain in H1(Ωd,C) ∩ Zk. We also introduce the numbers

λk :=
〈ψ̃, χk〉L2(Ωd)

‖χk‖2L2(Ωd)

, and µk :=
〈ξ, χk〉L2(Ωd)

‖χk‖2L2(Ωd)

,

so that πk(ψ̃) = ψ̃ − λkχk and πk(ξ) = ξ − µkχk. Inserting the function πk(ξ) = ξ − µkχk
into (4.15), we obtain

B(ψ, ξ) = µkB(ψ,χk) +
∫

Ωd

〈g, ξ〉C − µk

∫

Ωd

〈g, χk〉C.
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We next check that

B(ψ, ξ) = B
(

ψ̃, ψ̃
)

−
∫

Ωd

(

f ′
)2∣
∣ψ̃
∣

∣

2
,

so that

B
(

ψ̃, ψ̃
)

= µkB(ψ,χk) +
∫

Ωd

(

f ′
)2∣
∣ψ̃
∣

∣

2
+

∫

Ωd

〈

efg, ψ̃
〉

C
− µk

∫

Ωd

〈g, χk〉C.

Since
1

16

∥

∥πk(ψ̃)
∥

∥

2

H1(Ωd)
≤ B

(

πk(ψ̃), πk(ψ̃)
)

= B
(

ψ̃, ψ̃
)

− 2λkB
(

ψ̃, χk
)

+ λ2kB
(

χk, χk
)

,

by (4.14), we obtain

1

16

∥

∥ψ̃
∥

∥

2

H1(Ωd)
≤ 1

16

(

∥

∥πk(ψ̃)
∥

∥

2

H1(Ωd)
+ 2λk

〈

ψ̃, χk
〉

H1(Ωd)
− λ2k

∥

∥χk
∥

∥

2

H1(Ωd)

)

≤µkB(ψ,χk) +
∫

Ωd

(

f ′
)2∣
∣ψ̃
∣

∣

2
+

∫

Ωd

〈

efg, ψ̃
〉

C
− µk

∫

Ωd

〈g, χk〉C

− 2λkB
(

ψ̃, χk
)

+ λ2kB
(

χk, χk
)

+
λk
8

〈

ψ̃, χk
〉

H1(Ωd)
− λ2k

16

∥

∥χk
∥

∥

2

H1(Ωd)
.

At this stage we first check that

∣

∣λk
∣

∣ ≤
‖ψ‖L2(Ωd) ‖efχk‖L2(Ωd)

‖χk‖2L2(Ωd)

, and
∣

∣µk
∣

∣ ≤
‖ψ‖L2(Ωd) ‖e2fχk‖L2(Ωd)

‖χk‖2L2(Ωd)

.

From (34) and (4.10) we also have, for any φ1, φ2 ∈ H1(Ωd,C),
∣

∣B(φ1, φ2)
∣

∣ ≤
(

3 + 5µ0 + 2µ20
) ∥

∥φ1
∥

∥

H1(Ωd)

∥

∥φ2
∥

∥

H1(Ωd)
,

Combining these estimates with (4.17), and using the Young inequality 2ab ≤ a2 + b2, we can
find a number C, depending only and (continuously) on k and µ0, such that
( 1

32
−
∥

∥f ′
∥

∥

2

L∞(R)

)

∥

∥ψ̃
∥

∥

2

H1(Ωd)
≤ C

(

∥

∥efg
∥

∥

2

L2(Ωd)
+
∥

∥g
∥

∥

2

L2(Ωd)

(

∥

∥efχk
∥

∥

2

L2(Ωd)
+
∥

∥e2fχk
∥

∥

L2(Ωd)

)

)

.

Assuming that 0 < σ0 < 1/(2
√
2), and letting f(x) = fn(x) = min{τ |x|, n} for 0 < τ < σ and

some integer n, we observe that
∥

∥efχk
∥

∥

2

L2(Ωd)
+
∥

∥e2fχk
∥

∥

L2(Ωd)
≤ C,

for a further number C depending only on k and σ0. Arguing as for (4.7), we are led to
( 1

32
− τ2

)

∥

∥ψ̃
∥

∥

2

H1(Ωd)
≤ C

∥

∥efg
∥

∥

2

L2(Ωd)
≤ 2Cd

σ − τ

∥

∥g
∥

∥

2

L∞
σ (Ωd)

.

Decreasing if necessary the value of σ0 so that σ20 < 1/32, we conclude that
∥

∥ψ̃
∥

∥

H1(Ωd)
≤ C

∥

∥g
∥

∥

L∞
σ (Ωd)

,

the number C now depending also on δ1, σ and τ . Taking the limit n→ ∞, we deduce that
∥

∥ψ
∥

∥

L2
τ (Ωd)

+
∥

∥∇ψ
∥

∥

L2
τ (Ωd)

≤ C
∥

∥g
∥

∥

L∞
σ (Ωd)

.

Since ψ is in Zk, we finally invoke the one-variable Sobolev embedding theorem in order to
conclude that

∥

∥ψ
∥

∥

L∞
τ (Ωd)

≤ C
∥

∥g
∥

∥

L∞
σ (Ωd)

. (4.18)

Note that we can argue as in (4.13) in order to replace the dependence on µ0 in the constant C
by a dependence on ν0.

The estimates (4.17) and (4.18) show that the conclusion of Lemma 7 hold under the additional
assumption that g ∈ Zk.
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4.3 Analysis of the operators Tj for j < k

When j < k, the analysis is a little more involved due to the fact that the operator Tj has a
negative eigenvalue. Fix a number 1 ≤ j < k, and consider a function gj ∈ L2(R,C). In order to
solve the equation Tj(ψj) = gj, we decompose the function gj as gj = iβχ0+π0(gj), with β ∈ R.
Here the notation π0 refers to the orthogonal projection on H0, which is given by

π0(f) := f −
〈f, iχ0〉L2(R)

‖χ0‖2L2(R)

iχ0, ∀f ∈ L2(R,C).

Similarly, we look for a solution ψj of the form ψj = iλχ0 + z, with z = π0(ψj) and λ ∈ R.
By definition of the operator Tj, and since L0(iχ0) = −iχ0/2, the equation Tj(ψj) = gj is then
equivalent to the system







λ
(

π2j2

d2
− 1

2 + α0

)

= β − 1
‖χ0‖2

L2(R)

〈T0(z) − L0(z), iχ0〉L2(R),

π0

(

T0(z) +
π2j2

d2
z − gj + λ

(

T0(iχ0)− L0(iχ0)
)

)

= 0.
(4.19)

In this system, we have set T0(iχ0) − L0(iχ0) = iα0χ0 + π0(T0(iχ0) − L0(iχ0)), with α0 ∈ R.
Going back to (4.1), we observe that

∣

∣α0

∣

∣ =

∣

∣

∣

∣

〈T0(iχ0)− L0(iχ0), iχ0〉L2(R)

‖χ0‖2L2(R)

∣

∣

∣

∣

≤ µ0
(

5 + 2µ0
)

.

Since 1/2 = π2k2/d2k, we can choose d− dk and µ0 small enough such that

1

2
− π2j2

d2
− α0 ≥

(2k − 1)π2

2d2k
≥ 1

4k
> 0. (4.20)

In this case, the unique solution of the first equation in (4.19) is given by

λ =
1

π2j2

d2
− 1

2 + α0

(

β −
〈T0(z) − L0(z), iχ0〉L2(R)

‖χ0‖2L2(R)

)

, (4.21)

and we can insert this expression into the second equation in (4.19) in order to obtain

π0

(

T0(z) +
π2j2

d2
z −

〈T0(z)− L0(z), iχ0〉L2(R)

‖χ0‖2L2(R)

(π2j2

d2
− 1

2 + α0

)

(

T0(iχ0)− L0(iχ0)
)

)

= π0

(

gj−
β

π2j2

d2
− 1

2 + α0

(

T0(iχ0)− L0(iχ0)
)

)

.

(4.22)

In order to invert this last equation, we now introduce the self-adjoint bilinear form

B̃j
(

z1, z2
)

:=

∫

R

(

〈z′1, z′2〉C +
(π2j2

d2
− 1 + |ψ0|2

)

〈z1, z2〉C + 2〈ψ0, z1〉C 〈ψ0, z2〉C
)

− 1

‖χ0‖2L2(R)

(2π2j2

d2
− 1 + 2α0

)

(

〈T0(z1)− L0(z1), iχ0〉L2(R) 〈T0(iχ0)− L0(iχ0), z2〉L2(R)

+ 〈T0(z2)− L0(z2), iχ0〉L2(R) 〈T0(iχ0)− L0(iχ0), z1〉L2(R)

)

,

for any functions (z1, z2) ∈ (H1(R) ∩ H0)
2. This bilinear form is continuous on the subspace

H1(R) ∩H0. Since
∣

∣

∣

∣

〈T0(z)− L0(z), iχ0〉L2(R) 〈T0(iχ0)− L0(iχ0), z〉L2(R)

‖χ0‖2L2(R)

(π2j2

d2 − 1
2 + α0

)

∣

∣

∣

∣

≤ 4kµ20(5 + 2µ0)
2
∥

∥z
∥

∥

2

L2(R)
, (4.23)
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by (4.1) and (4.20), it also satisfies

B̃j
(

z, z
)

≥
(π2j2

d2
− µ0

(

5 + 2µ0
)(

1 + 4kµ0(5 + 2µ0)
)

)

∥

∥z
∥

∥

2

L2(R)
≥ π2

2d2k

∥

∥z
∥

∥

2

L2(R)
,

when z ∈ H1(R)∩H0, and for d−dk and µ0 small enough. Moreover it follows from the definition
of B̃j, (34) and (4.23) that

B̃j
(

z, z
)

≥
∥

∥z′
∥

∥

2

L2(R)
+
(π2

d2
−1−µ0−4kµ20(5+2µ0)

2
)

∥

∥z
∥

∥

2

L2(R)
≥
∥

∥z′
∥

∥

2

L2(R)
+
( π2

2d2k
−1
)

∥

∥z
∥

∥

2

L2(R)
,

again for d− dk and µ0 small enough. We conclude that

B̃j
(

z, z
)

≥ π2

4d2k

∥

∥z
∥

∥

2

H1(R)
, (4.24)

and we can derive from the Lax-Milgram theorem the existence of a unique solution zj ∈ H1(R)∩
H0 to (4.22). Then we can go back to (4.21) in order to construct a unique solution ψj :=
iλjχ0 + zj ∈ H1(R) to the equation Tj(ψj) = gj .

Moreover, it follows from (4.1), (4.20) and (4.24) that the function z satisfies

∥

∥zj
∥

∥

H1(R)
≤ 4d2k

π2

(

∥

∥gj
∥

∥

L2(R)
+ 4kµ0(5 + 2µ0)

∥

∥βχ0

∥

∥

L2(R)

)

. (4.25)

Similarly we can estimate (4.21) so as to obtain

|λj | ≤ 4k
(

|β|+ µ0(5 + 2µ0)

‖χ0‖L2(R)

∥

∥zj
∥

∥

L2(R)

)

. (4.26)

Using the definition of the number β, we conclude that there exists a number C > 0, depending
only on k and µ0, such that

∥

∥ψj
∥

∥

H1(R)
≤ C

∥

∥gj
∥

∥

L2(R)
. (4.27)

The fact that the function ψj is actually in H2(R) follows from applying standard elliptic theory
to the equation Tj(ψj) = gj , as well as the fact that we can replace the H1-norm by the H2-norm
in the previous inequality.

When the function gj is additionally in L∞
σ (R), we argue as before to control the function ψj

in L∞
τ (R) for any 0 < τ < σ. We introduce an even bounded Lipschitz function f : R → R and

consider the functions z̃j := efzj , as well as ζj := e2fzj . We also set

µj :=
〈z̃j , iχ0〉L2(R)

‖χ0‖2L2(R)

, and νj :=
〈ζj , iχ0〉L2(R)

‖χ0‖2L2(R)

,

so that π0(z̃j) = z̃j − iµjχ0 and π0(ζj) = ζj − iνjχ0. Observe in particular that
∣

∣µj
∣

∣ ≤ C
∥

∥gj
∥

∥

L2(R)

∥

∥efχ0‖L2(R), and
∣

∣νj
∣

∣ ≤ C
∥

∥gj
∥

∥

L2(R)

∥

∥e2fχ0‖L2(R),

for some number C, depending only on k and µ0. Recalling that

B̃j(zj , z) =
∫

R

〈gj , z〉C, ∀z ∈ H1(R) ∩H0,

and choosing z = π0(ζj) in this identity, we can write

B̃j
(

zj , ζj
)

= νjB̃j
(

zj , iχ0

)

+

∫

R

〈gj , ζj〉C − νj

∫

R

〈gj , iχ0〉C.
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Since

B̃j
(

π0(z̃j), π0(z̃j)
)

=B̃j
(

z̃j , z̃j
)

− 2µjB̃j
(

z̃j , iχ0

)

+ µ2j B̃j
(

iχ0, iχ0

)

=B̃j
(

zj , ζj
)

+

∫

R

(

f ′
)2∣
∣z̃j
∣

∣− 2µjB̃j
(

z̃j, iχ0

)

+ µ2j B̃j
(

iχ0, iχ0

)

,

we can invoke (4.24) in order to obtain

π2

4d2k

∥

∥z̃j
∥

∥

2

H1(R)
≤π

2 µj
2d2k

〈

z̃j , iχ0

〉

H1(R)
−
π2 µ2j
4d2k

∥

∥χ0

∥

∥

2

H1(R)
+ νjB̃j

(

zj , iχ0

)

+

∫

R

〈efgj , z̃j〉C

− νj

∫

R

〈gj , iχ0〉C +

∫

R

(

f ′
)2∣
∣z̃j
∣

∣− 2µjB̃j
(

z̃j , iχ0

)

+ µ2j B̃j
(

iχ0, iχ0

)

.

Combining (34), (4.1), and (4.20), we check that

∣

∣

∣
B̃j
(

z, ζ
)

∣

∣

∣
≤
(π2k2

d2
+ 4 + 5µ0 + 2µ20 + 4kµ20(5 + 2µ0)

2
)

∥

∥z
∥

∥

H1(R)

∥

∥ζ
∥

∥

H1(R)
.

Arguing as in the case j = k, we conclude that we can find a number C > 0, depending only on
k, µ0 and δ1, such that

( π2

4d2k
−
∥

∥f ′
∥

∥

2

L∞(R)

)

∥

∥z̃j
∥

∥

2

H1(R)
≤ C

(

∥

∥efgj
∥

∥

2

L2(R)
+
∥

∥gj
∥

∥

2

L2(R)

(

∥

∥efχ0

∥

∥

2

L2(R)
+
∥

∥e2fχ0

∥

∥

L2(R)

)

)

.

When σ0 < min{1/(2
√
2), π/(2dk)} and 0 < τ < σ, we derive as for (4.17) from this estimate

that
∥

∥zj
∥

∥

L∞
τ (R)

≤ C
∥

∥gj
∥

∥

L∞
σ (R)

,

for a number C, depending also on δ1, σ and τ .

Recall here that, by (4.25) and (4.26), we have

∥

∥iλjχ0

∥

∥

L∞
τ (R)

≤
∣

∣λj
∣

∣

∥

∥χ0

∥

∥

L∞
τ (R)

≤ C‖gj‖L2(R),

for a further number C > 0, depending on k, µ0 and τ . In particular we can conclude that

∥

∥ψj
∥

∥

L∞
τ (R)

≤ C
∥

∥gj
∥

∥

L∞
σ (R)

. (4.28)

The number C in this inequality depends as before on k, δ1, ν0, σ0, σ and τ (using (4.13) for
replacing the dependence on µ0 by a dependence on ν0).

Estimates (4.27) and (4.28) show that the conclusions of Lemma 7 hold under the additional
assumption that g ∈ Zj , i.e. that g(x, y) = gj(x) cos(πjy/d), for some j < k.

4.4 End of the proof of Lemma 7

Assume the hypothesis of Lemma 7 are satisfied. To solve the equation πk(T (w) − g) = 0, we
project it on the Fourier sectors j > k, j = k and j < k. The previous analysis shows that in
each of these three sectors the equation can be solved and that the solutions satisfy the estimates
in (36) and (38). Adding these three solutions gives the desired solution, which will satisfy the
required estimates.
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5 Fixed point argument

5.1 Proof of Lemma 8

Note first that the maps f0(ψ0, w) and g(ψ0, w) are in L∞(R), respectively in L∞(Ωd), when the
functions ψ0 and w belong to L∞(R), respectively in L∞(Ωd). Let us next write

f0
(

ψ̃0, w̃
)

− f0
(

ψ0, w
)

=
1

d

∫ d

0

(

2 〈ψ̃0, w̃〉C (w̃ − w) + 2w 〈ψ̃0 − ψ0, w〉C + 2w 〈ψ̃0, w̃ − w〉C

+ |w|2(ψ̃0 − ψ0) + |w|2(w̃ − w) + (ψ̃0 + w̃)(|w̃|2 − |w|2)
)

dy.

When we take the L∞
2σ-norm of this expression, the terms in ψ̃0 − ψ0 are less than

3
∥

∥ψ0 − ψ̃0

∥

∥

L∞(R)

∥

∥w2e2σ|·|
∥

∥

L∞(Ωd)
≤ 3
∥

∥ψ0 − ψ̃0

∥

∥

L∞(R)

∥

∥w
∥

∥

2

L∞
σ (Ωd)

,

and the terms in w̃ − w are less than
∥

∥(w̃ − w)eσ|·|
∥

∥

L∞(Ωd)

(

2
∥

∥ψ̃0

∥

∥

L∞(R)

∥

∥w̃eσ|·|
∥

∥

L∞(Ωd)
+ 2
∥

∥ψ̃0

∥

∥

L∞(R)

∥

∥weσ|·|
∥

∥

L∞(Ωd)

+
∥

∥w2eσ|·|
∥

∥

L∞(Ωd)
+
(
∥

∥ψ̃0

∥

∥

L∞(R)
+
∥

∥w̃
∥

∥

L∞(Ωd))

)(
∥

∥weσ|·|
∥

∥

L∞(Ωd)
+
∥

∥w̃eσ|·|
∥

∥

L∞(Ωd)

))

.

Since ‖w̃
∥

∥

L∞(Ωd)
≤ ‖w̃

∥

∥

L∞
σ (Ωd)

, the previous inequality guarantees that the function f0(ψ̃0, w̃)−
f0(ψ0, w) is in L∞

2σ(R) and satisfies the estimate in (40). The same holds for the function
g(ψ̃0, w̃)− g(ψ0, w) given the definition of g.

5.2 Proof of Proposition 9

Recall first that the set Y∞
σ (R) is defined as the intersection of the set X0(R) with the vector

space W 1,∞
0,σ (R). Due to the uniform exponential decay of their derivative, any function ψ in

Y∞
σ (R) has limits at ±∞, and since ψ is moreover in X0(R), these limits are of modulus one,

that is of the form eiθ for some number θ ∈ R. We now rely on this property in order to handle
the proof of Proposition 9.

Given any number θ ∈ (−π/4, π/4), we denote by Sθ : R → C a smooth map belonging to
X0(R), depending smoothly on θ, and such that

Sθ(x) = ei θ sign(x) S0(x),

for any |x| > 1. Note in particular that we can assume that the map θ 7→ 1 − |Sθ|2 is smooth
from (−π/4, π/4) to L2(R). We then consider the maps

(θ, ε) 7→ A(θ, ε) = Sθ + ε,

ψ 7→ B1(ψ) = ψ′′ + ψ(1− |ψ|2), (ψ,w) 7→ B2(ψ,w) = πk
(

T (ψ,w)
)

,

and
(ψ,w) 7→ C(ψ,w) =

(

f0(ψ,w), πk
(

g(ψ,w)
)

)

.

Assuming that 0 < σ ≤ σ0/2 <
√
2/2, we check from the previous definitions that the map

B1 ◦ A is smooth from (−π/4, π/4) × (L∞
σ (R) ∩W2,∞

0,σ (R)) to L∞
σ (R), while the map B2 ◦ A is

smooth from (−π/4, π/4) × (L∞
σ (R) ∩W2,∞

0,σ (R)) × (W2,∞
σ (Ωd) ∩Hk) to L∞

σ (Ωd) ∩Hk. Here as
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in the sequel, the composition with the map A only acts on the variable ψ. Note that in order
to prove the previous claims, we use the property that any function w ∈W 2,∞

0,σ (Ωd) is actually in
L∞
σ (Ωd) due to the Poincaré-Wirtinger inequality with exponentially weights in the x variable.

From Lemma 8, we similarly check that the map C = C ◦ A is smooth from (−π/4, π/4) ×
L∞
σ (R)×L∞

σ (Ωd) to L∞
2σ(R)×(L∞

2σ(Ωd)∩Hk). Moreover, still from Lemma 8, by restricting C to a
small enough neighbourhood of the origin, we can make its Lipschitz norm in this neighbourhood
as small as we wish.

Now, we infer from Lemmas 4 and 5 that B1 has an inverse from a neighbourhood of 0 in
L∞
σ (R) to a neighbourhood of S0 in Y∞

σ (R). When |d − dk| < δ1 and 0 < σ ≤ σ0/2, it follows
from Lemma 7 that if ψ is close enough to S0 in Y∞

σ (R), then B2(ψ, ·) has an inverse from a
neighbourhood of 0 in L∞

2σ(Ωd) ∩ Hk to a neighbourhood of 0 in L∞
σ (Ωd) ∩ Hk. Moreover, by

Lemmas 6 and 7, both inverses are Lipschitz. Therefore, admitting for a moment that the map
A has a Lipschitz inverse from a neighbourhood of S0 in Y∞

σ (R) to a neighbourhood of (0, 0) in
(−π/4, π/4) ×L∞

σ (R), we deduce that the map

B(θ, ε, w) =
(

B1(Sθ + ε), B2(Sθ + ε, w)
)

,

has a Lipschitz inverse from a neighbourhood of 0 in L∞
σ (R)×(L∞

2σ(Ωd)∩Hk) to a neighbourhood
of (0, 0, 0) in (−π/4, π/4) × L∞

σ (R)× (L∞
σ (Ωd) ∩Hk). Moreover, since ψ = Sθ + ε satisfies (21)

and w satisfies (35), this inverse is in fact Lipschitz with values into (−π/4, π/4) × (L∞
σ (R) ∩

W 2,∞
σ (R))×W 2,∞

0,σ (Ωd).

We may then conclude that B, since it is smooth and has a Lipschitz inverse, has a smooth
inverse defined on a neighbourhood of the origin in L∞

σ (R)× (L∞
2σ(Ωd)∩Hk) to a neighbourhood

of (0, 0, 0) in (−π/4, π/4)×(L∞
σ (R)∩W2,∞

σ (R))×(W2,∞
0,σ (Ωd)∩Hk), and then to a neighbourhood

of (−π/4, π/4) ×L∞
σ (R)× (L∞

σ (Ωd) ∩Hk) after embedding the spaces W 2,∞
0,σ (Ωd) into L∞

σ (Ωd).

To justify that A has a Lipschitz inverse from a neighbourhood of S0 in Y∞
σ (R) to a neigh-

bourhood of (0, 0) in (−π/4, π/4) × L∞
σ (R), we note that, if (ψ1, ψ2) ∈ Y∞

σ (R)2 then, since
ψ1(0) = ψ2(0) = 0, their limits as x→ +∞ are

eiθ1 =

∫ +∞

0
ψ′
1(x) dx, and eiθ2 =

∫ +∞

0
ψ′
2(x) dx,

so that
∣

∣θ1 − θ2
∣

∣ ≤ C

σ

∥

∥ψ′
1 − ψ′

2

∥

∥

L∞
σ
,

by bounding |ψ′
1(x)−ψ′

2(x)| by e−σ|x| ‖ψ′
1−ψ′

2‖L∞
σ

. As a consequence, we can bound from above
‖ε1 − ε2‖L∞

σ
, where we have set εi = ψi − Sθi .

It remains to apply the Picard fixed point theorem with parameter. For any small enough
λ ∈ R, we define

Ξλ
(

θ, ε, w
)

:= B−1 ◦ C
(

θ, ε, w + λχk
)

. (5.1)

This map is well-defined and smooth from a neighbourhood of the origin in (−π/4, π/4)×L∞
σ (R)×

(L∞
σ (Ωd) ∩Hk) to itself. We have used here the fact that, speaking loosely, C maps L∞

σ to L∞
2σ.

Moreover, by restricting the neighbourhood if necessary we may make the Lipschitz constant of
Ξλ as small as we wish, so that it has a unique fixed point (θλ, ελ,Wλ) for any small enough
value of λ. Moreover, since Ξλ depends also smoothly on λ, this fixed point is a smooth function
of λ with values into (−π/4, π/4) × (L∞

σ (R) ∩W2,∞
σ (R))× (W2,∞

0,σ (Ωd) ∩Hk).

The functions Ψλ
0 = Sθλ + ελ and Wλ are then the unique solutions to (41) and (42) in a

small neighbourhood of (S0, 0) in Y∞
σ (R)× (L∞

σ (Ωd)∩Hk), and they depend smoothly on λ with
values into W 2,∞

0,σ (R)×W 2,∞
0,σ (Ωd). Note also that, due to the facts that the map θ 7→ 1 − |Sθ|2
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is smooth from (−π/4, π/4) to L2(R), and the functions λ 7→ θλ and λ 7→ ελ are smooth with
values into (−π/4, π/4), respectively L∞

σ (R), the function λ 7→ 1 − |Ψλ
0 |2 is smooth with values

into L2(R). This concludes the proof of Proposition 9.

6 Differentiability properties

In this section, we rely on the smoothness of the maps λ 7→ (Ψλ
0 ,W

λ) and λ 7→ 1 − |Ψλ
0 |2 to

describe the derivatives of the function J as in Lemma 10, and also to expand the energy E(Ψk,d)
as in (6).

6.1 Proof of Lemma 10

The smoothness of the function J follows from the smoothness of the maps (d, λ) 7→ (ψλ0 ,W
λ).

Going back to the proof of Proposition 9, we observe that the map Ξλ in (5.1) also depends
on the width d through the fact that the functions w and χk are defined on the strip Ωd.
Rescaling distances by d, that is applying the change of variables z = dk y/d, we can impose
these functions to be defined on a unique domain Ωdk . Since this change of variables is smooth,
we check that the map Ξλ depends smoothly on the pair (d, λ). Applying the Picard fixed point
theorem with parameter as in the proof of Proposition 9 then guarantees that we can find two
numbers 0 < δ2 ≤ δ1 and 0 < ρ2 ≤ ρ1 such that the map (d, λ) 7→ (ψλ0 , W̃λ) is smooth from
(dk − δ2, dk + δ2)× (−ρ2, ρ2) to W 2,∞

0,σ (R)×W 2,∞
0,σ (Ωdk). Here as in the sequel, we have used the

tilde symbol to highlight the fact that the function W̃ λ now depends on (x, z) ∈ R × Ωdk . It
is then enough to apply the smooth reverse change of variables y = d z/dk to deduce from the
definition of the function J that it is smooth on (dk − δ2, dk + δ2)× (−ρ2, ρ2).

The fact that the function J is odd in its second variable λ relies on the property that the
conjugate function ψ of a solution to (GP) remains a solution to (GP). Due to the property

that the function χk takes purely imaginary values, the conjugated pair (ψλ0 ,W
λ) is a solution

to (41) and (42) for λ replaced by −λ. Using the uniqueness of the solutions of these equations
provided by Proposition 9, we deduce that

ψ
(−λ)
0 = ψλ0 , and W (−λ) =W λ,

for any −ρ1 < λ < ρ1. Introducing this identity into the definition of the function J , invoking
the definition of the function g, and again the fact that the function χk takes purely imaginary
values, we obtain that J is indeed odd in the variable λ.

We next compute the values of the functions J and its first order derivatives for (d, λ) = (dk, 0).
We first observe that for λ = 0, the pair (S0, 0) is a solution to (41) and (42). Hence by uniqueness
it is equal to the pair (Ψ0

0,W
0) for any dk − δ2 < d < dk + δ2. This is sufficient to check that

J(d, 0) = 0,

so that
∂ℓdJ(dk, 0) = 0,

for any ℓ ≥ 1.

When λ 6= 0, we call Zλk :=W λ + λχk, and we recall that

J(d, λ) :=
〈

−∆Zλk − Zλk
(

1− |Ψλ
0 |2
)

+ 2 〈Ψλ
0 , Z

λ
k 〉C Ψλ

0 − g
(

Ψλ
0 , Z

λ
k

)

, χk
〉

L2(Ωd)
,
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where g is defined by (39). Since the map λ 7→ (ψλ0 ,W
λ) is smooth with values into W 2,∞

0,σ (R)×
W 2,∞

0,σ (Ωdk) by Proposition 9, we are allowed to compute the derivative with respect to λ

∂λJ(d, λ) :=
〈

−∆
(

∂λZ
λ
k

)

− ∂λZ
λ
k

(

1− |Ψλ
0 |2
)

+ 2 〈Ψλ
0 , ∂λZ

λ
k 〉CΨλ

0

+ 2 〈∂λΨλ
0 , Z

λ
k 〉CΨλ

0 + 2 〈Ψλ
0 , Z

λ
k 〉C ∂λΨλ

0 + 2 〈∂λΨλ
0 ,Ψ

λ
0〉C Zλk

−D1g
(

Ψλ
0 , Z

λ
k )(∂λΨ

λ
0)−D2g

(

Ψλ
0 , Z

λ
k

)

(∂λZ
λ
k ), χk

〉

L2(Ωd)
.

(6.1)

When we want to evaluate this quantity at (dk, 0), we use the previous computed special values

Ψ∗
0 := Ψλ

0 |(dk ,0) = S0, and Z∗
k := Zλk |(dk,0) = (W λ + λχk)|(dk ,0) = 0.

Given the expression of the function g, we check that D1g(S0, 0) = D2g(S0, 0) = 0. Calling L0

the linearized operator at S0 given by

L0(ψ) := −∆ψ − ψ(1− S2
0) + 2〈S0, ψ〉C S0,

this implies that
∂λJ(dk, 0) =

〈

L0

(

∂λZ
λ
k |(dk ,0)

)

, χk
〉

L2(Ωd)
.

This quantity is equal to zero because χk is in the kernel of L0. Since J(d, λ) is odd in the
variable λ, we point out that the second derivative ∂λ,λJ(dk, 0) is also equal to zero.

The next step is to compute the derivative ∂2d,λJ(dk, 0) so we have to differentiate (6.1)
with respect to d. For this purpose, we use the change of variables y = dz/dk in order to drop
the dependence on d of the domain Ωd. We write down explicitly this dependence through the
identity W̃ λ(x, z) = W λ(x, dz/dk), where the function W̃ λ is now defined in Ωdk . We similarly
set

χ̃k(x, z) := iχ0(x) cos
(kπz

dk

)

,

so that the function χ̃k no longer contains dependence on the parameter d. Calling Z̃λk =
W̃ λ + λχ̃k, we obtain

∂λJ(d, λ) :=
d

dk

〈

− ∂x,x
(

∂λW̃
λ + χ̃k

)

− d2k
d2
∂z,z
(

∂λW̃
λ + χ̃k

)

− ∂λZ̃
λ
k

(

1− |Ψλ
0 |2
)

+ 2 〈Ψλ
0 , ∂λZ̃

λ
k 〉C Ψλ

0 + 2 〈∂λΨλ
0 , Z̃

λ
k 〉CΨλ

0 + 2 〈Ψλ
0 , Z̃

λ
k 〉C ∂λΨλ

0

+ 2 〈∂λΨλ
0 ,Ψ

λ
0〉C Z̃λk −D1g

(

Ψλ
0 , Z̃

λ
k

)

(∂λΨ
λ
0)

−D2g
(

Ψλ
0 , Z̃

λ
k

)

(∂λZ̃
λ
k ), χ̃k

〉

L2(Ωdk
)
.

(6.2)

Before differentiating further with respect to d, we are going to prove that at (dk, 0), the first
order derivatives of the smooth function (λ, d) 7→ (ψλ0 ,W

λ) are given by

∂λΨ
∗
0 := ∂λΨ

λ
0 |(dk,0) = 0, ∂dΨ

∗
0 := ∂dΨ

λ
0 |(dk,0) = 0, (6.3)

∂λW̃
∗ := ∂λW̃

λ
|(dk,0) = 0, ∂dW̃

∗ := ∂dW̃
λ
|(dk,0) = 0. (6.4)

For this purpose, we need to write the equations satisfied by these functions. Let us differenti-
ate (41) with respect to λ and evaluate it at (dk, 0), then we find

−
(

∂λΨ
∗
0

)′′ − ∂λΨ
∗
0

(

1− |S0|2
)

+ 2 〈S0, ∂λΨ∗
0〉C S0 = 0.

Since Ψ∗
0 does not depend on the variable z, this means that L0(∂λΨ

∗
0) = 0, so that there are

real numbers α and β such that
∂λΨ

∗
0 = αS′

0 + iβS0.
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Since the real part of Ψλ
0 is odd and its imaginary part is even, it is the same with ∂λΨ

λ
0 . Since

S0 is odd and S′
0 is even, then α = β = 0 and ∂λΨ

∗
0 = 0. The same reasoning, differentiating

with respect to d, leads to ∂dΨ∗
0 = 0, so that (6.3) does hold.

For the function W̃ λ, we go back to (42), implement the change of variables y = dz/dk,
and differentiate the resulting equation with respect to d or λ. Since the rescaled orthogonal
projection π̃k given by (33) for d = dk is independent of d or λ, we can compute the derivative
with respect to λ at (dk, 0) and find

π̃k

(

−∆
(

∂λW̃
∗ + χ̃k

)

−
(

∂λW̃
∗ + χ̃k

)(

1− |S0|2
)

+ 2 〈S0, ∂λW̃ ∗ + χ̃k〉C S0
)

= 0.

Since L0(χ̃k) = 0, and the operators L0 and π̃k commute, we deduce that the function π̃k(∂λW̃ ∗)
is in the kernel of L0. Moreover, the image of the projection π̃k is included in the orthogonal of
the kernel, so this implies

π̃k
(

∂λW̃
∗) = 0.

Since π̃k(W̃ λ) = W̃ λ, we have π̃k(∂λW̃ ∗) = ∂λW̃
∗ and therefore ∂λW̃ ∗ = 0. The same reasoning

holds when differentiating with respect to d to get (6.4).

Differentiating (6.2) with respect to d, and using the fact that Ψ̃∗
0 = S0 and W̃ ∗ = 0, we next

find at (dk, 0),

∂d,λJ(dk, 0) =
1

dk
∂λJ(dk, 0) +

2

dk

〈

∂z,z(∂λW̃
∗ + χ̃k), χ̃k

〉

L2(Ωdk
)
+
〈

L0(∂d,λW̃
∗), χ̃k

〉

L2(Ωdk
)

+ 2
〈

〈S0, ∂dΨ∗
0〉C (∂λW̃

∗ + χ̃k) + 〈∂dΨ∗
0, ∂λW̃

∗ + χ̃k〉C S0 + 〈S0, ∂dW̃ ∗〉C ∂λΨ∗
0

+ 〈S0, ∂λW̃ ∗ + χ̃k〉C ∂dΨ∗
0 + 〈∂λΨ∗

0, S0〉C ∂dW̃ ∗ + 〈∂λΨ∗
0, ∂dW̃

∗〉C S0, χ̃k
〉

L2(Ωdk
)

−
〈

D1g̃
(

S0, 0
)

(∂d,λΨ
∗
0) +D2g̃

(

S0, 0
)

(∂d,λW̃
∗) +D1,1g̃

(

S0, 0
)

(∂λΨ
∗
0, ∂dΨ

∗
0)

+D1,2g̃
(

S0, 0
)

(∂λΨ
∗
0, ∂dW̃

∗) +D1,2g̃
(

S0, 0
)

(∂dΨ
∗
0, ∂λW̃

∗ + χ̃k)

+D2,2g̃
(

S0, 0
)

(∂dW̃
∗
λ , ∂λW̃

∗ + χ̃k), χ̃k
〉

L2(Ωdk
)
.

(6.5)

In this formula, given two functions ψ0 : R → C and w̃ : Ωdk → C, we have set

g̃
(

ψ0, w̃
)

= −2
〈

ψ0, w̃
〉

C
w̃ −

∣

∣w̃
∣

∣

2(
ψ0 + w̃

)

+ f̃0
(

ψ0, w̃
)

,

where

f̃0
(

ψ0, w̃
)

(x) :=
1

dk

∫ dk

0

(

2
〈

ψ0(x), w̃(x, z)
〉

C
w̃(x, z) +

∣

∣w̃(x, z)
∣

∣

2(
ψ0(x) + w̃(x, z)

)

)

dz.

When (d, λ) = (dk, 0), the first term in (6.5) is equal to zero by the previous computation, the
third term is also zero because χ̃k is in the kernel of the self-adjoint operator L0. Moreover, we
can check that

D1g̃(S0, 0) = D2g̃(S0, 0) = 0, and D1,1g̃(S0, 0) = D1,2g̃(S0, 0) = 0,

whereas

D2,2g̃
(

S0, 0
)

(H, L̃) =− 2
(

〈

S0,H
〉

C
L̃+

〈

S0, L̃
〉

C
H +

〈

H, L̃
〉

C
S0

)

+
2

dk

∫ dk

0

[

〈

S0,H
〉

C
L̃+

〈

S0, L̃
〉

C
H +

〈

H, L̃
〉

C
S0

]

(·, z) dz.
(6.6)
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Using the values at (dk, 0) given by (6.3) and (6.4), we find

∂d,λJ(dk, 0) = − 2

dk

∫

Ωd,k

∣

∣∂zχ̃k
∣

∣

2
= −2k2π2

d2k

∫

R

χ2
0 = −2

√
2,

which implies the first equality in (45).

We finally compute the third order derivative ∂λ,λ,λJ(dk, 0). In this direction, we first derive
from (6.1) that

∂λ,λJ(d, λ) =
〈

−∆(∂λ,λW
λ)− ∂λ,λW

λ(1− |ψλ0 |2) + 2〈Ψλ
0 , ∂λ,λW

λ〉CΨλ
0 + 4〈∂λΨλ

0 ,Ψ
λ
0〉C (∂λWλ

+ χk) + 4〈∂λΨλ
0 , ∂λW

λ + χk〉C Ψλ
0 + 4〈Ψλ

0 , ∂λW
λ + χk〉C ∂λΨλ

0 + 2〈∂λ,λΨλ
0 ,Ψ

λ
0〉C (W λ + λχk)

+ 2〈∂λ,λΨλ
0 ,W

λ + λχk〉CΨλ
0 + 4〈∂λΨλ

0 ,W
λ + λχk〉C ∂λΨλ

0 + 2〈Ψλ
0 ,W

λ + λχk〉C ∂λ,λΨλ
0

+ 2|∂λΨλ
0 |2 (W λ + λχk)−D1g

(

Ψλ
0 ,W

λ + λχk
)

(∂λ,λΨ
λ
0)−D2g

(

Ψλ
0 ,W

λ + λχk
)

(∂λ,λW
λ)

−D1,1g
(

Ψλ
0 ,W

λ + λχk
)

(∂λΨ
λ
0 , ∂λΨ

λ
0)− 2D1,2g

(

Ψλ
0 ,W

λ + λχk
)

(∂λΨ
λ
0 , ∂λW

λ + χk)

−D2,2g
(

Ψλ
0 ,W

λ + λχk
)

(∂λW
λ + χk, ∂λW

λ + χk), χk
〉

L2(Ωd)
.

Differentiating again this quantity with respect to λ, we find at (dk, 0)

∂λ,λ,λJ(dk, 0) =
〈

L0(∂λ,λ,λW
∗) + 6〈∂λ,λΨ∗

0, S0〉C χk + 6〈∂λ,λΨ∗
0, χk〉C S0 + 6〈χk, S0〉C ∂λ,λΨ∗

0

− 3D2,2g
(

S0, 0
)

(χk, ∂λ,λW
∗)− 2D2,2,2g

(

S0, 0
)

(χk, χk, χk), χk
〉

L2(Ωdk
)
,

(6.7)

where we have set as before

∂λ,λΨ
∗
0 := ∂λ,λΨ

λ
0 |(dk,0), ∂λ,λW

∗ := ∂λ,λW
λ
|(dk ,0), and ∂λ,λ,λW

∗ := ∂λ,λ,λW
λ
|(dk,0).

In order to obtain the simplified formula in (6.7), we have used the fact that Ψ∗
0 = S0, ∂λΨ∗

0 = 0
and W ∗ = ∂λW

∗ = 0, as well as the identities D1g(S0, 0) = D2g(S0, 0) = D1,1g(S0, 0) =
D1,2g(S0, 0) = 0. We next recall that L0(χk) = 0, and we observe that 〈S0, χk〉C = 0 because S0
takes real values, while χk takes purely imaginary ones. Using this property further, we check
from (the rescaled version of) (6.6) that

〈

D2,2g
(

S0, 0
)

(χk, ∂λ,λW
∗), χk

〉

L2(Ωdk
)
= −2

∫

Ωdk

〈S0, ∂λ,λW ∗〉C |χk|2,

while we can compute similarly that

〈

D2,2,2g
(

S0, 0
)

(χk, χk, χk), χk
〉

L2(Ωdk
)
= −6

∫

Ωdk

|χk|4.

Therefore, we find from (6.7) that

∂λ,λ,λJ(dk, 0) = 6

∫

Ωdk

(

2|χk|4 + 〈S0, ∂λ,λW ∗〉C |χk|2 + 〈S0, ∂λ,λΨ∗
0〉C |χk|2

)

. (6.8)

We finally compute the derivatives ∂λ,λΨ∗
0 and ∂λ,λW ∗ using the equations which they satisfy.

Concerning the derivative U := ∂λ,λΨ
∗
0, we use the formulae in (6.3) and (6.4) to derive

from (41) that this derivative satisfies

−U ′′ − U
(

1− S2
0

)

+ 2
〈

S0, U
〉

C
S0 = −2D2,2f0

(

S0, 0
)

(χk, χk) = −|χ0|2 S0, (6.9)
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that is

−U ′′(x)− U(x)

cosh2
(

x√
2

) + 2Re
(

U(x)
)

tanh2
( x√

2

)

= −
sinh

(

x√
2

)

cosh3
(

x√
2

) . (6.10)

The imaginary part of U is even and vanishes at the origin, while the solutions of the equa-
tion satisfied by this imaginary part are spanned by the functions x 7→ tanh(x/

√
2) and x 7→

x tanh(x/
√
2)−

√
2. As a consequence, the imaginary part of U is identically equal to zero. On

the other hand, the function

U0(x) = − x

2
√
2 cosh2

(

x√
2

) ,

is a special solution of (6.10). The solutions corresponding to the homogeneous equation for the
real part of U are spanned by the functions

U1(x) =
1

cosh2
(

x√
2
)
, and U2(x) = 6 tanh

( x√
2

)

+ 4 sinh
( x√

2

)

cosh
( x√

2

)

+
3
√
2x

cosh2
(

x√
2

) .

Since the solution which we are looking for is odd, vanishes at the origin and tends to 0 at ±∞,
we conclude that

∂λ,λΨ
∗
0(x) = U0(x) = − x

2
√
2 cosh2

(

x√
2

) ,

and we then check that

6

∫

R

S0 ∂λ,λΨ
∗
0 |χ0|2 = −3

4

∫

R

|χ0|4.

In particular, we are led to

6

∫

Ωdk

(

2|χk|4 + 〈S0, ∂λ,λΨ∗
0〉C |χk|2

)

= 3dk

∫

R

(

3|χ0|4 + 2S0 ∂λ,λΨ
∗
0 |χ0|2

)

=
33 dk
4

∫

R

|χ0|4.

(6.11)

We next turn to the derivative V := ∂λ,λW
∗. Similarly, we use the formulae in (6.3) and (6.4)

to derive from (42) that this derivative satisfies

πk

(

−∆V (x, y)−V (x, y)
(

1−|S0(x)|2
)

+2 〈S0(x), V (x, y)〉C S0(x)+χ0(x)
2 S0(x) cos

(2πky

dk

))

= 0.

(6.12)
In view of Proposition 9, the derivative V is in H2(Ωdk ,C) ∩ Hk, while the map (x, y) 7→
χ0(x)

2S0(x) cos(2πky/dk) is in L2(Ωdk ,C). Decomposing the operator T (for ψ0 = S0) as in (14),
and invoking the invertibility properties of the operators Tk resulting from Lemma 7, we deduce
that the derivative V necessarily writes as

∂λ,λW
∗(x, y) = v(x) cos

(2πky

dk

)

, (6.13)

where the real-valued function v is the unique solution in H2(R) of the differential equation

−v′′ + 4v − 3χ2
0v = −S0 χ2

0.

Note here that the Lax-Milgram theorem guarantees that this equation has a unique solution v
in H1(R), which is in H2(R) by standard elliptic theory. Note also that we can estimate this
solution using the fact that

0 ≤
∫

R

|v|2 ≤
∫

R

(

|v′|2 + 4|v|2 − 3|χ0|2 |v|2
)

= −
∫

R

S0 v |χ0|2,
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so that by the Cauchy-Schwarz inequality,
∫

R

|v|2 ≤
∫

R

S2
0 |χ0|4, and 0 ≤ −

∫

R

S0 v |χ0|2 ≤
∫

R

S2
0 |χ0|4 ≤

∫

R

|χ0|4. (6.14)

In particular, going back to the expression of the derivative ∂λ,λW ∗ in (6.13), we obtain

6

∫

Ωdk

〈S0, ∂λ,λW ∗〉C |χk|2 = 3dk

∫

R

S0 v |χ0|2 ≥ −3dk

∫

R

|χ0|4.

Combining this inequality with (6.8) and (6.11), we are led to

∂λ,λ,λJ(dk, 0) = ω dk,

with

ω :=
33

4

∫

R

|χ0|4 + 3

∫

R

S0 v |χ0|2 ≥
21

4

∫

R

|χ0|4 > 0.

This concludes the proof of Lemma 10.

6.2 Expansion of the energy E(Ψk,d)

In view of (50), we can decompose the energy E(Ψk,d) as

E(Ψk,d) =E
(

Ψ
λ(d)
0

)

+

∫ d

0

∫

R

〈

−
(

Ψ
λ(d)
0

)′′ −Ψ
λ(d)
0

(

1− |Ψc
0|2
)

,λ(d)χk +Wλ(d)
〉

C

+

∫ d

0

∫

R

(

1

2

∣

∣

∣
λ(d)∇χk +∇Wλ(d)

∣

∣

∣

2
+
〈

Ψ
λ(d)
0 ,λ(d)χk +Wλ(d)

〉2

C

− 1

2

(

1− |Ψλ(d)
0 |2

)∣

∣

∣
λ(d)χk +Wλ(d)

∣

∣

∣

2
+

1

4

∣

∣

∣
λ(d)χk +Wλ(d)

∣

∣

∣

4

+
〈

Ψ
λ(d)
0 ,λ(d)χk +Wλ(d)

〉

C

∣

∣

∣
λ(d)χk +Wλ(d)

∣

∣

∣

2
)

.

(6.15)

Due to the property that ψλ(d)
0 only depends on the x-variable, and the integrals of the functions

χk and Wλ(d) with respect to the y-variable vanish, the integral in the first line of the previous
decomposition is zero.

Concerning the energy quantity E(Ψ
λ(d)
0 ), we use the fact that S0 solves (GP) to write it as

E
(

Ψ
λ(d)
0

)

= E(S0) +
d

2

∫

R

(

∣

∣(Ψ
λ(d)
0 − S0)

′∣
∣

2 −
(

1− S2
0

)
∣

∣Ψ
λ(d)
0 − S0

∣

∣

2
+

1

2

(

S2
0 − |Ψλ(d)

0 |2
)2
)

.

We then deduce from the smoothness of the map λ 7→ Ψλ
0 and (6.3) that

Ψλ
0 = S0 +

λ2

2
∂λ,λΨ

∗
0 + λ(d− dk)∂d,λΨ

∗
0 +

(d− dk)
2

2
∂d,dΨ

∗
0 +O

(

(d− dk)
3 + |λ|3

)

,

this expansion holding in W 2,∞
0,σ (R) for 0 ≤ σ ≤ σ0/2. As a consequence of (49), we obtain

Ψ
λ(d)
0 = S0 +

Λ2(d− dk)

2dk
∂λ,λΨ

∗
0 +O

(

(d− dk)
3
2

)

, (6.16)

with Λ =
√

12
√
2/ω as before. Relying on the smoothness of the map λ 7→ 1 − |Ψλ

0 |2 in
Proposition 9, we similarly deduce that

1−
∣

∣Ψ
λ(d)
0

∣

∣

2
= 1− S2

0 −
Λ2(d− dk)

dk

〈

S0, ∂λλΨ
∗
0

〉

C
+O

(

(d− dk)
3
2

)

, (6.17)
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this asymptotics now holding in L2(R). Inserting these identities in the previous expansion of

the energy E(Ψ
λ(d)
0 ), we are led to

E
(

Ψ
λ(d)
0

)

=E(S0) +
Λ4(d− dk)

2

8d2k

∫

R

(

∣

∣(∂λλΨ
∗
0)

′∣
∣

2 −
(

1− S2
0

)
∣

∣∂λλΨ
∗
0

∣

∣

2
+ 2
〈

S0, ∂λλΨ
∗
0

〉2

C

)

+O
(

(d− dk)
5
2

)

.

Going back to (6.9), we conclude that

E
(

Ψ
λ(d)
0

)

= E(S0)−
Λ4(d− dk)

2

8dk

∫

R

|χ0|2
〈

S0, ∂λλΨ
∗
0

〉

C
+O

(

(d− dk)
5
2

)

.

We now deal with the integral in the second line of (6.15), which we expand in the following
four terms

I1 =
λ(d)2

2

∫ d

0

∫

R

(

∣

∣∇χk
∣

∣

2 −
(

1− |Ψλ(d)
0 |2

)∣

∣χk
∣

∣

2
+ 2
〈

Ψ
λ(d)
0 , χk

〉2

C

)

,

I2 = λ(d)

∫ d

0

∫

R

(

〈

∇χk,∇Wλ(d)
〉

C
−
(

1− |Ψλ(d)
0 |2

)〈

χk,W
λ(d)
〉

C

+ 2
〈

Ψ
λ(d)
0 , χk

〉

C

〈

Ψ
λ(d)
0 ,Wλ(d)

〉

C

)

,

I3 =
1

2

∫ d

0

∫

R

(

∣

∣∇Wλ(d)
∣

∣

2 −
(

1− |Ψλ(d)
0 |2

)∣

∣Wλ(d)
∣

∣

2
+ 2
〈

Ψ
λ(d)
0 ,Wλ(d)

〉2

C

)

,

and

I4 =

∫ d

0

∫

R

(

〈

Ψ
λ(d)
0 ,λ(d)χk +Wλ(d)

〉

C

∣

∣

∣
λ(d)χk +Wλ(d)

∣

∣

∣

2
+

1

4

∣

∣

∣
λ(d)χk +Wλ(d)

∣

∣

∣

4
)

.

Concerning the integral I1, we deduce from (5) that

I1 =
λ(d)2 d

4

∫

R

(

∣

∣χ′
0

∣

∣

2
+
π2k2

d2
|χ0|2 −

(

1− |Ψλ(d)
0 |2

)
∣

∣χ0

∣

∣

2
+ 2
〈

Ψ
λ(d)
0 , iχ0

〉2

C

)

,

Combining the fact that χ0 is an eigenvector of the operator L−
0 for the eigenvalue −1/2 with

the expression of dk given by (4), we obtain

I1 =
λ(d)2 d

4

∫

R

(

(π2k2

d2
− π2k2

d2k

)

|χ0|2 −
(

S2
0 − |Ψλ(d)

0 |2
)∣

∣χ0

∣

∣

2
+ 2
〈

Ψ
λ(d)
0 , iχ0

〉2

C

)

,

In view of (49), (6.16) and (6.17), and since 〈S0, iχ0〉C = 0, we are led to

I1 =
Λ2(d− dk)

2

4dk

∫

R

(

− 1 + Λ2
〈

S0, ∂λλΨ
∗
0

〉

C

)

∣

∣χ0

∣

∣

2
+O

(

(d− dk)
5
2

)

.

In order to estimate the integrals Ik for 2 ≤ k ≤ 4, we next expand the map Wλ(d) with
respect to d− dk. More precisely, we consider as before the map W̃λ(d)(x, z) =Wλ(d)(x, dz/dk).
Combining Proposition 9 and the smoothness of the previous change of variables, we check that
the map (d, λ) 7→ W̃ λ is smooth with values in W 2,∞

0,σ (Ωdk) for 0 ≤ σ ≤ σ0/2. As a consequence

of the fact that W̃ 0 = 0 and (6.4), we can expand it as

W̃ λ =
λ2

2
∂λ,λW̃

∗ + λ(d− dk)∂d,λW̃
∗ +

(d− dk)
2

2
∂d,dW̃

∗ +O
(

(d− dk)
3 + |λ|3

)

,
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this expansion holding in W 2,∞
0,σ (Ωdk). In view of (49), this gives

W̃λ(d) =
Λ2(d− dk)

2dk
∂λ,λW̃

∗ +O
(

(d− dk)
3
2

)

. (6.18)

Applying the change of variables y = dz/dk to the integral I4, and using (6.16) and (6.18), we
are first led to

I4 =
λ(d)3 d

dk

∫ dk

0

∫

R

〈S0, χ̃k〉C|χ̃k|2 +
λ(d)4 d

4dk

∫ dk

0

∫

R

(

2〈S0, ∂λ,λW̃ ∗〉C|χ̃k|2

+ 4〈S0, χ̃k〉C 〈χ̃k, ∂λ,λW̃ ∗〉C + |χ̃k|4
)

+O
(

(d− dk)
5
2

)

.

At this stage, recall that 〈S0, χ̃k〉C = 0, and also that we can write the function ∂λ,λW̃ ∗ as

∂λ,λW̃
∗(x, y) = v(x) cos

(2πky

dk

)

.

In view of (5) and (49), we therefore obtain

I4 =
Λ4 (d− dk)

2

4d2k

∫ dk

0

∫

R

(

2〈S0, ∂λ,λW̃ ∗〉C|χ̃k|2 + |χ̃k|4
)

+O
(

(d− dk)
5
2

)

=
Λ4 (d− dk)

2

32dk

∫

R

(

4S0 v + 3|χ0|2
)

∣

∣χ0

∣

∣

2
+O

(

(d− dk)
5
2

)

.

We argue similarly for the integral I3 for which we deduce from (6.16), (6.17) and (6.18) that

I3 =
Λ4 (d− dk)

2

8d2k

∫ dk

0

∫

R

(

∣

∣∇∂λ,λW̃ ∗∣
∣

2−
(

1−S2
0

)∣

∣∂λ,λW̃
∗∣
∣

2
+2
〈

S0, ∂λ,λW̃
∗〉2

C

)

+O
(

(d−dk)
5
2

)

,

so that, by (6.13) and (6.12),

I3 =
Λ4 (d− dk)

2

16dk

∫

R

S0 v |χ0|2 +O
(

(d− dk)
5
2

)

.

We next turn to the integral I2. Integrating by parts and invoking the fact that χ0 is an
eigenvector of the operator L−

0 for the eigenvalue −1/2, we first obtain

I2 = λ(d)

∫ d

0

∫

R

(

(π2k2

d2
− 1

2

)

〈

χk,W
λ(d)
〉

C
−
(

S2
0 − |Ψλ(d)

0 |2
)〈

χk,W
λ(d)
〉

C

+ 2
〈

Ψ
λ(d)
0 , χk

〉

C

〈

Ψ
λ(d)
0 ,Wλ(d)

〉

C

)

Using (4), and arguing as for the integral I4, we then check that

I2 = O
(

(d− dk)
5
2

)

.

Collecting the previous estimates of the integrals Ik, and of the energy E(Ψ
λ(d)
0 ), we deduce

from (6.15) that

E(Ψk,d) = E(S0)−
Λ2(d− dk)

2

4dk

∫

R

∣

∣χ0

∣

∣

2

+
Λ4(d− dk)

2

32dk

∫

R

(

4
〈

S0, ∂λλΨ
∗
0

〉

C
+ 6S0 v + 3|χ0|2

)

∣

∣χ0

∣

∣

2
)

+O
(

(d− dk)
5
2

)

.
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Recall at this stage that
∫

R

χ2
0 = 2

√
2, and

∫

R

〈

S0, ∂λλΨ
∗
0

〉

C

∣

∣χ0

∣

∣

2
= −1

8

∫

R

χ4
0,

while

Λ2 =
12
√
2

ω
=

16
√
2

∫

R

(

11|χ0|4 + 4S0 v |χ0|2
) .

This provides the final expansion

E(Ψk,d) = E(S0)−
(d− dk)

2

dk
E +O

(

(d− dk)
5
2

)

,

with

E :=
Λ2

√
2

(

1−
∫

R

(

5|χ0|4 + 12S0 v |χ0|2
)

2
∫

R

(

11|χ0|4 + 4S0 v |χ0|2
)

)

.

In order to check that this number is positive, we go back to (6.14) so as to write
∫

R

(

5|χ0|4 + 12S0 v |χ0|2
)

2
∫

R

(

11|χ0|4 + 4S0 v |χ0|2
) ≤ 5

∫

R
|χ0|4

14
∫

R
|χ0|4

=
5

14
,

and we conclude that

E ≥ 9Λ2

14
√
2
> 0.

This completes the proof of (6).
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