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Abstract

Additive manufacturing processes have been attracting extensive attention and developing greatly in recent years. These
processes have been widely studied by industrial and academic. The manufactured parts are printed layer upon layer
according to a computer-aided design model, hence very complex geometries can be created. Moreover, a wide range of
materials (plastic, ceramic, metallic, etc.) can be used. Additive manufacturing processes require continuous analyses
to investigate their performances and produce high-quality parts with minimal defects. The experimental approach is
often used to assess these thermomechanical processes. However, it remains limited because of the exorbitant cost due
to the numerous parameters. On the other side, numerical simulation can be an alternative solution to facilitate the
optimization of the process parameters and predict the final characteristics of the manufactured parts with a reasonable
cost. In the literature, numerous numerical methods and techniques have been developed and applied to simulate
Additive manufacturing processes, such as Finite Element Method, Finite Volume Method, Lattice Boltzmann Method,
Smooth Particle Hydrodynamics, Discrete Phase Method, etc. Depending on the objectives, different simulation scales
have been developed (part scale, melt pool scale, powder scale, etc.). In this context, the proposed paper intends to
present an overview of these numerical methods in order to provide a comprehensive comparison and a deep analysis
of advantages and drawbacks among the available methods. Some promising techniques and future tendencies are also
presented.
Keywords : Additive manufacturing; Numerical simulation; Heat transfer simulations; multiphysics; inverse identifica-
tion

1. Introduction

Additive manufacturing (AM) attracts significant attention due to the possibility of using a large range of materials,
such as aluminium [1], ceramics [2], and producing complex geometrical products [3; 4; 5]. Moreover, topology
optimization can be conducted in part design to produce lightweight structure [6; 7; 8]. Additive manufacturing of
metallic powder is the most widely reported and studied in the literature, such as directed energy deposition (DED) [9],
directed metal deposition (DMD) [10; 11], selective laser melting (SLM) [12; 13], selective electron beam melting
(SEBM) [14; 15], laser powder bed fusion (LPBF) [16], etc.
Despite the AM is considered as an industrial revolution in production method, the produced parts using this process
are not free of defects, such as porosity [17; 18], brittle fracture [19], high residual stress [20; 21], undesired deflection
[22], poor adhesion [23], etc. Therefore, optimization of the process parameters is often required to control the desired
properties.
Improving the quality of manufactured parts using experimental approaches by trial and error are tedious and expensive,
since there exist always several parameters involved in each AM process as shown in Figure 1. For example, in the
SLM process, there are near twenty parameters which can be controlled. If each parameter requires a minimal of two
tests, the total needed number of tests will be 220. In addition, in-situ and ex-situ measurements are often tricky and
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cannot always provide the quantities of interest at all points of the part. Furthermore, opposed to the experimental
results that designed for specific targets such as residual stress or microstructure, the numerical simulation provides a
more flexible and cost-effective way to investigate the mechanism of defects in AM process. Thanks to the development
of computing capabilities and numerical algorithms, numerical methods have nowadays become a key tool, which can
provide an numerous and supplementary information to understand the physical problems regulating the AM processes.

Figure 1: Process parameters in powder-based additive manufacturing.

In the last recent years, a large number of contributions have been emerging in the modeling of AM, spanning from
microstucture models, dendrite and grain growth models, heat transfer models to multiphysics models and thermo-
mechanical models. Numerous numerical methods such as analytical methods, Lattice Boltzmann methods (LBM),
finite element method (FEM), finite volume element method (FVM) and others methods have been employed in
AM simulations. As is known that numerical modeling of AM process has became a key tool, unfortunately, it is
quiet difficult for engineers to select an adapted numerical methods and models, which allows providing the required
numerical results with minimal computational cost. Therefore, understanding the physical phenomena behind the
process and the capacity of different numerical methods is crucial for making decisions.
The review papers within some specific aspects of AM have also been presented in the literature. A review of part-scale
finite element method in simulation of PBF has been presented by Luo and Zhao [24]. They summarized a full workflow
from preprocessing to final post-processing, and different modeling techniques in FEM and their advantages and
limitations are compared. Modeling techniques in meso/micro-scale model are illustrated by Körner and Markl [25].
Their discussions mainly focus on employing the numerical model to understand the mechanism of manufacturing
issues. Similarly, Meier et al. [26] addressed some fundamental physical phenomena of SLM, and both experimental
methods and numerical simulations are employed to establish the understandings of physical phenomena. King et
al. [27] introduced their developments within Lawrence Livermore National Laboratory, and a multi-scale modeling
strategy was described with LLNL developed codes (Diablo and ALE3D). Therefore, the review is mainly focus on
explaining the capacities of their in-house codes and strategies to to optimize the additive manufacturing process.
Bartlett et al. [28] provided an overview of residual stress in metal powder bed fusion, and they attended to assemble
of knowledge existing in the literature regarding RS in PBF processes. Both numerical and experimental techniques
for stress analysis are revised. Bertini et al. [29] conducted the similar analysis as Bartlett et al. [28] for stress
formation. Cook et al. [30] reviewed the burgeoning literature concerning melt pool simulation, and the status of the

2



work published by leading research groups is also summarised. Relevant physics in BPF is described in great depth and
detail. Wei et al. [31] presented the applications of transport phenomena models in the studies of heat and mass transfer
models and the consequences laid on temperature field. The mathematical models related to physical phenomena
are explained in detail and depth. Bayat et al. [32] summarised the pure conduction models, meso-scale models,
powder-scale models, part-scale models and their applications, while allows grasping the current state-of-the-art and
applications of these models.
Unlikely, the literature review of multi-scale and mutiphysics modeling work in DED is rarely reported, and one should
note that modeling of DED is quiet complex due to the delivery system of powder and energy deposition. Pinkerton
[33] provided a short review and advances in modeling of laser direct metal deposition in 2006. This review gives
a clear illustration about the physical couplings that appear during DED operation. However, the modeling work
presented is not up to date. Similarly, Guan and Zhao [34] presented the physical phenomena in DED and introduced
some recent modeling work in DED. However, they barely touch upon residual stress modeling.
The primary objective of this article is to offer an extensive and up to date review of numerical models that have
been developed to simulate powder-based additive manufacturing (AM) processes, including DED and powder bed
fusion. The review spans a wide spectrum, ranging from micro-scale models to part-scale models, and covers diverse
aspects including heat transfer models, multiphysics models as well as thermomechanical models. A comprehensive
comparison of different modeling techniques at different scales is presented, which provides basic concepts of each
technique and its objectives.
Figure 2 shows the two most widely-employed powder-based AM techniques. The main difference between two
techniques is powder delivery system. Note that only DED and PBF will be used in the remaining sections for simplicity.
PBF mainly employs the laser beam or electron-beam to melt the powder along the planned path, and the metal structure
is built layer by layer [35; 36; 37]. The maximal dimensions of building part is limited by the building room. Compared
to PBF process, the DED is more flexible since the powder metallic and energy will be projected directly to the desired
positions. Therefore, DED allows to perform the repairing [38; 39; 40] and cladding operation [41].

Figure 2: Two typical powder-based AM processes: directed energy/metal deposition (a); powder bed fusion (b).

The powder-based DED and PBF have numerous physical problems in common, which motivates us to review the
modeling work. In this review, the first is to fill the gap of an overview of the state-of-the-art of relevant DED modeling
work, and the different modeling technique is presented in detail. The second is to assess the different approaches to
incorporate the physical effects that arise in DED and PBF modeling. The last is to compare the existing modelings
approaches and their advantages and limitations.
The manuscript is organized as follows: In section 2, the physics and modeling scales involved in DED and BPF are
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summarized. Both part-scale simulations and meso/powder-scale simulations are presented together, which allows
understanding the fundamental difference in terms of involved physics. In section 3, the modeling techniques applied
in part-scale simulations of DED and BPF are summarized together. Therefore, the simulations of DED and BPF are
solved in the same ways, since the powder-related physics are disregarded In section 4, a review of the meso/powder-
scale models will be given, applied in DED and BPF simulations. . The powder feeding systems of DED and PBF are
different, thus their modeling are discussed separately. The conclusions and future work are in section 5.

2. The physics and modeling scales in DED and BPF

As it can be seen from figure 3, a summary of the multiphysics phenomena involved in PBD and DED processes are
given. For simplicity, all the multiphysics phenomena involved in DED and PBF are listed together as follows :

Figure 3: Schema illustration of multiphysics couplings in DED (a); PBF (b).

– (DED) interaction between carrier gas and powder.

– (DED) interaction between powder and laser, such as irradiation and attenuation.

– (PBF) multi-reflection of laser in powder bed.

– (PBF) powder packaging in powder bed.

– (DED/PBF) interaction between laser and substrate or existing layers.
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– (DED/PBF) fluid-dynamic in melt pool include thermocapillary force, Marangoni force, Buoyancy force, Lorentz
force and surface tension.

– (DED) effect of powder momentum when powder is injected to melt pool.

– (DED/PBF) heat transfer in building part and heat losses due to convection and radiation.

– (PBF) heat transfer in powder bed.

– (DED/PBF) possible recoil pressure effect due to vaporization.

– (DED/PBF) microstructure : grain growth, metallurgical transformation during manufacturing.

– (DED/PBF) distortion and residual stress in building parts.

According to requirements, not all the physical problems presented above should be taken into account, and some
assumptions can be made for simplifying numerical models. Part-scale and meso/powder-scale multiphysics mod-
eling are different ways to simulate AM processes. Part-scale models are designated to investigate the macro-scale
consequences induced by the process, such as the fusion profile of multi-pass and multi-layer, residual strain/stress,
and phase transformation in solid. While Meso/Powder-scale models investigate the multiphysics couplings due to the
interactions concerned in the process, such as fluid-dynamic, heat and mass transfer. Figure 4 shows a comparison of
multi-scale and multiphysics simulations, and these models can be classified according to the governing equations and
discretization scale.

– Part-scale models consist in solving heat transfer equations, possibly coupled with metallurgy transformation
equations. The modeling techniques are quite similar to those developed in the context of welding simulations,
especially, the part-scale modelings in FEM are widely used since these models have been implemented in
commercial software, such as Abaqus®, Ansys®, Sysweld®, Marc-Mentat®, etc. Therefore, part-scale models
are equally capable to investigate the heat transfer and residual strain/stress [42]. However, over-simplified
assumptions related to powder/energy feeding and fluid-dynamic in melt pool lead to low precision of numerical
predictions, and the track shape are generally predefined in preprocessing stage. Thus, the part-scale models are
generally carried out after the experiments, and the experimental results (melt pool shape, thermal-cycles) are
fed to calibrate the thermal models. Once the thermal models give satisfactory precision, the results are used as
the input of mechanical simulations.

– Meso-scale modeling mainly focuses on the melt pool simulation, and the powder particles are simplified by
continuum layer (in PBF) or mass flux distribution (in DED). The meso-scale models allow considering the
effects of fluid dynamic and surface tension, which can make a relative high-fidelity prediction of track shape
and temperature fields. The simplifications made for powder particles can greatly reduce the computation cost,
as it can use a relatively coarse mesh/grid for discretization. However, the defects related to powder-related
parameters cannot be investigated by meso-scale models.

– Powder-scale modeling focus not only on melt pool but also on the interaction between powder and laser, which
allows understanding the effect of process parameters on stability of melt pool [43], heat and mass transfer
in melt pool [44], free surface evolution and defects formation [45]. However, these type of simulations are
extremely computational expensive.

3. Part-scale thermal-mechanical modeling

The numerical methods of part-scale modeling in FEM are mainly adopted from the techniques developed for multi-pass
welding simulations [46; 47; 48; 49], and figure 5 shows a schema of modeling flow in part-scale simulations. The
simulation are carried out in two steps: (i) a heat transfer simulation is first carried out to determine the temperature
distributions during the process, and a strong coupling between temperature and phase transformation. The simulation
of metallurgy transformation in solid is not always mandatory. (ii) the temperature evolution and phase proportions
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Figure 4: Resume of multi-scale and multiphysics simulations.
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Figure 5: An example of part-scale modeling flow in FEM.

calculated are imposed as loading conditions in a mechanical simulation; and complex thermo-elastoplastic or thermo-
elasto-viscoplastic constitutive laws are generally used to predict residual stresses and distortions.
Figure 6 resumes the couplings of several physical phenomena and features that appeared in figure 5 : heat transfer,
metallurgical transformations, and mechanical stresses and strains. The feed-backs of mechanical results upon heat
transfer and metallurgy transformation are generally neglected, since the energy dissipation due to plastic deformation
is negligible to energy input induced by the processes.

Figure 6: multiphysics couplings during welding processes. Dotted arrows denote effects disregarded most of the time [50].

Part-scale modeling in FEM mainly consists in simulating : mass addition (Section 3.1), thermal analysis (Section 3.2),
and thermo-mechanical analysis (Section 3.3).
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3.1. Mass addition simulation

In FEM, since the element volume stands for the material volume, hence metal deposition is simulated by activating the
death/quiet element, adding new element or increasing the volume of existing element.

3.1.1. Quiet and inactive element method in PBF and DED
Modeling the metal addition in AM process is quite similar to modeling multi-pass welding [51; 52; 53; 54]. The metal
deposition in AM can be achieved by using quiet elements [55; 56; 57; 58] or inactive elements [59; 60; 61; 62]. These
two approaches require a predefined deposit mesh, and the powder or metal deposited are considered as continuum
media.
The quiet element method assign artificial properties that do not affect the analysis results, and quiet element will
transfer to active element once the temperature of quiet element is over temperature fusion. For heat transfer analyses,
a scaling factors will be used to adjust the thermal properties of quiet element so that the influence of exiting quiet
element can be minimized :

kquiet = s ∗ kactive

Cpquiet = s ∗Cpactive

(1)

where kquiet, Cpquiet , kactive, Cpactive are the thermal conductivity and specific heat for quiet element and active element
respectively. s is the scaling factor.
Similarly, for mechanical analysis, Young’s modulus of quiet element is defined as :

Equiet = Et f (2)

where Et f is Young’s modulus similar to the hot material of active element, so that the quiet element does not disturb
the overall response of the structure.
The quiet element method presents advantages, such as easy-implementation in commercial FE codes via user
subroutines and without requiring equation renumbering and solver initialization during the simulation, since the
number of degrees of freedom (DOF) is the same. However, the scaling factor s in equation 1 should be small enough
but cannot be too small to result in ill-condition of Jacobian. Furthermore, modeling AM with quiet element method
could be time-consuming, because most of the analysis domain is composed of quiet elements, which may lead to high
computation time.
In inactive element method, inactive elements are not included in the simulation until the corresponding metal has been
added. Activation of elements is generally controlled by a time-space function. For example, Fanicchia et al. [63] have
applied inactive element method for deposit shape prediction (see from figure 7). Compared to quiet element method,
inactive element method do not suffer errors or ill-conditioning introduced by scaling factors, and only nodal DOFs of
active element are considered. Therefore, a smaller algebraic system by the Newton-Raphson linearization is expected.
However, the frequent equation numbering and solver initialization, due to the new active element at each time step,
would hide the computational advantage of solving for a reduced active number of DOFs.

Figure 7: Application of inactive element method for metal deposition simulation [63].
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Michaleris [57] has provided a full investigation of two techniques, he demonstrated that both methods can give
equivalent results if they are implemented properly. A hybrid quiet inactive metal deposition method has also been
proposed by Michaleris. Inactive element layers could largely reduce active number of DOFs and quiet element within
layer require equation numbering and solver initialization only one time per layer. Thus, the hybrid quiet inactive
method could accelerate computation time. This hybrid method has been applied for wall build and LENS simulations
(see from figure 8).

Figure 8: Application of hybrid method for simulating wall build [57] and LENS [64].

3.1.2. Other metal deposition methods in DED
In quiet or inactive element method, the mesh has been defined in preprocessing and the element is switched to be active
once the metal is deposited. Other metal deposition methods model the geometry built-up by adding new elements to
substrate or increasing volume gain of existing element.
Tabernero et al. [65] has proposed a geometrical model to simulate laser cladding process, and modeling of cladding
process is quit similar to that of DED. Therefore, the laser cladding will be considered as an example. As it can be
seen from figure 9, the input data of geometric model are the results given by powder concentration model [66] and
thermal model [67]. The thermal model will first predict the melting pool geometry, and powder mass distribution at
the surface of substrate is simulated by concentration model. Prediction of metal deposition is achieved by calculating
a mass balance that captured by the melt pool.
The mass of the resulting clad is equal to the mass of the injected powder at each point of the melting pool and the
height of new added element is calculated from :

mclad = ηp ∗ minjected

60, 000 · Φi · ∆s2∆s
V f
= ρ · ∆s2 · hi

(3)

where Φi, ∆s, V f , ρ, ηp are powder concentration, node length, cladding nozzle feed rate (in millimeters per minute),
powder material density and powder catchment efficiency. Here, ∆s2 is the area of each discrete element.
Feulvarch et al. [68] proposed an original formulation to simulate molten metal deposition geometry with a very low
CPU time. This new approach is based on the original technique proposed by Leblond et al. [69] for the incorporation
of surface tension in finite element calculations. At each time step, the metal deposition is simulated by inflating of 2D
mesh, and volume gain is controlled by the volume flux of material added. Then, a computation of balance of stress on
the same 2D mesh is carried out by considering the interaction between the curvature effect of the surface tension and
the pressure difference between the molten zone and the atmosphere. Figure 11 shows some applications to simulate
shape of metal deposition.
Compared to changing volume gain of existing element, the technique based on adding new elements do not suffer
from the problem of divergence related to mesh distortion. However, the new added elements conduct frequent
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Figure 9: Resolution algorithm scheme of the complete model for laser material deposition process [65].

Figure 10: Model approach and clad discretization starting from powder concentration and melt pool shape [65].

Figure 11: Shape of metal deposition: single track (left); clad corner (center); clad overlapping (right). [68].
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equation numbering and solver initialization for each time step, which will slow down the simulation. Furthermore, the
non-conform mesh due to new added elements generally leads to difficulties in the thermal and mechanical analyses.

3.2. Thermal analysis

In heat conduction simulation, only conservation of energy should be solved. The governing equation of heat transfer,
coupled with metallurgical transformation, can be expressed:

ρC
∂T
∂t

=
∂

∂x

(
Kxx

∂T
∂x

)
+
∂

∂y

(
Kyy

∂T
∂y

)
+
∂

∂z

(
Kzz

∂T
∂z

)
+ q

with: λ∇T n = q(T, t) on ∂Ωq (4)
T = Tp(t) on ∂Ω

q
T

and ∂Ω = ∂Ωq ∪ ∂ΩT

where ρ =
∑

phases

pi ρi, K =
∑

phases

pi Ki and C =
∑

phases

pi Ci. pi ρi Ki Ci are, respectively, the proportion of phase,

the density, conductivity and specific heat. Kxx,Kyy,Kzz represent the thermal conductivity of X,Y , and Z directions
respectively. T is the temperature at nodes, and q is a function presented in section 3.2.1 to describe heat flux. The
enthalpy related to phase transformation (solid/liquid) can be considered by applying the apparent heat capacity method
[70].

Cmodi f ied =


C i f T < Tm − 0.5∆T
C + 2L/∆T i f Tm − 0.5∆T < T < Tm + 0.5∆T
C i f T > Tm + 0.5∆T

(5)

where C and L represent specific heat and latent heat, and ∆T is the difference absolute between solid and liquid
temperatures.
The initial conditions can be expressed as:

T (x, y, z)|t=0 = T0 (6)

The convective and radiative losses on free surface are calculated by following:

qconv = hconv (T − Tair)
qrad = σ ϵ

(
T 4 − T 4

air

) (7)

where hconv, σ, ϵ are respectively coefficient exchange with air, Stefan-Boltzmann constant and the surface emissivity.

3.2.1. Heat source modeling in DED and PBF
As it can be noticed from figure 5, the heat transfer simulations neglect fluid-dynamic in melt pool for reducing
computational cost in part-scale modeling, the interaction between powder and laser is general simplified by a Gaussian
2D/3D heat source. Therefore, the selected heat source model should be able to produce a correct melt pool and thermal
cycles that are observed in the experiments. Some representative heat flux models applied in AM simulations with
different features are summarized in Table 1.
Figure 12 presents the energy distribution of the representative heat source. The surface heat flux (Figure 12-(a)) is
the most simple but widely used in SLM simulation [77; 78; 79] or laser welding simulation, since the laser energy
distribution can be measured directly by wattmeter [86]. Surface heat flux is suitable to simulate conduction mode with

a low depth to width ratio (little than 0.5) of the molten pool or low energy input that is calculated from
P
V

, where the
heat transfer effect related to fluid-flow in melt pool can be ignored.
Some research has been carried out to investigate the relative importance of convective heat transfer over conductive
heat transfer [87; 88; 89; 90]. Peclet number or empirical quantity (MP) proposed by Arrizubieta [90] have been used
to to quickly evaluate the significance of molten metal convection, however, these methods are useful only for a certain
set of process conditions or specific materials and need further research.
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Table 1: Some basic heat source models

Heat source Heat flux equations Reference

Surface heat flux q(x, y) =
A × P
πr2

0

exp[−B
 x2 + y2

r2
0

] (1) [71; 72; 73; 74; 75]

3D conical heat flux q(x, y, z) = A × Q0 exp[−
x2 + y2

(Rt − (Rt − Rb)(zt − z)/(ztdouble − zb)
] (2) [76; 77; 78; 79]

3D cylindrical heat
flux

q(x, y, z) = A × Q0 exp[−
x2 + y2

r2
0

] for z ∈ [zb, zt] [78; 79; 80]

Double ellipsoidal
heat flux

q f ,r(x, y, z) =
6
√

3 f Q f ,r

abc f ,rπ
√
π

exp

−3z2

c2
f ,r

−
3x2

a2 −
3y2

b2

 (3) [78; 79; 81; 82]

Optical penetration
depth based heat flux

q(x, y, z) =
A × q(x, y)

δ
× exp

(
−
|z − zsurface |

δ

)
(4) [73; 83]

Monte Carlo based
heat flux (electron
beam)

q(x, y, z) =Q ×

 1

δ ·
∫ +∞
−

Z0
δ

exp
(
−t2) dt

exp
(

(z − z0)2

δ2

)
×

 N
πr2

0

exp
−N ·

(x − xs)2 + (y − ys)2

r2
0


(5) [84]

Rotatory Gaussian
body heat flux

q(x, y, z) =
9Q
πhr2

0

· exp
(
βI f z

)
· exp

 9r2

r2
0 · log(z/h)

 (6) [85]

(1) A laser absorption coefficient, P the laser power, r0 the laser spot radius, B shape factor of the Gaussian distributed heat flux (typical
value is 2).

(2) q0 the maximum intensity, Rt and Rb are spot radius at upper and lower planes, zt and zb are z-coordinate of upper and lower planes.
(3) the front and rear part denoted by subscripts f and r respectively.
(4) δ is penetration depth.
(5) Q the beam power, z0 the location with the highest energy density, N the concentration coefficient of the electron beam, xs and ys the

coordinates of the center of the beam.
(6) U the accelerate voltage, I the beam current, N0 effective power coefficient, h the effective affecting depth of electron beam, β ranges

from negative values to positive values as focused conditions varies,
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Figure 12: Representative heat flux models, adapted from [78; 81; 84; 85].

As the fluid-dynamic in melt pool is neglected in heat conduction simulation, two techniques are available to consider
that effect:

1. The 3D heat flux: the volume of heat source can simulate the effect of fluid dynamic in melting pool.
2. The equivalent thermal conductivity technique [91; 92]: enhanced heat conduction in melt pool by arbitrary

increasing the values of thermal conductivity over temperature fusion.

Defining a satisfactory 3D heat flux to perfectly compensate the neglected heat convection is not easy. One way is to
following the modelisation experience [78; 81; 84; 85] reported in the literature. Another simple way is to identify
the source distribution from the melt pool shape, and this method has been widely used in laser welding simulation.
Figure 13 shows two examples of macrographe of laser welding, and the heat source should be able to reproduce the
shape of fusion zone (FZ) and the heat affected zone (HAZ). In the first figure, a 3D conical heat flux is enough to
obtain a good melt pool shape. In the second figure, a 3D conical heat flux allows producing the good shape of HAZ,
while the combination of 3D conical and 3D cylindrical heat flux can simulate the particular nail-head shape of the
melt pool. One should note that if the aim is to obtain a satisfactory temperature field in the solid phase, the 3D conical
heat source is sufficient. Otherwise, the combination heat source should be used and gives better precision in predicting
melt pool shape [78], however, two times more parameters need to be calibrated.

Figure 13: Schema of heat source definition, adapted from [86; 93].

A combination of both techniques has also been reported in the literature [94], while applying both of them results in
more parameters (parameters of heat source and parameters of enhanced factors).
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In FEM simulation, fitting the heat source parameters is the most important and time consuming step, since the
temperature field simulated is responsible for the microstructure, phase transformation, and mechanical consequence.
Automatic parameter calibration procedure (inverse method) has been developed for double ellipsoidal [95; 96] and
combination of surface and 3D cylindrical [97] for welding simulation, which can also be used for modeling DED
and PBF. However, these procedures are generally applicable for single source or combined heat source less than 5
parameters.

3.2.2. Continuum medium with effective properties in PBF
The powder bed in PBF is treated by continuum medium [98; 99; 100]. Therefore, effective density and thermal
conductivity of powder layer are calculated from porosity of powder bed and properties of bulk [101; 102; 103; 104].
The effective properties of powder bed are the most important ones since they plays an important role in predicting
temperature distribution. Thermal conductivity for solid substrate and powder bed are significantly different, as gas
in the pores can strongly reduce the thermal conductivity in metallic powder bed. To model this effective thermal
conductivity, several techniques have been proposed [105; 106; 107] and two mostly used techniques are detailed.
In simulation of SLM 316L, Antony et al. [108] adopted the equations 8 to calculate effective density and effective
thermal conductivity. The effective density is estimated based on the assumption that all the solid particles in the
powder layer are spherical in shape and equal in size and densely arranged in a cubic array [109]. The effective thermal
conductivity is deduced considering the gas embedded within the voids of the powder bed given by Bugeda et al. [110].

ρpowder =
πρbulk

6
kpowder =

ρRkbulk(
1 +Φ

(
kbulk/kg

))
with Φ = 0.02 ∗ 102(0.7−ρR)

(8)

where ρR, kbulk, kg are the initial relative density of the powder layer, temperature dependent thermal conductivity of
bulk, thermal conductivity of the surrounding gaseous environment (0.0260 W/MK).
Equation 9 has been applied to describe properties of powder bed [103; 111], which only depends on local density of
the powder bed. The powder density, thermal conductivity and specific heat can be calculated from

ρpowder = (1 − τ) ∗ ρbulk

kpowder = (1 − τ)n ∗ kbulk

Cpowder = Cbulk

(9)

where the τ is the porosity of powder and n is the empirical parameter, which is taken as 4 in general.
During the simulation, the effective properties of powder bed can depend on the temperature, and a piece-wise model
for thermal conductivity was modeled as [103; 111]

Pe f f =


Ppowder (T ),T0 ⩽ T ⩽ Ts
Pbulk (Tm) − Ppowder (Ts)

Tm − Ts
(T − Ts) + Ppowder (Ts) ,Ts < T < Tm

Pbulk (T ),T ⩾ Tm

(10)

with sintering temperature Ts, melting temperature Tm. P represents k and ρ. Furthermore, during the cooling stage,
the powder state elements heated over melting temperature, thus the initial powder state elements should be irreversibly
changed to the solid state elements with the properties of bulk.
An example of SLM Inconel 718 with laser power of 100 Watt and speed of 200 mm/s is carried out. The thickness of
powder layer is 40 micro, and different effective thermal conductivity values have been tested. Temperature-dependent
kbulk and laser absorptivity taken from [112]. A steady-state simulation is conducted by S YS WELD [113; 114], and
powder to solid transformation is handled by metallurgy module. Figure 14 shows the properties of powder bed
calculated from aforementioned methods. The density of powder bed given by Eq. 8 and Eq. 9 is almost the same,
while the conductivity of powder predicted by Eq. 9 is about three times larger than that predicted by Eq. 8.
Figure 15 gives the contours of steady temperature. First, the isotherms in Figure 15-(b) and Figure 15-(c) are quiet
similar, which means that the properties estimated by Eq. 8 and Eq. 9 have the comparable impact. Second, compared to
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Figure 14: The thermal conductivity and density of powder bed calculated from different methods.

Figure 15-(a), one can conclude that application of effective properties plays an important role in predicting steady-state
temperature. Table 2 shows the comparison of melt pool size, and we can conclude that the melt pool is significantly
underestimated without using effective properties, since the energy can diffuse easily in the powder bed.

Figure 15: Effect of effective properties of powder layer on steady temperature distribution: Ppowder = Pbulk (a); Ppowder calculated from Eq. 8 (b);
Ppowder calculated from Eq. 9(c).

Table 2: Melt pool size simulated by different models (unit: [mm]).

figure 15-(a) figure 15-(b) figure 15-(2)
length 0.199 0.250 0.244
width 0.133 0.185 0.168
depth 0.059 0.066 0.064

Ahsan et al. [115] has conducted the experiments to measure the effective thermal conductivity of powder bed of
different materials, such as Inconel 718, Ti6Al4V, SS 316L, SS 304L and CoCrMo. Experimental results show that the
thermal conductivity varies from 0.35 W/m.k (400 degree) to 0.51 W/m.k (1100 degrees) for all the materials. The
thermal conductivity of powder bed increases slightly with increasing temperature, while this augmentation of thermal
conductivity is negligible compared to the thermal conductivity of bulk.
To conclude, the properties of powder bed measured by experiments are complex, and measurement shows the
conductivity is significantly lower than that of bulk material. The numerical results shows the powder bed properties
play an important role in predicting melt pool and steady temperature. Therefore, both Eq. 8 and Eq. 9 can be used to
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rapid estimation of powder bed properties.

3.2.3. Phase transformation modeling in DED and PBF
Various models have been developed for phase transformation in welding processes, and these models can be directly
applied in AM simulations. Several classical and mostly used phase transformation equations of steel are introduced
here:

1. The Leblond equation [116] is usually used for modeling the ferrite to austenite transformation (during the
heating):

ṗ(T ) =
dp(T )

dt
= f (Ṫ )

peq(T ) − p(T )
τ(T )

(11)

where peq is the equilibrium phase fraction. τ is the delay time as a function of teh temperature. Ṫ is heating or
cooling rate. p is the proportion of phase and t is time.

2. Koistinen-Marburger equation [117] is mainly used to describe the austenite to martensite transformation:

pm(T ) = pm
(
1 − exp (−b (Ms − T )) (12)

with pm is the phase fraction at ambient temperature, and b is a coefficient value that depends on the carbon steel.
Ms is the temperature that martensite starts forming.

For other materials, such as Titanium alloy and Aluminium alloy, still need more research in modeling phase transfor-
mation, as these materials are widely used in AM.

3.3. thermo-mechanical analysis

The thermo-mechanical analysis of AM is quite similar to multi-pass welding simulations. The metal deposition
technique has been presented in Section 3.1, generally, and the mesh in thermal analysis will be used directly in
mechanical simulation.
The non-linear mechanical analysis in AM is solved in static, and the equilibrium equation is expressed as:

∇ · σ + f = 0 (13)

where σ is Cauchy stress tensor and f is the body and surface forces.

The total strain εtotal =
1
2

(
grad u∗ + gradT u∗

)
induced by the process can be described as the sum of elastic strain

εelastic, (visco)plastic strain εplastic, and thermal strain εthermal, and the plastic behavior of metallic general follows J2
plasticity.
The thermo-mechanical responses in AM are also widely studied, and the studies mostly performed with the time-
independent behavior [42; 118; 119]. Chen et al. [120] has applied thermo-mechanical-metallurgical model to simulate
the formation of microstructure and residual stress in DED. Strain rate independent model is presumably for ease of
implementation and to reduce computation time, but such models disregard annealing behavior, or stress and plastic
strain relaxation at elevated temperatures [121]. In fact, few studies have assumed the elastic-perfectly plastic condition
in AM simulations.
Kotkunde et al. reported that an important strain rates between 101 and 10−2 s−1 have been measured experimentally
[123]. Similarly, experimental results of Ganeriwala [121] et al. also shows an important strain-rate dependence
and annealing behavior of Ti-6Al-4V at elevated temperature (see figure 16). Since AM process associates with
rapid cooling and heating sequences as well as high temperature, thus, some authors [121; 124; 125] think that it is
reasonable to consider annealing behavior and strain rate effects in predicting the formation of residual stress and plastic
strain. Therefore, the physics-based and phenomenological plasticity models are employed in AM simulations, such as
Mechanical Threshold Stress model, and Johnson-Cook model. Table 3 presents a list of mechanical models reported
in AM simulations (not all the articles are referred), and obviously, more research is still required. For example, the
investigations of Pu et al. [126] shows that joint path strategies play an important role in mechanical behavior of
manufactured part.
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Figure 16: Comparison between experimental and simulation stress–strain response for Ti–6Al–4V at varying temperatures and strain rates, adapted
from [122; 121].

Table 3: List of mechanical models used in AM simulations

Mechanical model effects included Reference

Thermo-elasto-plastic models with isotropic hardening temperature softening [42; 118;
119; 127]

Thermo-elasto-visco-plastic models with isotropic hard-
ening

temperature softening and
annealing effect

[125]

Temperature-dependent switching constitutive equations
proposed by Goldak et al.

temperature softening, an-
nealing behavior and strain-
rate effect

[121; 128]

Mechanical Threshold Stress model dislocation content [129]

(Modified) Johnson-Cook (JC) plasticity models dislocation content [124; 130;
131]

Physically-based mixed-phase structure-property model solutes, grain size, phase vol-
ume fraction and dislocation
density

[132]
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3.4. speed-up strategies

Even though the part-scale simulation has already made a lot simplifications, such as disregarding interactions between
powder and laser/powder, fluid-dynamic in melt pool, a complete thermal-mechanical simulation with fine mesh along
all the building paths will takes many hours or days [133]. To reduce the computing time, different techniques have
been proposed and applied in AM simulations.

3.4.1. adaptive mesh refinement
To capture the high gradient of temperature and strain during the simulation, the fine mesh is required around the heat
source. Figure 17 shows two typical adaptive mesh refinement techniques (AMR) reported in literature[119; 134; 135;
136]. Figure 17-(a) is a static adaptive mesh refinement technique, which means the re-meshing is carried out after
building each layer. Figure 17-(b) shows a dynamic adaptive mesh refinement technique. At beginning of each time
step, a fine mesh is created in the reference frame related to heat source.

Figure 17: Adaptive mesh refinement techniques, adapted from [135; 119].

Compared to the static AMR technique, the dynamic AMR is supposed to be more efficient, as the local refinement
around heat source leads to much fewer DOF than the static AMR technique. However, frequent re-meshing operations
requires frequent equation renumbering, solver initialization and data transfer operation, which could also result in
computational costly.

3.4.2. hatch-by-hatch and layer-by-layer deposition
Simulation of a moving laser spot along the scanning path requires fine mesh to capture the high gradient of temperature
and strain, and the element size highly depends on spot size. The laser spot should contain at least 4 elements to ensure
a good prediction accuracy, one should note that an important gap between element size (in 10-30 micrometers) and
part scale (in millimeters) exists. Moreover, small-time steps should be chosen to ensure a numerically continuous
solution. All these features lead to the rise of computing time.
In order to circumvent the difficulty due to fine discretization of time and space, the hatch-by-hatch and layer-by-layer
deposition techniques [137; 138; 139; 140] are employed to accelerate the AM simulations. Figure 18 presents an
illustration of hatch-by-hatch and layer-by-layer deposition techniques. As laser spot is not included in the simulation,
the element size could be much larger.
The thermal cycle of hot track can be obtained by two ways: (i) a single-track step-by-step heat conduction simulation
[141] or a steady-state analytical solution; (ii) a representative surface or body heat flux (see figure 19) applied to a
target volume (scan or layer) for an arbitrary time period [137; 140]. In case of applying a representative surface or
body heat flux, the new energy density should be calibrated [138; 140] to ensure a correct fusion profile.
To enable modeling the large-sized samples at an affordable computational cost, multi-hatch-by-multi-hatch and
multi-layer-by-multi-layer [137; 138] also have been used in AM simulations. Bayat et al. [137] has conducted an
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Figure 18: Schema illustration of hatch-by-hatch and layer-by-layer deposition techniques, adapted from [137].

Figure 19: Modeling of body heat flux in the meso-scale layer hatch model: (a) hatch creation scan by scan, (b) hatched layer with body heat flux.
[140].
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investigation of the effect of activation strip width on distortion, and results presented in figure 20 shows that too large
strip width leads to poor prediction in distortion.

Figure 20: Final z-deflection field after the cutting process for: (a) SFH-30, (b) SFH-15, (c) SFH-06, (d) SFH-03 and (e) SFH-1.5. (f) is the actual
measurements done by 3D scanning with the fringe projection technique [137].

3.4.3. inherent strain method
To enable simulate the bigger geometries, inherent strain method [142; 143] has also been employed to simulate AM.
The inherent strain can be obtained either X-ray/neutron diffraction strain measurements [144] or the numerically
computed inherent strains [145].
In experimental measurements of inherent strain procedure, the residual stress/strain will be measured at different
distances near the bead. The experimental values will be used to reconstruct the inherent strain state as a function of
spatial coordinates. Once the arbitrary shape functions are fitted, the experimentally estimated eigenstrains can be
applied in the part-scale mechanical model for final stress/deformation prediction.
For the numerically computed inherent strains procedure, a full thermal-mechanical simulation is carried out on a
sub-model (a small block). The final strain extracted from the sub-model are then applied in a part-scale elasto-plastic
FE model to predict residual stresses and deformations of the real part. This work is based on the assumption that the
complete part is generated by a build-up of the same sub-models. Li et al. [146] presents a multi-scale methodology
to simulate the residual stress and distortion during SLM, as it can be noticed from figure 21. This multi-scale
methodology is quiet similar to inherent strains method, and the simulation speed-up is achieved by imposing the
distortion and residual stress field to part model.
The inherent strain method is computational efficient even for large and complex structures, as the inherent strain FE
analysis use only the material constitutive law and properties at ambient temperature. Furthermore, the mesh size used
in inherent strain method can be much bigger than the element size in step-by-step thermal-mechanical simulation.

3.4.4. remarks
A comparison of different strategies is shown in table 4, which can give a better insight into the accuracy, computational
cost, applicability, and simulation size. The inherent strain method is not included in this comparison, since the accuracy
and efficiency of the inherent strain method strongly depend on measurements or the selection of the sub-model.

1. Step-by-step simulation allows studying the effect of process parameters, such as laser speed, laser energy
distribution, spot size, etc. The microstructure related to process parameters can also be investigated, and the
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Figure 21: Multi-scale methodology for fast prediction of part distortion and residual stress [146].

Table 4: Comparison of speed-up strategies developed in FEM frame work, adapted from [138]

Strategy Accuracy Efficiency Applications Build size
Step-by-step with
fine mesh

• • • • • • ◦ ◦ ◦ ◦◦ Thermal-physical, thermo-
mechanical, meso-scale, and
powder-scale analyses.

few tracks and
layers

Step-by-step with
AMR mesh

• • • • • • • ◦ ◦ ◦◦ Thermal-physical, thermo-
mechanical, meso-scale, and
powder-scale analyses.

small part

Hatch-by-hatch • • • • ◦ • • • ◦ ◦◦ Scanning path design, thermo-
mechanical, part-scale.

medium part

n-hatch-by-n-hatch • • • ◦ ◦ • • • • ◦◦ Scanning part design, thermo-
mechanical, part-scale

medium and
large part

Layer-by-layer • • ◦ ◦ ◦ • • • • •◦ Number of parts on single build,
thermo-mechanical, part-scale

Large and
complex
geometry

n-layer-by-n-layer • ◦ ◦ ◦ ◦ • • • • •• Number of parts on single build,
thermo-mechanical, part-scale

Very large
and complex
geometry
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thermal-mechanical simulations are generally limited to a few tracks/layers (< 1 mm3). Step-by-step with AMR
mesh allows simulating the building of small part (< 10 mm3).

2. Hatch-by-hatch technique can be used to optimize the scanning strategies. Hatch-by-hatch or n-hatch-by-n-hatch
is an efficient alternative to assist in many engineering decisions, such as the orientation of the part, residual
stress or strain controlling. Printing of medium part ( about 100 mm3) can be simulated.

3. Layer-by-layer is destinated to simulate the large and complex geometry, and n-layer-by-n-layers technique is for
very large building part.

Increasing efficiency is generally accompanied by reduction of accuracy (or requirements of more calibrations),
therefore, the selection of speed-up strategy should adapt to the requirements. For example, we can not employ the
hatch-by-hatch technique to investigate the effect of energy distribution on melt pool size since the heat source is not
included in this simulation.

3.5. Conclusion

As shown in previous sections, the thermal-mechanical simulation of AM has been well studied. One should note
that the melt pool connect the solid part and powder/laser, however, strong assumptions has been made for melt pool
and thermal filed simulation. Furthermore, as the thermal results is responsible for the microstructre and mechanical
consequences, more accurate numerical models and studies concerning heat transfers are required.

4. Meso/powder-scale multiphysics models in PBF and DED

Meso/powder-scale models focus on simulating the interactions that have been disregarded in part-scale models, and
the high-fidelity meso/powder-scale models allows better appreciating the effects of process parameters. Different
numerical methods have been developed and applied to modeling DED and PBF, such as FEM/FVM, level-set, and
VOF, etc. Figure 22 summarize the multiphysics problems that we will discuss in this section. Compared to numerical
modeling of BPF, DED involves more couplings related to the dynamic effect of powder particle. The energy input in
DED and PBF is considered as laser beam for simplicity.
In order to make a clear presentation and give insight of each numerical method, this section consists of two parts:
interactions of powder-related and laser-related, mass/heat transfers in melt pool and bulk, since two parts are generally
performed in uncoupled manner. The modeling results of interactions of powder and laser beam will be used as the
input of mass/heat transfers simulations.

4.1. Interactions of powder-related and laser-related in PBF

In PBF process, the powder is deposited layer by layer as it can be noticed from figure 3-(b). In the literature, there are
two different ways to model the powder layer. The first approach is to treat the powder layer as a continuum medium
[147; 148; 149] (see the second model in figure 4) like in part-scale FEM presented in 3.2.2, which can largely reduce
the size of mesh discretization. In addition, the effective thermal-dependent material properties explained in Section
3.2.2 can also be incorporated to describe the properties of the powder layer. Similar to heat conduction simulations, a
2D or 3D heat source (Table 1) is generally employed to simulated the effect due to irradiation and ray propagation.
The second approach consists of considering the realistic geometry of powder particles [74; 150; 151; 152]. The
powder layer can be constructed with a uniform particle size and orderly packing [150], or powder spreading model
using the Discrete Element Method (DEM) [74; 152; 153], and advantage of DEM method allows taking realistic
packing conditions (interactions between powder and powder/substrate) into consideration.
The particle movement in DEM is in Lagrangian description, and its governing equations of linear and angular
momentum are

mp
dvp

dt
= F f + FD +Gi + ΣFp−p + ΣFp−s,

Ip
dw
dt
= ΣMt + Mr

with F f = −Vp∇p

(14)
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Figure 22: multiphysics modeling in DED and BPF.

Figure 23: Example of powder particle deposition; orderly packing (a) and powder spreading model (b), adapted from [150; 153].
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where mp, vp, Vp, Ip are the mass, velocity, volume, rotational inertia of particle; F f , FDm represent buoyancy force,
gravity force respectively; Gi is the force og ravity in i direction; p is the ambient pressure of an inert gas. Fp−p and
Fp−s stands for particle-particle and particle-substrate interaction force. w is the angular velocity; Mt, Mr are the
moment generated by tangential forces of interaction force and rolling friction toque. Relevant details can be found in
[152; 154; 155; 156].
After the deposition of powder layer, ray-tracing techniques [84; 148; 157] have been used to calculate real energy
distribution. As it can be noticed from figure 24, a sufficient number of rays replace the continuous Gaussian beam.
Every ray is traced in an explicit manner until it is totally absorbed or reflected outside the powder bed. However, the
ray-tracing simulation is extremely time-consuming; for simplicity, a 3D volume heat source can be calibrated through
the absorbed energy intensity given by the ray-tracing technique.

Figure 24: Powder-substrate geometry, laser beam and ray tracing, adapted from [148].

4.2. Mass/heat transfer in melt pool and bulk in PBF

The Lattice Boltzmann method (LBM), Smoothed Particle Hydrodynamics (SPH), finite element method (FEM) and
finite volume method (FVM) are main ways reported in the literature to model mass and heat transfers in melt pool.
In general, the finite element method will only model metallic material (solid or liquid), and the volume of gas is
disregarded. The finite volume method consist of modeling two-phase flow (gas and solid or liquid); thus, special
algorithm is required to capture free interface between gas and metallic material. We start with governing equations
targeting modeling melt-pool :

Mass Conservation :
∂ρ

∂t
+ ∇ · (ρv) = 0

Momentum Conservation :
∂(ρv)
∂t
+ ∇ · (ρ v ⊗ v) = −∇ · p + ∇ · τ + Smom

Energy Conservation :
∂ (ρC T )

∂t
+ ∇ · (ρC Tv) = ∇ · (k∇T ) + S energy

(15)

where v, p, τ are velocity, hydrostatic pressure and the deviator of the tensor of the constraints of Cauchy. Smom is the
sources termes for momentum, such as buoyancy force, gravity force, or surface tension; S energy represents the sources
term of energy, such as laser irradiation, convection and radiation losses.
Körner et al. employed the Lattice Boltzmann Method [74; 158] to investigate the balling effect, and wetting phenomena
numerically. They also reported that the packing density has significant effect on melt pool characteristics such as
balling. However, LBM has been reported [159] that there are numerous limitations for modeling laser melting
processes. For example, the need for a fine lattice-mesh to accurately capture the mesh motion as well as an unclear
methodology for modeling some of the thermal effects in the energy equation.
In the FEM method, the domain of material should be discretized by the elements. However, considering realistic
geometry of powder particles in 3D would lead to a heavily meshing task, sometimes even become impossible.
Certainly, re-meshing procedure is sometime required to avoid mesh tangling. ALE3D [27; 151; 160] has been applied
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to carry out such simulations in 3D. For simplifying the mesh operations, Tseng et al. [150] employed the 2D model to
investigate the interfacial dynamics. To completely circumvent heavily meshing operations, the continuum medium
method presented in 4.1 is much more friendly for meshing, which has been widely used in modeling PBF [161].
Since the mesh-based FEM is sometimes constrained by re-meshing, the free mesh method like SPH seems an optimal
solution for modeling heat and mass transfers in melt pool. Several efforts have been made to model AM process.
Trautmann et al. [162] developed a three-dimensional multiphysics SPH model to simulate molten pool flow, where the
effects of gravity, buoyancy, as well as surface tension forces and dynamic viscosity are considered. Russell et al. [161]
adapted the SPH method to resolve thermal, mechanical, and material fields in a laser-based AM process involving
heating (including thermal expansion), melting, as well as re-solidification of metallic materials were simulated.
Further numerical simulations of the 3D PBF process by SPH were carried out [163; 164; 165]. They investigated the
relationship between the different processing parameters and the morphology of molten pool. Multi-Resolution SPH
[166], FEM-SPH coupling method [167], GPU-accelerated 3D SPH model [168] have also been developed to reduce
the computational effort.
To model the molten pool using FVM, the interface between gas and solid/liquid must be tracked with appropriate
boundary conditions. Volume of fluid (VOF) [169] method gains intensive attentions and utilization thanks to open
source codes (OpenFOAM), which employs a set of fixed rectangle or hexahedral grids in space. The conservation
equation of fluid fraction is calculated:

∂χ

∂t
+
∂ (viχ)
∂xi

= 0 (16)

with χ the base material fraction. Specifically, χ = 0 indicates a void cell where only gas is present, 0 < χ < 1 refers to
an interface cell containing both gas and base material, χ = 1 depicts a cell completely occupied by base material. The
VOF equation should be solved systematically together with equation 15. In case of presenting mixture of two phase in
one cell, the thermophysical properties are weighted by the volume fraction and described as:

ϕ = ϕ1χ + ϕ2(1 − χ) (17)

where ϕ could be some generic material properties, such as density, heat capacity, dynamic viscosity and thermal
conductivity; subscript 1,2 are the base material and gas. More details can be found in [152; 170].
The level-set (LS) method is another widely used interface tracking approach in finite element/volume approach [149],
by applying a level-set function to calculate the interface region [171]. In general, the zero-level set represents the
interface of gas/material, and other levels sets are symmetrical positioned at various distances from the interface [172].
The level set function ψ(x, t) is advected through the integration of an advection equation:

∂ψ

∂t
+ v · ∇ψ = 0 (18)

The advective flow field v in equation 18 is the velocity solution calculated from Navier–Stokes equations. Actually,

only the normal component of v is needed to update interface: vN = v ·
∇ψ

|∇φ|
; therefore, equation 18 can written as

∂ψ

∂t
+ vN |∇φ| = 0 (19)

One of possible formulation is to set the level set function to be positive and negative in the base material phase and gas
phase, respectively:

ψ(x, t)


> 0 i f x ∈ base material phase
= 0 i f x ∈ Γ
< 0 i f x ∈ gas phase

(20)

To avoid the sharply change of properties at interface, a smoothed Heaviside functions H(ψ) is introduced to create a
transition zone around the interface (ψ = 0). H(ψ) varies from 0 to 1 within a a total thickness 2l and keeps constant
outside [149]:
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H(ψ) =


0

1
2

[1 +
ψ

l
+

1
π

sin(
πψ

l
)]

1

for


ψ < −l
|ψ| ≤ l
ψ > l

(21)

Apart from tracking interface of L/G and L/S, the following continuum model [173; 174] is commonly employed to
make the transport equation valid for the entire computation domain (gas, liquid and solid), and physical properties of
transient layer are smoothed as follows:

ρ =

{
(1 − H) ρl + Hρg L/G

fsρs + flρl L/S

h =
{

(1 − H) hl + Hhg L/G
fshs + flhl L/S

k =


(1 − H) kl + Hkg L/G(

fs

ks
+

fl
kl

)−1

L/S

µ =

 (1 − H) µl + Hµg L/G
µl
ρs

ρl
L/S

(22)

where ρ, h, k, µ are the properties of density, enthalpy, thermal conductivity and viscosity. The subscript s, l, g represent
solid, liquid and gas. H is the Heaviside functions in equation 21. fs and fl are the volume fraction of liquid and solid,
respectively, which are expressed as :

fs = 1 −
Fl

ρl

(
1 − Fl

ρs
+

Fl

ρl

)
fl =

Fl

ρl

(
1 − Fl

ρs
+

Fl

ρl

)−1 (23)

The mass fraction at the solid/liquid interface can be calculated by using temperature :

Fl =


0 for T < Ts
T − Ts

Tl − Ts
for Ts ≤ T ≤ Tl

1 for T > Tl

Fs = 1 − Fl

(24)

Figure 25 illustrate difference between VOF method and level-set method in finite volume approach. The VOF first
calculate the volume fraction of base material, and the continuum surface force technique [175] is adopted to construct
a continuum interface. The level-set method will use the vN computed from N-S equations to update the L/G interface.

Figure 25: Schema illustration of VOF (a) and level-set method (b).
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Figure 26: Molten pool simulated by aforementioned models: Lattice-Boltzmann model [74] (a), ALE3D [151] (b), In-house LS-FEM code [149]
(c), OpenFOAM [152] (d).

Figure 26 shows some simulations results given by aforementioned models. LBM simulations in 2D presented by
Körner et al. [74; 158] give insights of the importance of powder packing. However, there is no software or open-source
code is available in 3D LBM, Moreover, Khairallah et al. [151] reported that LBM suffers severe numerical instabilities
when accounting for the temperature. ALE3D developed by Lawrence Livermore National Laboratory address 2D and
3D multiphysics engineering problems using a hybrid finite element and finite volume formulation on an unstructured
grid. ALE3D can investigate not only the fluid dynamic in molten pool but also different kinds of pore defect formation
(depression collapse, lateral pores, open and trapped pores) [151]. Simulation result in Figure 26-(c) is given by a FEM
with a level set formulation [149], this model allows investigating the effect of process parameters on stability and
regularity of the solidified track. Since the realistic powder geometry is disregarded, the powder-related parameters
cannot be elucidated directly in numerical model, such as packing, powder size distribution. Open-FOAM has been
widely used to investigate the process parameters, to which phenomena such as balling effect, vaporization, and track
irregularity were connected. Figure 5 summarizes some majors multiphysics models presented in the literature.

Table 5: Summarize of some major multiphysics models in modeling PBF

Strategy Software (reference) Physics
Continuum medium + FEM Comsol multiphysics [176] (a-c),(f),(g)
Continuum medium + FEM In-house LS-FEM code [149; 177] (a-d),(f),(g),(i)
DEM + LBM In-house LBM code [166], Dual-

SPHysics [168]
(a-h)

SPH In-house SPH code [74; 158] (a-h)
Powder packing + FEM/FVM ALE3D [27; 151; 160] (a-g)
DEM + FVM CFDEM [152] + Open-FOAM [178;

179; 180; 181]
(a-i)

DEM + FVM DEM + Flow-3D [182; 183; 184; 185] (a-i)
DEM + FVM ESI_ACE+ [186; 187; 188; 189] (a-i)

(a) Marangoni effect; (b) Buoyancy effect (c) Surface tension; (d) Densification; (e) Realistic powder geometry;
(f) Recoil pressure; (g) Vaporisation; (h) powder-related interactions; (i) laser-related interactions;
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4.3. interactions of powder-related and laser-related in DED
In the DED process, interaction between the powder stream and laser beam alters the temperature of powder particle
and energy distribution and intensity of laser beam reaching the deposition melt pool, which would significantly affect
the melt pool and deposition tracks [190]. Furthermore, the thermal field is highly responsible to residual strain/stress
and microstructure of final part. To better understand the effect of process parameters, both experimental and numerical
studies have been carried out [190; 191; 192; 193]. As the temperature of powder and intensity of laser at consolidation
plane are two main input parameters for mass/heat transfers simulation, the numerical methods and models focus on
modeling interactions will be presented.
Table 6 review typical methods used in modeling the interactions. The analytical method considers only the interaction
between powder and laser, and powder concentration and movement are generally pre-defined. The one-way coupling
method will calculate the gas turbulent flow without considering the impacts of powder particles on gas flow, while the
effect of gas flow on powder particle will be taken into account. The two-way coupling method computes the gas flow
and the movement of powder particles in a strong coupling manner. The equilibrium of powder particles and gas flow
are solved together.

Table 6: Typical numerical methods applied in modeling interactions in DED

Numerical method interaction(s) into account

Analytical method [194; 195] interaction between powder and laser

one-way coupling method [196; 197]

impacts of gas flow on powder particle

interaction between powder and laser

(optional) collisions among particles

(optional) interaction between gas flow and substrate (pre-
deposited layers)

two-way coupling method [198; 199; 200]

strong coupling between powder and gas

interaction between powder and laser

(optional) collisions among particles

(optional) interaction between gas field and substrate (pre-
deposited layers)

4.3.1. analytical method
Figure 27 presents the steps and orders followed in analytical modeling. The first step is to determine the powder
flux distribution below the exit of nozzles, and the effects of carrier gas on powder distribution are disregarded. Once
the powder distribution is determined, the total powder mass within the laser beam can be calculated. Step two is to
statically analyze the laser attenuation due to the powder particles within the laser beam, which allows determining
quantitatively the laser energy distribution below the nozzle. Calculation of powder particle heating is the last step,
since the laser attenuation and trajectory of powder particle are required to calculate the irradiation of laser. One should
note that the selected function to describe powder flux distribution is crucial to the prediction of laser attenuation and
particle heating. Two examples are presented in following sections.
The analytical models are computational efficient, and assumptions are made to establish the relationship between
process parameters and output results (temperature of powder and attenuation of laser). The assumptions can be
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Figure 27: Workflow of analytical modeling.

summarized as [194]:

1. The particles are assumed to be are spherical and identical with the average radius [191; 194; 201]. Because of
low volume fraction of powder particles, the collisions of particles are neglected.

2. The powder stream and gas flow are treated as steady state with constant velocity. The effect of gravity and drag
force are negligible [191; 202], since the interaction time is too short for the particles to cross the beam-powder
interaction zone.

3. The temperature of particles are solved by treating the particles as lumped capacity volume because of low the
Biot number [202; 203]. Convective and radiative losses in the stream are faible and neglected.

4. Laser attenuation is often proportional to the area of the particles projected to the beam [204; 205], and particle
heating due to reflected energy may be negligible [203; 196].

5. At any cross-section, the powder flow follows Gaussian distribution or addition of multiple Gaussian distribution,
which has been confirmed by the experimental results [193; 206].

According to the nozzle type used in DED, there are three types of nozzles including coaxial nozzle, three-jet nozzle,
and four-jet nozzle, and figure 28 presents two typical nozzles. Two analytical models proposed in the literature will be
demonstrated.
Liu et al [191] has proposed analytical modeling and experimental validation of powder stream distribution for four-jet
nozzle. The similar idea as Pinkerton is adopted, and the powder flux rate distribution below the nozzle is supposed to
be Gaussian. Figure 29 shows an diagram of powder stream, and the powder flux distribution at a point P(r, z) before
the converging point can be expressed as:

M(r, z) = MA + MB + MC + MD

=
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)
+ exp

(
−2c2

r2
s

)
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)]
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where rs is the powder stream radius that is written as rs =
z
dc

(L − r0 + r0).
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Figure 28: Example of nozzle type: coaxial nozzle (a) and four-jet nozzle (b), adapted from [191; 193].

Figure 29: Schematic diagram of the powder stream from a four-jet deposition nozzle, adapted from [191].
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Pinkerton [190] has proposed an analytical model to determine the laser attenuation, powder flux and particle heating
during DED process, and this model has been widely accepted and used [207; 208; 209; 210; 211]. The coaxial nozzle
has been simplified as a 2D axisymmetrical problem, as it can be noticed in figure 30 and some geometrical parameters
are also shown. The powder distributions and powder temperature predicted have been verified and validated by
experimental results.

Figure 30: Schematic diagram of the powder stream from a coaxial laser deposition nozzle (a) and Schematic diagram of beam attenuation by the
powder at any position where they interact (b), adapted from [190].

At any position (z,r) for 0 < z < sn and r > 0, we have:
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(26)

where I(0, r) is the beam intensity at (0,r), and vpz is powder velocity component in z direction. Pr(z) corresponds the
powder flux falling within the beam (0 < z < sn & r < L). ρ is the powder density. The powder flux P comprise the
powder from A and B. α is the absorptivity of the particles to the laser radiation. ∆z corresponds the discritization of
laser beam in z direction as it can be noticed from figure 30.
Frenk et la.[212] and Huang et al. [202] applied Mie and Lambert-Beer theorem to describe attenuation of laser.
The similar linear relationship between the laser attenuation and projected area of powders within beam has been
found, and this type of model has been extensively used in the literature due to its simplicity and efficiency [213]. The
mathematical formulation of laser attenuation based on Mie’s theory is written as follow [212]:

I(z, r) = I(0, r)
[
1 − exp

(
−σextNpl

)]
(27)

where σext and Np are the extinction coefficient and powder concentration. l is the the traveling distance of laser beam.
Moreover, to determine the particle temperature in a realistic way, Huang et al. [202] not only considered the convection
and radiation losses, but also treated the latent heat by using the temperature correction method. The energy balance for
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heating powder presented in equation 26 becomes:

4πr3
p

3
ρC∆T = αI(z, r)πr2

p
∆z
vpz
− σϵ(T 4 − T 4

0 )πr2
p − hconv(T − T0)πr2

p

C∆T =


Cpowder∆T ; for T < Tsolidus

Cpowder∆T + L
(T − Tsolidus)

(Tliquidus − Tsolidus)
; for Tsolidus < T < Tliquidus

Cpowder∆T + L; for T > Tliquidus

(28)

As it can be noticed from the above discussion, analytical models can make fast estimations based on several
assumptions. The analytical models allow investigating nozzle design, some powder-related and laser-related process
parameters, and providing input data for mass/heat transfer modeling. However, the some over-simplified assumptions
related to powder particle (shape and size) and its interactions with gas could also reduce the precision of predictions.
Numerical methods though computational fluid dynamics techniques can give better predictions by considering more
complex multiphysics couplings but these methods could be more time-consuming.

4.3.2. one-way and two-way coupling method
Since analytical method disregarded the several interactions and particle trajectory is calculated with pre-defined
movement, the numerical models aims to make high-fidelity modelings. Two-phase turbulent flow, including continuum
phase of gas and powder particles, can be modeled by computational fluid dynamic (CFD) techniques. Figure 31
shows a resume of the workflow of one-way and two-ways coupling methods as well as the governing equations, and
the principle difference between one-way and two-way coupling is whether the feedback of particle on gas flow is
considering. In both cases, the collision between the particles are generally ignored as a result of low volume fraction
of powders.

Figure 31: Resume of one-way and two-way coupling methods.

The governing equations of gas flow are modelled by Navier-Stokes equations, and the temperature change of gas flow
is disregarded because of negligible variance.
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Conservation of mass:
∂ρg

∂t
+ ∇ · (ρgv) = 0

Conservation of momentum:
∂(ρgv)
∂t

+ ∇ · (ρgv ⊗ v) = −∇ · p + ∇ · τ + ρggi + Sparticle

(29)

where ρg, t, v are the density, time and velocity vector respectively; p, gi are the pressure and gravity vector; Sparticle is
the source term to represent the forces exerted by powders, which is neglected in the one-way coupling method. This
momentum source is computed based on the trajectories of powder particles and momentum conservation, which has
been detailed in [198; 199; 200]. Then, the Reynolds Averaged Navier-Stokes approach is generally applied to model
turbulent flow, by using k − ϵ [214] or k − ω [215] model. Furthermore, more assumptions can be made to simplify
equation 29. For example, flow gas can be treated as in-compressible due to small pressure drop and low Mach number
[199].
Discrete phase model (DPM) has been used extensively to model the powder dynamic, and the trajectory of phase
particle is solved by calculating force balance in a Lagrangian description. To reduce the computational cost, a package
of powder particles will be regarded as a continuum volume, and its governing equations follow Newton’s laws of
motion.

dxp

dt
= vp

dvp

dt
= FD +

gi

(
ρp − ρg

)
ρp

(30)

where FD,
gi

(
ρp − ρ∞

)
ρp

are the drag force per unit particle mass and body force due to gravity, respectively; xp is the

position vector of phase particle. And the drag force can be written as:

FD =
3µCDRe
4ρpd2

p

(
vg − vp

)
(31)

with CD is the drag coefficient, which depends on the shape of particle. Both spherical and non-spherical drag coefficient
models have been carried out in detail analysis by Levenspiel et al. [216] and He et al. [217].
Modeling of particle heating due to laser irradiation and laser attenuation is in the last step. The governing equations of
particle heating are taken the same forme as described in analytical model. Mie’s and Lambert-Beer theorem have
been widely used for calculating laser attenuation in the literature, while solving radiation transport equation or even
Maxwell’s equations are generally computationally expensive. Therefore, the idea proposed by Pinkerton [190], which
consists of establishing a linear relation between the projected area of particles and its attenuation, was well suited
because of its simplicity [200]. The ray-tracing method [205] is based on the similar idea.

4.4. mass/heat transfers in melt pool and bulk in DED

The molten pool connects the powder stream, laser irradiation, mass addition, and heat transfer in DED. According to
whether the realistic powder particles are modelled in molten pool models, the numerical models are classified into
two groups: (i) molten pool models without powder stream simulation; (ii) molten pool models with powder feeding
simulation.

4.4.1. molten pool models without powder stream simulation
Since the powder stream is not included in molten pool models, the mass flux, laser attenuation, and heat flux are first
calculated from the models presented in Section 4.3, and then fed to molten pool models. Both mass and heat flux can
be imposed as boundary conditions in FEM and FVM. In the section 4.4.1, we will first present the method FEM based
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on Arbitrary Lagrangian-Eulerian (ALE), which models only the metal state. The second type of method that we will
revise is FVM based on VOF and Level-set, which consist of modeling gas and metal.
In general, the FEM consists of solving equation 15 only in solid and liquid material, and the modeling of gas flow
is disregarded. Therefore, the boundary of mesh represents the surface of substrate or deposited layer, and an ALE
moving mesh technique is frequently applied to describe the evolution of geometry due to mass addition. Morville et al.
and Ya et al. [218; 219] presented 2D modeling of clad geometry and thermal results with Comsol multiphysics®
software, while two different strategies have been adopted to geometry of deposited tracks.
Morville et al. [218] defined a moving energy distribution (uniform) and mass distribution (Gaussian) in space, and
laser attenuation was not accounted in their model. The heat loss in the out of plane dimension is modeled by adding
a volume sink term in energy conservation equation (equation 15), and the moving mesh is controlled by following
equations :

vn = u · n+ vp · n

with vp = Np
ηpm
ρpπr2

p
exp(−Np

r2

r2
p

) · j (32)

where u, vp is the velocity field calculated from N-S equation and mass addition. Np and rp are respectively the
constriction coefficient and the standard deviation of the Gaussian distribution, which are determined from experimental
measurements. ηp represents powder catchment efficiency that is calculated by assessing the mass difference between
powder delivered and deposited material, and m is powder deposition rate by the nozzles (g · min−1). vp is supposed to
be 0 when the surface is not melting. j is unit vector in the mesh moving direction.
Ya et al. [219] used the parabolic function to approximate the geometry of deposited tracks in 2D, and the parabolic
shape has been validated by Onwubolu et al. [220] and Nenadl et al. [221]. A function Fn(y, z, t) is introduced to
represent the geometry of deposited tracks n, as is shown in figure 32. The moving boundary due to powder addition is
the derivative of the Fn(y, z, t) over time. The parameters of Fn(y, z, t) can be calibrated from experimental results.

Figure 32: Schematic presentation of relationship in multi-tracks deposition, adapted from [219].

F1 = a1y2 + b1y + c1

with F1

(
−Wc

2

)
= 0, F1

(Wc

2

)
= 0, F1(0) = h1

Fn = any2 + bny + cn

with Fn (yn) = Fn−1 (yn−1) , Fn (yn +Wc) = 0, Acn = Ac1
yn = yn−1, n = 2, 3, . . .

(33)

where n is the number of track. an, bn, cn are the parameters used to define the geometry of tracks n, and mass balance
assumption is employed. yn represent the position where the interaction appear between two successive tracks, which is

calculated from yn = (n − 1)
(
Wc −Wc ∗

Wc − Dr

Wc

)
(Dr is the lateral displacement between successive tracks).

Figure 33 shows the numerical results given by ALE moving mesh technique in 2D, the thermal effect in the out-of-plane
direction is modeled via a volumetric source term in energy equation [218] to match the experimental configuration;
otherwise, the laser absorptivity should be calibrated with experiments [219] to obtain a good melt pool morphology.
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Figure 33: ALE moving mesh technique in 2D simulations presented by Morveille [218] (a) and Ya [219] (b).

To conclude, the 2D models provide supplementary results with acceptable computational time, while the assumption
neglecting transverse fluid flow leads to low accuracy and predictive.
Similarly, ALE moving mesh technique has also applied to 3D simulation. Gan et al. [176] simulated laser-assisted
additive manufacturing, the mass addition is represented by the moving velocity of liquid/gas interface (see equation
32). Figure 34 shows the simulation results of DED by employing ALE moving mesh technique.

Figure 34: Application of ALE moving mesh for DED simulation in 3D, adapted from [176].

Apart from aforementioned single-material FEM method, the FVM method has also been widely used to model the
DED process, and both gas and liquid/solid material will be modeled. The liquid/solid-gas interface is tracked by VOF
[222] or level-set [192; 223]. The concept of VOF and Level-set method has already been introduced in section 4.2,
while we discuss their applications for taking mass addition into account.
The interface capturing method in VOF has initially been proposed for welding simulation [224], nowadays, this
technique has been widely used to model the DED process in FVM [225]. The liquid-gas interface profile is calculated
by minimizing the total energy of the surface, and the melt pool surface profile during gas metal arc welding [224], is
controlled by following equations:
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where ϕ is the general variable; subscript x and y stands for partial derivative to x and y; γ and λ are the surface tension
and Lagrange multiplier, respectively. ϕs − z0 is the difference between solidified surface profile and initial z location of
specimen top surface; rw, w f and Uw represent the wire radius, wire feeding rate and the source traveling speed. In the

context of DED, the term
πr2

ww f

Uw
should be reformulated as

ηpm
ρpUw

to represent the evolution of metal volume due to

mass addition of powder particles.
The level-set method used to model DED is based on the same idea presented in Section 4.2, and the only modification
made for equation 19 is the calculation of speed function vN . According to the physics of the DED process, the vN can
be addition of two parts : (i) velocity solution of Navier-Stokes equation; (ii) velocity related to mass addition. The vN

can be calculated in the similar way presented in equation 32. The continuum material properties in different levels are
solved in the same way presented in Section 4.2.
Figure 35 shows two examples of DED simulations. Both VOF method and LS method can give similar features in
terms of simulation capacities.

Figure 35: Applications of VOF [222] (a) and LS [223] method (b) for DED simulation.

4.4.2. molten pool models with powder feeding
Aforementioned molten pool models without powder feeding provide possibility of simulating the melting profile
and temperature evolution during DED process. However, the precision of prediction is limited by the assumptions
made for these models. For example, the powder falling in the region of melt pool is melted immediately and they are
assumed to be the same temperature as the melt pool; the momentum quantity associate with the powder addition is
neglected. Actually, The study of Bayat et al. [226] presents that the incoming powder can affect the movement of fluid
flow in melt pool, which can further change the temperature distribution and melt pool profile. For example, the melt
pool becomes both narrower and colder with increasing powder speed, and the melt pool velocity magnitude decreases
with the increase of the particles speed. Therefore, considering the enthalpy and momentum of powder is crucial for
improving the prediction precision of numerical models in DED.
To take into account the effects (momentum, enthalpy) of incoming powder on melt pool, the FVM method with VOF
[226] and FEM method with conservative level set method [227] have been applied to simulate DED process. These
models will model two-phase flow problems (gas and metal). Figure 36 presents two respective simulations of molten
pool models incorporated with powder feeding, and the laser attenuation are taken into account directly by applying
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Figure 36: Molten pool models with powder feeding simulation: VOF [226] (a) and LS [227] method (b).

Lambert-Beer theorem. These models can give the most realistic simulations. However, the mesh should be fine enough
(in several micrometer) to capture the geometry and movement of powder particles, and the fine mesh would lead to a
considerable increasing of computational cost.

5. Conclusions and perspectives

In this paper, a comprehensive analysis and presentation of modeling techniques developed for the simulation of
powder-based AM are reviewed. This review starts from the presentation of pure heat transfer models until the most
complex multiphysics models, which will allow the reader a better understanding of the advantages and drawbacks of
different numerical models. As it can be seen from figure 37, the organization of paper is from top to down : part-scale
models, meso-scale models, and powder-scale models.

Figure 37: Overview of relationship of different modeling scales: adapted from (b) [176]; (c) [226]; (e) [12].

The part-scale models consist of solving heat transfer equation in thermal analysis and equilibrium equations in
mechanical analysis. The key of such type of modelings is heat source fitting procedure, as the heat convection in
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melt pool is disregarded; therefore, the heat source should be calibrated according to experimental results. These
simplifications can reduce significantly the computational cost, while the precision of prediction is not guaranteed
for the process parameters without experiments. Apart from computational efficiency, the part-scale models provide
the possibility of computing the distortions and residual stresses of manufactured parts. Different frameworks for
accelerating thermal and mechanical analysis proposed in the literature are discussed and compared together. However,
the mechanical material behaviour during the manufacturing processes, especially for multi-cycles of rapid heating and
cooling, still requires more investigations.
The powder-scale models considers the real geometry of powder particles and allows taking the fluid-flow in melting
pool, laser-powder and gas-material interactions into account, which can significantly improve the precision of
predictions. Moreover, the powder-scale models can also investigate the keyhole induced porosity as well as formation
of lack of fusion related to process parameters. Since these models work on the powder scale, the computational cost of
powder-scale models is still its main obstacle.
The meso-scale models can be considered as a compromise solution between the powder-scale and part-scale models.
Such alternative considers the fluid-flow simulation in melt pool, while the powder layer is treated as a continuum
medium with different thermal properties from the compact state. Compared to the powder-scale models, the simplifi-
cation conducted by using the continuum medium allows utilization of larger size element, thus less computational cost
can be expected.
The selection of a numerical model depends on predefined research objectives and computational constraints. An
effective numerical model should efficiently achieve these objectives while minimizing computational resources.
Consider the example of investigating the influence of powder shape: only powder-scale models can accurately account
for powder shape effects. If one would like investigate the relationship between the print order and the residual
deformation, the part-scale model is most suitable. This underscores the necessity of aligning the chosen numerical
model with the specific goals of the investigation, ensuring that the computational cost is appropriately balanced against
the insights gained.
Future developments in this field can be categorized into following directions:

1. High-Fidelity multiphysics computational models: The focus here is on creating comprehensive multiphysics
models that capture a wide range of physical phenomena. This could include incorporating considerations like
grain orientation during solidification and its mechanical properties at grain scale and addressing challenges such
as fissure formation inter grain. The aim is to develop models that reflect the real-world processes as accurately
as possible, enhancing the predictive capabilities and insight gained from simulations, which allows aiding
designs of new materials and alloy with specific properties.

2. High-Efficiency part-scale computational models: Another promising direction for development is the creation
of highly efficient models specifically designed for individual parts. These models aim to strike a balance
between computational cost and accuracy, addressing the challenge of predicting residual stress and distortion in
manufactured parts. This challenge becomes even more critical as manufactured parts can consist of hundreds of
layers or even more, demanding efficient computational strategies that can handle the intricacies of layer-wise
manufacturing processes.

3. Machine learning and additive manufacturing: The field of additive manufacturing has seen an explosive
growth in databases, both experimental and numerical. Machine learning offer an exciting opportunity for
exploring the data to uncover hidden relationships between input parameters and some specific properties of
manufactured parts [228; 229].
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