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Abstract

Numerical prediction of melt pool morphology and temperature distribution
of thermomechanical processes (welding, additive manufacturing) plays an
important role in understanding the relationships between process parame-
ters and the quality of manufactured parts. The heat conduction models are
limited in their predictability because the transport phenomena relevant to
the melt pool dynamic are ignored. In contrast, the multiphysics model al-
lows consideration of the heat transfer, free surface evolution, and transport
phenomena in the melt pool, leading to more accurate predictions. However,
the computational cost of multiphysics models makes them impractical for
part-scale simulations. In this paper, a local moving thermal-fluid frame-
work based on the finite element method is presented, which allows solving
the thermal-fluid problem only in the small moving zone containing the melt
pool and the heat transfer problem in the rest part. Therefore, this new pro-
posed moving thermal-fluid (MTF) framework is predictive as well as the full
thermal-fluid model, while it is much more efficient than a full thermal-fluid
model since there are much fewer degrees of freedom (DOF) to solve. Finally,
numerical validation tests in welding and additive manufacturing simulations
highlight its computational efficiency and high-fidelity, and a relative error
of less than 2.6% was observed. In the part-scale simulation of laser weld-
ing benchmark, the MTF model takes only 62 hours in place of about three
weeks required by a full thermal-fluid model.

Keywords: multiphysics model, finite element method, ALE, moving
thermal-fluid framework, welding, additive manufacturing
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1. Introduction

Traditionally, optimizing fabrication parameters has relied on experimen-
tal trial and error tests, which can be expensive and tricky. Moreover, exper-
imental measurements may not provide the required quantities of interest at
all points of the structure. Nowadays, the development of numerical/physical
models and computing capabilities has made numerical methods an essen-
tial decision-making tool for predicting the consequences of manufacturing
processes [1, 2] and optimizing fabrication parameters. Numerical methods
provide a cost-effective and efficient way to predict the behaviour of the sys-
tem, enabling design engineers to assess the impact of design choices on the
final product. Therefore, numerical methods have become an indispensable
tool in the manufacturing industry.

Thermomechanical processes, such as welding and additive manufactur-
ing, involve a moving heat input that leads to microstructural modifications,
distortions, and residual stresses. Numerical simulation of these processes
is crucial for understanding the underlying physical phenomena [3, 4, 5]. In
thermomechanical processes, the thermal model used to predict the melt pool
and thermal history is of importance as it is used to impose variable thermal
loading in a subsequent mechanical simulation. Thermal models can be clas-
sified as either heat transfer models [6, 7, 8] or multiphysics models [9, 10, 11]
depending on the physical phenomena involved. Heat transfer models con-
sider only heat transfer phenomena, while multiphysics models account for
other relevant physical phenomena such as free surface and transport phe-
nomena in the melt pool.

The heat transfer model initially consists in solving the heat conduction
problem, and numerous physical phenomena are neglected. Various contribu-
tions have been made to improve the predictability of the heat transfer model.
Goldak et al. [12] proposed a volume source of double ellipsoid configuration
to consider the transport phenomena in the melt pool. Similarly, different
heat source distributions, such as 3D conical Gaussian heat source [13] and
cylindrical heat source [14], are developed to model laser or electron-beam
welding process. A comparison of the performance of different heat source
models in simulating laser butt welding is performed [15], and 3D conical
with cylindrical heat source yields better measurements. Apart from the ap-
plication of volume source, the equivalent thermal conductivity [16, 17] has
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also been applied to consider the convective effects, and this method consists
in increasing of the heat conduction in the fusion zone. Then, the metallur-
gical models [18, 19, 20], metal deposition modeling [21, 22, 23], and latent
heat due to phase changing between solid and liquid [24, 25] have also been
implemented to render the model more physical. Recently, JIA et al. [26]
presented a steady-state thermal model for rapid predicting melt pool size,
which allows taking phase transformation, non-linear properties, and convec-
tive effects into consideration. To conclude, the complexity of multiphysics
and multi-interactions is reduced to the calibration of the heat source param-
eters or the enhancement factor of heat conductivity. Thus, the heat transfer
model is generally adapted to enrich the existing experimental database, and
the quality of the heat transfer model is guaranteed only for the calibrated
test cases.

The multiphysics model aims to model the transport phenomena and
free surface evolution in the melt pool, and heat transfer in the solid state.
The conservation equations (mass, energy balance, momentum) should be
solved for each moment and in each element/cell, and the free surface evolu-
tion can be tracked by Arbitrary Lagrangian Eulerian method (ALE) [27] in
finite element method, volume of fluid (VOF) [28] and Level-Set [29] in Com-
putational Fluid Dynamics (CFD). Compared to ALE free surface tracking
method, VOF and Level-Set are much more sophisticated and allow modeling
the presence of ”keyhole” [30, 31], the formation of porosity [32] and vapor-
ization [33]. The aforementioned methods (VOF, Level-Set) can easily deal
with topological changes; however, one major disadvantage of these methods
is the numerical diffusion of the diffuse interface, which eventually leads to
a loss in precision and a lack of mass conservation [34, 35]. Moreover, these
simulations are extremely expensive as both air and metal should be meshed
together, and extremely fine mesh is required at the interface for tracking
free surface evolution. Recently, Li et al. [36] has succeeded in reducing
computational costs by implementing a multi-mesh finite volume method for
heat transfer and fluid flow problems. They employed a Dirichlet boundary
condition to create interaction between the fine and coarse meshes. However,
their applications are still limited in modeling domains that are smaller than
5 mm3 with more than 1 million elements.

In certain normal manufacturing conditions, such as laser welding and di-
rect energy deposition (DED), the presence of ”keyhole” should be avoided.
In this context, the ALE method is suitable to simulate these processes.
In the literature, Kumar et al. [37] studied the effect of melt pool convec-
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tion, which proved that the Marangoni–Benard convection is dominant in
fluid flow dynamics. A 2D transient thermal-fluid model [38] has been pro-
posed to investigate the phenomena responsible for deleterious surface finish.
Wirth et al. [39] proposed a physical modeling and predictive simulation
of the laser cladding process, where all the input parameters are obtained
from measurements without compromising assumptions or calibration. Mul-
tiphysics models offer attractive features for predicting unknown fabrication
parameters. The main challenge is how to reduce the computational cost so
that these models can be used in part-scale simulations.

In the current study, a computationally efficient framework based on the
finite element method is developed for accelerating the thermal-fluid simula-
tions, and thus make possible multiphysics model applications in part-scale
simulations. Surface tension effects ( “curvature effect” and the “Marangoni
effect”), and buoyancy forces are considered in thermal-fluid computation,
and the free surface is explicitly tracked by ALE method. A special tetrahe-
dral element is developed in this context, which allows updating its DOFs au-
tomatically according to its state definition at each time step. The proposed
framework accelerates considerably the multiphysics simulations by splitting
the entire model into a small moving thermal-fluid computational zone and a
heat conduction computational zone for the rest, and consequently the ALE
procedure is performed uniquely in this small moving thermal-fluid compu-
tational zone. Compared to performing thermal-fluid computation in the
entire model, these simplifications will greatly reduce the number of DOF of
the problem, which leads to a smaller matrix for computing, a smaller RAM
space for storing and consequently less CPU time. Finally, this new model
is applied to laser welding and DED simulations, and the model is validated
through the comparisons of melt pool morphology and temperature evolution
with numerical references and experimental measurements .

The paper is organized as follows:

� The numerical models (thermal-fluid, heat transfer) and framework are
detailed in Section 2, and it consists of three parts: thermal-fluid prob-
lem, heat conduction problem, and moving thermal-fluid framework.

� The validation tests (laser welding, DED) are presented in Section 3,
where a laser welding benchmark is employed to validate the numer-
ical/physical models. Applications will highlight the computational
efficiency and high-fidelity of proposed model.
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� Conclusions and perspectives are given in Section 4.

2. Numerical model

In the numerical modeling of the thermomechanical process (welding,
DED), different modes of heat transfer must be taken into account depending
on the state of the material:

� Heat conduction including transport phenomena in the liquid state
(in the melt pool). The heat equation must then be coupled to fluid
dynamics equations.

� Only heat conduction in the solid state.

� Convection in ambient air and radiation losses must be taken into ac-
count as boundary conditions of the heat equation on all the external
surfaces.

Figure 1 shows the principle of modeling strategy developed in this pa-
per, which consists in creating a moving thermal-fluid computational zone
associated with the laser beam. In the thermal-fluid computational zone
(TFCZ), which includes the melt pool, the mass/energy/momentum conser-
vation equations will be solved. In the heat conduction computational zone
(HCCZ), only the heat conduction equation will be solved. In this paper, one
should also note that the TFCZ will be defined by a cubic box for simplicity,
and this cuboid should be larger than the size of the melt pool.

Figure 1: A schematic overview of proposed modeling strategy
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To facilitate the transformation of the elements from thermal-fluid com-
putation to heat conduction computation (or vice versa) without remeshing,
only tetrahedral mesh are employed (see from Figure 2). The element P1+P1
[40, 41] is employed in TFCZ for the discretization of conservation equations,
and P1 element [42] is used in HCCZ.

Figure 2: Element type : (a) P1+P1 element; (b) P1 element.

Algorithm 1 details the global resolution procedure that has been de-
veloped to accelerate multiphysics simulations. Furthermore, the interface
between elements in TFCZ and elements in HCCZ share the same node and
nodal temperature, therefore, no special boundary conditions at interface are
necessary.

In the rest of this section, we will first introduce governing equations
of the thermal-fluid problem and heat conduction problem. The boundary
conditions, including surface tension, ALE approach for the actualization of
free surface and modeling of heat exchange with air, are exhibited. Finally,
the framework for creating a moving thermal-fluid computational zone is
detailed in the second place. All the implementations have been realized in
SY SWELDTM software [43], but this algorithm can also be achieved using
other software, such as Comsol or OpenFOAM.
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Algorithm 1 The global resolution procedure

1: Input: material properties, processing parameters, mesh.
2: while t ≤ ttotal do
3: Step 1: Separating different computational zone
4: procedure Creation of TFCZ and HCCZ (0, ttotal)
5: Calculation the position and size of TFCZ (defined by a cubic

box).
6: loop 3D element
7: if Centre of gravity of element is in box, then
8: - Add element into element group TFCZ
9: else

10: - Add element into element group HCCZ
11: end if
12: end loop
13: end procedure
14:

15: Step 2: Resolution of heat and mass transfer problem
16: procedure Discretization of gouverning equations (0,

ttotal)
17: if Element is in element group TFCZ, then
18: - Discretization of mass/energy/momentum conservation equa-

tions by P1+P1 element
19: else
20: - Discretization of heat conduction equation by P1 element
21: end if
22: end procedure
23: - Establishing global matrix
24: - Applying thermal initial conditions and boundary conditions
25: - Solving global equilibrium equations
26:

27: Step 3: ALE procedure in TFCZ
28: procedure Elastic computation (0, ttotal)
29: - Free surface tracking
30: - Reposition of nodes inside melt pool
31: end procedure
32: - Updating the geometry of entire model
33: - New computing time: t = t+∆t
34: end while
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2.1. Resolution procedure in the TFCZ

Figure 3 illustrates the resolution procedure of the thermal-fluid problem
in the TFCZ, the free surface tracking by the ALE method, and the updating
of nodal positions in the melt pool. After the thermal-fluid computation, the
elements in the thermal-fluid computational zone can be classified (liquid
element, non-liquid element) based on element temperature, and the nodes
of liquid elements can be moved.

Figure 3: A schematic workflow of thermal-fluid modeling

2.1.1. Governing equations of thermal-fluid problem

For simplifying the numerical model, several assumptions have been made
as follows:

� The fluid in the melt pool is assumed to be Newtonian, laminar, ther-
mally dilatable, and mechanically incompressible.

� A Gaussian distribution of the laser beam heat source is assumed.
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� In DED simulations, the distribution of powder flow is assumed to be
Gaussian, and the powder falling in the melt pool has the same velocity
and temperature as the fluid in the melt pool.

From the definition of Eulerian strain rate d = 1
2
(gradv + (gradv)⊺), the

Eulerian mechanical strain rate can be written as (Eq. (1)):

dm = d+
ρ̇

3ρ
I (1)

where the variation of density (ρ) is due to the thermal dilation effects.
Since the fluid in the melt pool is treated as Newtonian, the stress deviator

s is equal to the multiplication of Eulerian mechanical strain rate dm and
fluid viscosity µ (Eq. (2)):

s = 2µdm (2)

Then, the Cauchy stress tensor is formulated as (Eq. (3)):

σ = s− pI (3)

with p being the fluid pressure.
The mass conservation equation can be expressed (Eq. (4)):

div v +
ρ̇

ρ
= tr (dm) = 0 (4)

with ρ̇
ρ
corresponding to volume change due to thermal expansion.

Then, the momentum conservation (Navier-Stokes) equation is writ-
ten as (Eq. (5)):

ρ

(
∂v

∂t
+ gradv · v

)
= −grad p+ div s+ fv (5)

where v is the fluid velocity and fv represents the volume forces.
The Buoyancy forces can be expressed in volume force fv by (Eq. (6)):

fv = ρ0 (1− β (T − T0))g (6)

with g the acceleration of gravity, ρ0, the density at the reference temperature
T0, and β the volumetric thermal expansion coefficient.

The curvature and Marangoni effects are modeled by imposing a bound-
ary condition of momentum equation at liquid/gas interface, As proposed in
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[44], a hydrostatic stress σsurface is imposed to surfacic 2D elements whose
nodes coincide with those of the 3D mesh located on the free surface, which
is written as (Eq. (7)):

σsurface = γ1S (7)

where γ denotes the expression of surface tension (temperature dependent or
not) and 1S represent the local surfacic 2D unit tensor.

Finally, the energy conservation equation is (Eq. (8)):

ρ
(
∂H
∂t

+ v · gradH
)
− div(λgradT )−Q = 0 (8)

where H is the specific enthalpy; λ is the thermal conductivity; and Q is
the heat source to simulate heating effects. All the material properties can
be temperature-dependent. The finite element formulation of the problem is
detailed in [10].

The heat losses by convection and radiation on the boundaries (including
free surface of melt pool) exchanging with air are modeled (Eq. (9)):

qconvective = hconv (T − Troom)

qradiative = σsϵ
(
T 4 − T 4

room

) (9)

where hconv , σs, and ϵ are the coefficient exchange with air, Stefan-Boltzmann
constant, and surface emissivity, respectively. T and Troom are in Kelvin.

The 2D Gaussian energy distribution of the laser power is mostly used
to simulate the laser heating effect. The form of heat source can be circle
or ellipse, which depends on the experimental measurement. In the current
study, the heat source equation will be presented in Section 3.

2.1.2. ALE procedure in TFCZ

After resolving the thermal-fluid problem (refer to Fig. (3)), an ALE pro-
cedure is employed to update the geometry [10]. This procedure facilitates
the tracking of free surface evolution and the repositioning of nodes, specifi-
cally within the melt pool. It is important to note that only the nodes inside
the melt pool are relocated, applying the ALE procedure exclusively to the
TFCZ. Actualization of free surface is achieved by imposing a displacement
at the nodes of free surface (Eq. (10)):

Di(t) = V (t) ·∆t · n⃗i = [Vi(t) + V m(t)] ·∆t · n⃗i (10)

Here Vi(t) is the velocity given by Navier-Stocks equation (Eq. 5). ∆t
represents the time step. V m(t) denotes the free surface motion due to mass

10



addition. V (t) is the sum of Vi(t) and V m(t). This V m(t) is equal to 0 in
the case of laser welding simulation (without mass addition), otherwise, the
V m is generally defined as (Eq. (11))[45]:

Vm(t) =
Nmpη

ρπr2p
exp

(
−N (x2 + (y − V · t)2)

r2p

)
z (11)

where N is the factor of Gaussian distribution, mp is the masse deposition
rate (unit: kg/s), η is the catchment efficiency, ρ represents the density of
deposited material, rp is the radius of mass deposition, and z is the unit
vector in the z direction.

Figure 4 resume the ALE procedure, which consists of three steps: (i)
calculating the nodal displacements (Si) by multiplying the nodal velocity
(V i) by the time step (∆t), and computing the nodal normal direction (n⃗i)
of the free-surface node by using the mean value of the normals of the skin
elements containing it, (ii) performing an elastic calculation by imposing the
displacement (Di) in the nodal normal direction as the boundary condition,
and (iii) updating the free surface and nodal positions within the melt pool.

Figure 4: ALE procedure for updating melt pool geometry.

The governing equation of elastic computation is written in classical form,
dynamic effects being disregarded:
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d⃗ivσ = 0⃗
with σ = C · ε

and ε = 1
2

(
grad u⃗+ gradT u⃗

) (12)

where C is the elasticity matrix and u⃗, the displacement vector. Artificial
values for Young’s Modulus and Poisson’s ratio should be defined to ensure
a good mesh quality. Nodes connected to non-liquid elements are prohibited
from moving.

In general, the elastic computation is performed for whole model [10],
and it is computational efficient as the material behaviour is assumed to be
elastic. However, the computational cost of elastic computation becomes
non-negligible in part-scale model for two reasons: (i) fine mesh along the
heat source trajectory leads to a very large number of DOF; (ii) elastic com-
putation should be performed at each thermal-fluid computational time step.

But only the nodes located at the free surface and inside the melt pool
need to be moved. This implies that the elastic computation is exclusively
required for the 3D elements within the TFCZ, thus the 3D elements outside
the TFCZ can be excluded from the elastic computation, resulting in a sig-
nificant reduction in matrix size from several hundreds MB to several MB.
As a result, the elastic computation becomes much more efficient. Despite
the fact that the 3D elements excluded from the elastic computation exhibit
zero deformation, it is still necessary to define displacement results at the
corresponding nodes. This is crucial for establishing a complete and continu-
ous displacement field throughout the entire model at each time step, as the
displacement results are needed latterly for updating the geometry of entire
model. Therefore, a subroutine (see Algorithm 2) have been developed to
create a full displacement field for all the nodes for the entire model.
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Algorithm 2 Creation of a complete displacement field for each time step

1: Step 1: Input mesh: entire model
2: Step 2: Calculation of nodal normal direction for nodes at free surface
3: Step 3: Elastic computation for element group TFCZ:
4: procedure Input data for elastic computation (0, ttotal)
5: Properties: Young’s Module, Poisson coefficient, Melting tempera-

ture (Tmelting)
6: Boundary conditions:
7: - Symmetry conditions (if involved);
8: loop 3D element presented in TFCZ,
9: if Tempeature of element is smaller than Tmelting , then

10: - Nodes belonging to this element are fixed;
11: else
12: - Nodes are free of constraints;
13: end if
14: end loop
15: - Imposing displacement Di for nodes at free surface
16: end procedure
17: Step 4: Resolution of equilibrium equation
18: Step 5: Extracting the displacement vector u⃗i computed previously
19: Step 6: Creating a full displacement field for entire model:
20: procedure Re-calculate the displacement results (0, ttotal)
21: loop nodes
22: if i belongs to a 3D element in group TFCZ , then
23: - Its displacement is equal to u⃗i;
24: else
25: - Its displacement is equal to (0, 0, 0);
26: end if
27: end loop
28: end procedure
29: Step 7: Updating the geometry

2.2. Problem to solve in the HCCZ

In the present study, heat transfer analysis is performed using P1 el-
ements. Because the interaction between laser and material is taken into
account in the thermal-fluid computational zone, it is no more necessary to
introduce a heat source term in the heat equation. Governing equation for
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heat conduction problem is given by Eq. 13:

ρ
(
∂H
∂t

)
− div(λgradT ) = 0 (13)

Similar to the modeling of heat losses presented in Section 2.1, the New-
ton’s law (Eq. (9)) is employed to model heat convection and radiation
between the surface and environment. The finite element formulation of this
problem is very classic and can be found, for example, in reference [2].

2.3. Moving thermal-fluid framework

The idea of the moving thermal-fluid framework is to define a rectangular
parallelepipedal box that will move together with the heat source (laser) and
contain the melt pool at each time. In contrast to the moving reference frame
technique outlined in existing literature [46, 47, 48], the framework proposed
here offers the advantage of resolving problems associated with arbitrary
trajectory shapes and non-constant loading conditions.

This rectangular parallelepipedal box is defined by 4 geometrical param-
eters (a, b1, b2, c) as shown in Fig. 5.

Figure 5: Parameters for defining the box of TFCZ.

As it is known that thermal-fluid computation requires a very fine mesh
(an element size of about 10 µm - 500 µm), and it is advised to use the coarse
mesh in heat conduction computational zone to minimize the computational
cost. In order to simplify the meshing operations and avoid costly remeshing
operation, a fine tetrahedral mesh is prepared. Figure 6 shows an incremental
schema in 2D for explaining the moving thermal-fluid computational box,
and a special subroutine is implemented for the transformation from thermal
element to thermal-fluid element (or vice versa).
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Figure 6: Incremental schema for representing the box displacement

Figure 7 shows the flowchart for separation of heat conduction computa-
tion and thermal-fluid computation and the transition between P1 element
to P1+P1 element (or vice versa). As is shown in the flowchart, the trans-
formation of the P1 element into the P1+P1 element is accomplished by
adding new DOF (pressure field, velocity field), and these new DOF will be
initialized at the same time. On the contrary, the inverse transformation is
achieved by keeping only the temperature field calculated from the last time
step. In general, the removal or addition of DOF has a negligible impact on
the numerical results. This is due to the fact that the variations in veloc-
ity and pressure within these solid state elements are very small, and thus
thermal inertia and volume changes of these elements are insignificant.

Figure 7: Schema global for separating the thermal-fluid computation and heat conduction
computation.

The proposed moving thermal fluid framework offers a significant reduc-
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tion in computation time. However, a potential drawback is that the con-
servation of mass may not be respected for the elements switched from the
TFCZ to the HCCZ, because these elements do not have sufficient time to
cool down to room temperature and the mass conservation is not solved in
HCCZ. Even though the volume change due to thermal expansion is rela-
tively minor, it is always better to incorporate this effect whenever feasible.
Since the volume change can not be modeled in HCCZ, the simplest way is
thus to apply a constant density when the material temperature is lower than
the melting temperature, and volume change is modelled only in melt pool.
Furthermore, to prevent instability in velocity solutions at the interface of
TFCZ and HCCZ, the nodes positioned on the boundary of the TFCZ are
constrained.

3. Validation tests

In this section, we will present two type of applications: (i) laser welding
case studies and (ii) DED simulations. For comparing the computational
efficiency, all the simulations are performed with the same PC ( intel i9-
11950H @ 2.60GHz * 6 thread with RAM of 16 Gb).

The proposed numerical model will be applied to laser welding simulation,
and the experimental benchmark [8] results are used to validate the numerical
models and physical models. The diameters of laser beam and laser power
have been measured experimentally (see Fig. 13), and a general Gaussian
heat source (Eq.14) is selected to describe the laser energy distribution.

Q(x, y, z) =
BηP

πrxry
· exp(−Bx2

r2x
− B(y − V · t)2

r2y
) (14)

where P , η, V and t are the laser power, coefficient of energy absorptivity,
laser moving speed and time respectively. B and rx,y denote the parameters
of Gaussian distribution of laser beam.

Table 1 presents the thermal-physical properties of AISI 316L employed
in this study. The material properties are taken from the literature, and all
the properties are temperature-dependent. The melting temperature is of
1500 ◦C.

The coefficients of convective loss (hconv = 20 W/m2) and radiative loss
(ϵ = 0.8) at the boundary are taken from the literature [52]. The ambient
temperature of air is Tair = 301.15 K. For simplicity, the aforementioned
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Table 1: Material properties of 316L stainless steel [49, 50, 51].

Parameters 20 ◦C 1400 ◦C 1500 ◦C 2800 ◦C
Thermal conductivity [W/mK] 14.7 28.0 28.3 28.3
Specific heat [J/(kg·K)] 450 677 677 677
Density [kg/m³] 8000 8000 7300 7300
Dynamic viscosity [Pa s] 100 100 0.007 0.007
Surface tension [N/m] - 1.51 - -
Surface tension gradient [N/(m·K)] - 8.65*10−4 8.65*10−4 8.65*10−4

properties and thermal boundary conditions are employed for the following
validation tests.

In the current study, two types of validation for the MTF model are
conducted:

1. Validation against Numerical Models: This validation involves
comparing the results obtained from the MTF model with outcomes
generated by referential numerical models. In this type of validation,
the focus is primarily on assessing the quality of the numerical solu-
tion. The physical models are held constant and are of relatively lesser
importance. This validation is carried out in Section 3.1 and Section
3.2.

2. Validation against Experiments: This validation entails compar-
ing the numerical results with experimental data. This validation is
to assess the accuracy and quality of both the physical model(s) and
the numerical model utilized in the simulation (See section 3.3). For
example, the material properties used in the simulations.

These two forms of validation collectively provide a comprehensive assess-
ment of the MTF model’s effectiveness and reliability.

3.1. Numerical validations - laser welding

To validate the proposed model, a relatively small numerical model with
dimensions of 15.2mm× 3.16mm× 2.24mm is presented initially. The total
simulation time is 100 seconds, consisting of 0.4 seconds of heating and 99.6
seconds of cooling.

Figure 8 provides an overview of the validation tests and the correspond-
ing mesh used in the simulations. The energy distribution of the laser beam
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Figure 8: The dimensions and mesh (70272 3D elements and 13702 nodes) of numerical
example.

is defined by Eq. 14 and the specific parameters are listed in Table 2. Mate-
rial properties, such as thermal conductivity and specific heat, are presented
in Table 1. Heat losses at the external surfaces are accounted by Eq. 9,
while the symmetry plane is considered adiabatic. The displacement of the
nodes located at symmetry plane should also respect the symmetry condition,
which means that the displacement out of plane is not allowed.

Table 2: Heat source parameters

P B η rx (mm) ry (mm) vy (mm/min)

2500 W 2.0 0.3 1.20 0.80 1600

In this numerical case, two numerical models are utilized to demonstrate
the efficiency of the proposed model. The first model, referred to the ”Clas-
sical model”, involves conducting thermal-fluid computations for all the 3D
elements in orange colour. Therefore, an elastic computation is performed
for entire model at each time step. The numerical results of classical model
are served as the referential numerical results. The second model, known as
the ”MTF model” relies on the MTF framework. The box size are defined by
the following parameters (a = 2.0 mm, b1 = 1.5 mm, b2 = 2.5 mm, c = 1.386
mm), where the box is larger than melting pool size. The same time step
(∆t = 5 ∗ 10−5s) is adopted for two numerical models.

Figure 9 shows the velocity result and melting pool boundary at t =
0.31295s. The comparisons illustrate again that MTF model can reduce the
dimensions of thermal-fluid computational zone and consequently the com-
puting time. The velocity field as well as the boundary of melting pool
predicted by two models are extremely close, which allows preliminary vali-
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dating the proposed model.

Figure 9: Velocity field and melting pool boundary (surface in grey) simulated by Classical
model and MTF model.

Figure 10 shows the temperature distribution and melting pool dimension
at t = 0.31295s simulated by Classical model and proposed MTF model.
Figure 10-(a) provide the comparison of temperature distribution of entire
model, where the MTF model yields well with the numerical reference given
by classical model. The comparison of melting pool size (Figure 10-(b)) also
confirm the accuracy of proposed MTF model.

Figure 10: Temperature distribution and melting pool dimension simulated by Classical
model and MTF model.

Turning now the comparison of computational cost, Table 3 offers a de-
tailed overview of the CPU time, RAM usage, and disk space requirements
for each time step. The ratio result is obtained by dividing the computa-
tional resources of the MTF model by those of the Classical model. One
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should note that the volume ratio of TFCZ between Classical model and
MTF model is 37.7%. In this context, RAM-TF denotes the random-access
memory needed for storing the matrix necessary for the global thermal-fluid
and heat transfer simulation. Similarly, RAM-Elastic signifies the amount
of RAM utilized for elastic computations during the ALE procedure. The
same nomenclature applies to the CPU utilization as well. One can conclude
that the MTF model showcases advantages over the Classical model across
all aspects.

Table 3: Computational cost related to Classical model and MTF model.

CPU-TF
(s)

RAM-TF
(MB)

CPU-
Elastic
(s)

RAM-
Elastic
(MB)

Disk
space
(MB)

Classical
model

3.31 319.0 1.83 183.9 245.8

MTF
model

1.93 97.4 0.52 13.4 113.5

Ratio 58.38% 30.40% 28.4% 7.28% 46.17%

Certainly, enlarging the TFCZ is always possible. To investigate the
influence of box size, figure 4 provides the simulated melt pool size with
different box length (b1+b2). By increasing the size of TFCZ, we can achieve
results that are closer to the numerical reference. The larger TFCZ is, the
better the alignment with the numerical reference becomes, while the more
computing time will be required.

Table 4: Simulated melt pool size with different box length.

width (mm) depth (mm) length (mm)
b1 = 1.5,
b2 = 2.5

1.091 0.927 2.645

b1 = 2.0,
b2 = 3.0

1.085 0.927 2.675

Classical
model

1.078 0.927 2.715
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3.2. Numerical validations - DED simulations

The main aim of DED case studies is to illustrate the possibility of ac-
celerating the additive manufacturing simulations (such as DED, wire laser
additive manufacturing, laser powder additive manufacturing, etc.) by ap-
plication the idea of MTF framework. Therefore, both Classical model and
MTF model are used to simulate DED process.

For the sake of simplicity, we have employed the identical material prop-
erties (see Table 1), welding parameters, boundary conditions, and mesh con-
figuration (as shown in Figure 8) from the laser welding case for this DED
simulation. Furthermore, we have maintained the same process duration.
The parameters of the heat source are outlined in Table 5. Additionally, the
dimensions of the box are defined by the following parameters: a = 2.0 mm,
b1 = 1.5 mm, b2 = 3.0 mm, and c = 1.386 mm.

Table 5: Heat source parameters

P B η rx(mm) ry(mm) vy(mm/min)

2500 W 2.0 0.2 1.20 0.80 1600

As we have explained in the section 2.1.2, the mass addition in DED
process is represented by the velocity calculated from the Eq.11. Some basic
assumptions have been made and presented in the beginning of Section 2.
The mass addition parameters used in this study are shown in Table 6. The
same thermal boundary conditions shown in figure 8 are applied in DED
simulations. The powder deposition starts at t = 0.1 s and ends at t = 0.4.

Table 6: Mass deposition parameters in Eq.11.

Parameters N mp(kg/s) η ρ(kg/m3) rp(m) vy(mm/min)
Value 3 0.001 1 8000 0.002 1600

Figure 11 resume the comparison of temperature field at t = 0.2677 s,
and three cross-sections are presented for a closer inspection of the difference.
The temperature result of MTF model gives perfect correlation with that of
Classical model.

Table 7 provides a comparison of the melting pool size at t = 0.2677 s,
and the dimensions of melting pool are measured in the same way as it is
shown in figure 10. The heigh means the difference measured in Z direction
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Figure 11: Comparison of temperature distribution predicted by Classical model and
proposed MTF model.

between the highest point at the free surface of melting pool and the lowest
point at the top surface. It is apparent from this table that a negligible
difference has been observed, and we can conclude that MTF model is as
predictive as the Classical model.

Table 7: Melting pool size simulated by Classical model and MTF model.

width (mm) depth (mm) length (mm) height (mm)
Classical model 0.951 1.176 2.988 0.210
MTF model 0.949 1.134 2.998 0.214
Difference -0.002 -0.038 -0.010 0.004

The comparison of computational cost of each step in the DED simula-
tions is shown in Table 8. The volume ratio of TFCZ between Classical model
and MTF model is 42.5%. The MTF model requires less computational re-
sources than Classical model. As a result, the MTF model stands out for
its significantly improved computational efficiency, all the while maintaining
the accuracy of predictions.

3.3. Numerical and experimental laser welding case study

The validations of the numerical model mentioned above are achieved by
comparing the results with those obtained using a numerical reference, where
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Table 8: Comparison of computational cost in DED simulation.

CPU-TF
(s)

RAM-TF
(MB)

CPU-
Elastic (s)

RAM-Elastic
(MB)

Classical model 3.52 321.7 1.92 185.3
MTF model 2.12 124.4 0.64 18.8
Ratio 60.23% 38.66% 33.34% 9.82%

the physical model(s) are provided and kept constant. The aforementioned
simulations employ a relatively small modeling domains, enabling the simul-
taneous application of both the Classical model and the MTF model within
an acceptable computing time (about 20h for Classical model). The reduc-
tion of computing time in aforementioned tests is not significant enough.
Now, we would like to apply the proposed model to simulate a real laser
welding benchmark and the numerical results are compared and validated
against experimental measurements. This comparative analysis allows for
the evaluation of the proposed model’s accuracy and efficiency.

Figure 12 shows the dimensions of welding sample (100mm x 100mm x
10mm) and locations of thermocouple. The length of weld seam is of 90mm,
and welding velocity is of 2600 mm/min. The material properties of 316L
are shown in Table 1. Table 9 presents the calibrated parameters according
to experimental measurements [8].

Figure 12: The dimensions of welding sample and locations of thermocouples.

Thanks to the presence of symmetry plane, only half of the geometry
needs to be discretized. Figure 14 presents the mesh for laser welding sim-
ulations, and fine elements are meshed in thermal-fluid computational zone,
which is slightly larger and deeper than melt pool. The centre of moving box
is coincide with the centre of heat source, and the moving box size are defined
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Figure 13: The measured and calibrated energy distribution of laser beam.

Table 9: Heat source parameters used in the simulation of benchmark

P B η rx (mm) ry (mm) vy (mm/min)

2500 W 2.5 0.44 1.30 0.90 2600

by the following parameters (a = 2.0 mm, b1 = 1.25 mm, b2 = 3.25 mm,
c = 1.386 mm). The symmetry plane is supposed to be thermally adiabatic,
and the nodes at symmetry plane should respect the symmetry conditions.
More details of boundary conditions can be found in the benchmark [8].

Figure 14: Numerical model and mesh (311,789 3D elements; 56,673 nodes).

Table 10 show a comparison of computational cost of one simulation step,
and the acceleration of MTF model becomes more attractive when the mod-
eling domain is much larger. In the current laser welding case study, the
Classical model will take about three weeks for completing one simulation.
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However, the simulation with MTF model takes about only 61 hours. The
MTF model is about 8.3 times faster than Classical model.

Table 10: Comparison of computational cost of each time step.

CPU-TF
(s)

RAM-TF
(MB)

CPU-
Elastic (s)

RAM-Elastic
(MB)

Classical model 28.06 2048 34.81 785.6
MTF model 5.8 132.0 1.8 18.8
Ratio 20.67% 6.45% 5.17% 2.39%

Figure 15 offers a comparison between the weld pool sizes as predicted
by the MTF model and experimental measurements. The MTF model effec-
tively predicts the weld pool’s length and depth, while an underestimation in
weld pool width (approximately 13.1%) is observed. Notably, the negligible
height of the weld pool observed in the experimental data is absent in the
numerical results. These underestimations could potentially be attributed
to the omission of mechanical deformations in the thermal-fluid model or to
the incertitude of data of the physical model at high temperature, such as
surface tension and the gradient of surface tension.

Figure 15: Weld pool size given by experimental measurement and MTF model (unit:
mm).

For better inspecting the quality of numerical result, the temperature
evolution measured by the thermocouples is also compared to that of MTF
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model. In Figure 16, a comparison of temperature evolutions is presented for
T1, T2, and T3 (as depicted in Figure 12). Given the inherent uncertainty
associated with the positions of the thermocouples, a good correlation with
measurements is obtained by using the simulated temperature at positions
of D1 = 2.31 mm, D2 = 2.15 mm and D3 = 1.81 mm.

Figure 16: Comparisons of numerical and experimental results of temperature evolution.

4. Conclusion and perspective

This paper presents a local moving thermal-fluid framework for acceler-
ating multi-physics simulations related to thermomechanical processes, such
as welding and additive manufacturing. The proposed MTF model consists
of splitting the entire model into a moving thermal-fluid computational zone
containing the melt pool and a heat transfer computational zone for the rest.
A strong coupling between the heat transfer model and the thermal-fluid
model is imposed. Compared to the referential numerical results predicted
by the Classical model, the numerical validation tests have shown its high
fidelity and high efficiency in simulating welding and additive manufacturing
processes. Application to a laser welding benchmark shows that the MTF
model offers the possibility of simulating a part-scale model within an ac-
ceptable computing time.

In the current study, a static refined mesh is applied for the entire melted
zone. It is possible to employ the adaptive mesh refinement (AMR) tech-
nique to accelerate the simulation, especially for large-scale models. The
last application to the laser benchmark highlights the importance of consid-
ering mechanical deformation. Therefore, the second perspective concerns
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the development of a thermal-hydraulic-mechanical model to account for the
mechanical deformation.
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