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ABSTRACT

Stroke is a global health concern, positioning itself as one of the chief culprits behind both disability and mortality
worldwide. There is currently no treatment for ischemic stroke besides reperfusion therapy. To evaluate new
treatment options, researchers conduct studies on rat models of ischemic stroke using the same MRI approach as
in patients. MR images and parametric maps are used to define the ischemic core, the area-at-risk of infarction
and the final lesion.

Historically, this process has relied heavily on manual segmentation conducted by experts, which not only
consumes a significant amount of time but also often lacks the desired level of reliability. This drawback es-
tablishes an urgent requirement for robust, dependable, and automated tools to stimulate progress in stroke
research.

Addressing this pressing need, we introduce a novel pipeline that automates lesion segmentation in a rat
stroke model of ischemic stroke. This innovative solution ingeniously amalgamates steps of pre-processing,
optimal thresholding, and the state-of-the-art UNet deep learning method. From our knowledge, we are the first
to propose an automatic segmentation of regions from T2, DWI and PWI MRI imaging.

The integrated approach of optimal thresholding and UNet employed in this pipeline delivers high-quality
results. We evaluated the processing performance on 58 rats using 4 measures of segmentation quality and
also correlation curves between lesion size and manual versus automatic segmentation. With this robust tool,
the segmentation of abnormalities in rat model is made both efficient and precise, saving valuable time and
resources. Therefore, our results hold the potential to propel advancements in stroke research and stimulate the
development of pioneering treatment strategies.

Our code and data (with manual annotations) are available online.
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1. INTRODUCTION

Ischemic stroke is a major public health issue. Today, there is no treatment option for patients with ischemic
stroke besides reperfusion therapy. However, even in case of successful re-perfusion, half of the patients suffer
from long-term neurological disabilities. There is therefore an urgent need for the discovery of novel treatments
that would alleviate the handicap burden in this condition. In this context, pre-clinical research in rodent
models of ischemic stroke is needed to evaluate and select drugs and therapeutic strategies that may improve
stroke outcome.1

Imaging is pivotal in diagnosing ischemic stroke and defining patients’ eligibility for reperfusion therapy.
Multiparametric MRI is the method of choice to achieve this aim.2 The “ischemic penumbra” is defined as
the mismatch between perfusion and diffusion lesion during the arterial occlusion. It is used as a proxy of the
viable tissue that may be salvaged by therapy. In the interest of clinical translation, we systematically perform
multi-parametric MRI during the arterial occlusion in our rat model of ischemic stroke.3 However, manual
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delineation of perfusion maps, apparent diffusion maps (to define the ischemic penumbra), and follow-up T2-
weighted imaging (to define tissue outcome) is time-consuming and user-dependent. There is therefore a need
for developing automatic tools that will register and segment the maps and images of interest to assist image
analysis.

According to a literature review, deep learning appears well suited for a large panel of challenging medical
image analysis problems and incorporates pre- and post-processing:.4–8 For medical image segmentation, the
central network architecture is UNet. It was proposed in9 and was improved many times.10–12 Recent advances
in transformers13 and foundation models14 can be interesting alternatives to classical UNet, but they require a
very large set of annotated images and huge computing GPU resources. For our automatic segmentation of MRI
maps, we optimize a threshold and train two classic UNet. We also have taken care of the pre-processing and
data augmentation required to train the networks.

In the following, we first present the rat MRI dataset and the parametric maps used. Then, we detail the
proposed automatic processing pipeline that allows segmentation. We end with a results section and discussion.

2. DATASET

We used a dataset of 58 rats with transient middle cerebral artery occlusion (tMCAO, 90 minutes) that underwent
MRI during the occlusion (H0: perfusion-weighted imaging PWI, diffusion-weighted imaging DWI and T2-
weighted imaging or T2H0) and a follow-up MRI the day after (H24: T2-weighted imaging or T2H24). MR
images were acquired on a 7T Bruker MRI magnet interfaced with Paravision 5.0. For all sequences, the field of
view was 35× 35mm, slice thickness was 1mm and 15 slices were acquired.

PWI was obtained with dynamic contrast-enhanced MRI (DSC-MRI) before, during and after an intra-
venous bolus injection of Gd-DOTA (DOTAREM, Guerbet, France) at 0.6ml/kg, using the following parameters:
TE/TR: 8.2/600ms, flip angle: 50◦, matrix 80× 80, 100 repetitions (duration: 1 minute).

DWI was obtained with echo planar imaging (EPI), using the following parameters: TE/TR: 23.2/5000ms,
b value: 0, 1500, 3000 s/mm2, flip angle: 90◦, matrix: 128× 128 (duration: 4 minutes 40 seconds).

T2-weighted imaging was obtained with 2D RARE sequence (RARE factor of 8), using the following param-
eters: TE/TR: 75/5000ms, flip angle: 180◦, matrix: 256× 256 (duration: 4 minutes 44 seconds).

Parametric maps were computed to generate maximum peak concentration (MPC) maps from PWI (defined
as the peak of the deltaR2*-time curve for each voxel) and apparent diffusion coefficient (ADC) maps from DWI.
The lesion on DWI represents the ischemic core. The PWI-DWI mismatch defines the ischemic penumbra, which
is the tissue that may be salvaged by treatment. Following the work of Debatisse et al.,2 we defined 4 regions
with different fate at H24: infarcted core, salvaged core, infarcted penumbra, salvaged penumbra.

The dataset comprises 58 masked rats and 10 no-masked rats with a transient middle cerebral artery occlusion
(tMCAO, 90 minutes) and longitudinal MRI (per-occlusion MRI at H0 and follow-up MRI at H24). For each
rat, four sequences are used to carry out this research: T2H0, DWI H0, PWI H0, and T2H24. Each sequence
has 15 slices in the rat brain. An expert have manually segmented the lesions in the following sequences: DWI,
PWI and T2H24 in the original space. The images and their manual segmentations are available online∗.

3. METHODS

The complete procedures of the 4 operational regions’ segmentation pipeline are outlined in figure 1. The code
of the pipeline is available on github†. Four MRI sequences are used as input: three at H0 (T2H0, PWI, and
DWI), and one 24 hours later (T2H24). The remaining of this section explains the dedicated process applied to
these sequences.

∗https://www.creatis.insa-lyon.fr/~grenier/?p=1317 with ”SPIE” password
†https://github.com/L221y/RatStrokeSegmentation
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Figure 1: Proposed pipeline segmentation approach to obtain the 4 regions of interest. MRI inputs T2H0,
T2H24, PWI(H0) and DWI(H0) are highlighted in purple, and obtained segmentations are highlighted in green.

3.1 PWI Optimized Threshold Segmentation

In 2, authors suggest using a simple threshold on PWI volumes to extract the Area At Risk of Infarction (AAR)
as in clinical usage. We adapt this approach to our dataset of rats and compute an optimized threshold.

This task starts by extracting the brain and identifying each hemisphere of the PWI image using coregistered
T2H0 volumes. We first register a manually T2H0 atlas volume, with its brain and hemisphere masks, to all the
other T2H0 rats’ volumes using a rigid transform and an affine transform15 using Elastix.16,17 Since the DWI,
PWI, and T2H0 are acquired during the same exam, the DWI and PWI brains and the contralateral hemisphere
of all rats are extracted by propagating the masks registered on T2H0. The brain PWI volume intensities are
then normalized to a percentage by dividing each intensity of the brain by the median intensity value of the
contralateral hemisphere extracted during the previous step.

We then determine the threshold values that maximize the Sørensen–Dice coefficient of each 20 PWI manual
mask used as ground truth. The average of these threshold values, 75%, is then used for all PWI volumes
to obtain the AAR masks. As usual, post-processing is needed to clean such obtained masks. The following
operations are applied sequentially: a median filter of size [3, 3, 1], a morphological closing filter of size [9, 9, 1],
and a morphological opening filter of size [5, 5, 1]. Subsequently, all contralateral regions are removed, and only
the largest connected component is retained. This mask, noted PWIS , is the AAR region for our rats.

3.2 T2H24 and DWI Deep Learning Segmentations

To conduct the segmentation of DWI and T2H24 using deep learning networks, the 2D UNet9 architecture is
chosen due to its robustness, simplicity, and efficiency according to our dataset. We use Monai18 to conduct
this network. For both T2H24 and DWI images, pre- and post-processings are the same but segmentation is
performed using two different training of the same 2D-UNet, one for each sequence.

The pre-processing stage involves two key steps: volume cropping and standardization. To eliminate informa-
tion outside the brain, the entire volume is cropped from its original size of 256×256 to 150×150. Subsequently,
the volume intensities are standardized, to a mean value of 0, and a standard deviation of 1.

Then, during inference, the preprocessed volumes are fed slice by slice as input to the 2D UNet network. All
slices are segmented individually and then 3D volumes are reconstructed to the same size and resolution as the
input volumes. However, networks need to be trained first. To do so, we create a training dataset consisting
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of 16 animals, encompassing a range of lesion sizes from small to large, along with their corresponding manual
lesion masks. With no batch normalization and a Dice loss function optimized using Adam, the learning stops
automatically with the early stopping criterion on the validation dice. According to the specificities of our project
(stroke on the right hemisphere involving a brain deformation), we only use random crops of 128× 128 pixels as
data augmentation.

After the segmentation step, the 3D binary masks are cleaned to remove small regions located outside the
lesion mask and to fill holes present inside the lesion mask. Our post-processing involves a median filter of
size [3, 3, 1] and a morphological opening filter of size [5, 5, 1]. Finally, only the largest connected component is
retained. From DWI and T2H24 volumes we obtained the segmentations DWIS and T2H24S which correspond
respectively to the cytotoxic and vasogenic edema.

The T2H24 volume presents global edema (brain swelling on the ipsilateral side), causing misalignment with
the other three volumes. It is necessary to register the T2H24 volume onto T2H0. This registration process
involves employing both an Euler transform and a B-spline transform. Subsequently, the lesion mask segmented
on T2H24 is propagated into the newly registered space as suggested in.19

3.3 Regions of Interest Computation

After the segmentation process, the three lesion masks T2H24S , DWIS and PWIS are overlaid to extract the
four regions of interest defined in.2 Using our notations, these regions are obtained as follows (with XS the
binary complement of XS):

Infarcted Ischemic Core: RIIC = DWIS ∩ PWIS ∩ T2H24S

Salvaged Ischemic Core: RSIC = DWIS ∩ PWIS ∩ T2H24S

Salvaged Penumbra: RSP = DWIS ∩ PWIS ∩ T2H24S

Infarcted Penumbra: RNSP = DWIS ∩ PWIS ∩ T2H24S

4. RESULTS

Figure 2 gives an example of PWI segmentation based on two thresholds (0.75 and 0.62). For many slices,
the overlap between manual and threshold segmentation is visually satisfactory. This also illustrates that PWI
segmentation is not too threshold-sensitive.

An UNet segmentation results on a test rat, for both DWI and T2H24 MRI, is given in figure 3. For both
MRI maps, automatic segmentation correctly locates and segments the ischemic zone. Even based on 2D UNet,
the 3D consistency of the segmentations appears satisfactory.

We also evaluate quantitatively the segmentation. For T2H24S and DWIS , Sørensen–Dice coefficient (Dice),
Hausdorff Distance (HD, in mm), Average Symmetric Surface Distance (ASSD, in mm), and volume similarity20

metrics are computed on 42 (for T2H24) and 44 (for DWI) animals 3D segmentation to compare the machine
learning segmentation with the manual segmentation conducted by an expert. For PWIS segmentation assess-
ment, 60 animals are used for the assessment using the same metrics (because it does not need 16 for training).
Table 1 summarizes the averaged metrics.

Additionally, a correlation curve is calculated to compare the volume computed by our automatic pipeline,
with the manual segmentation for each sequence. These curves are shown in figure 4.

For all sequences, averaged Dice coefficients (for which values close to 1 mean close to the ground truth) are
greater than 0.8. According to other metrics, and thanks to the post-processing, HD and ASSD errors are small
and thus allow the volume similarity to be considered for further analysis as the ground truth and automatic
prediction overlap in a large area. The volume similarities are also quite close to 0 which indicates very similar
volumes between the two types of segmentation.

When analyzing volume correlation, figure 4 reveals very good performances of our approach for T2H24 and
DWI with respectively y = 0.889x (R2 = 0.996) and y = 0.848x (R2 = 0.996) for a large range of lesion size.
With y = 0.965x (R2 = 0.987), PWI automatic volumes segmentation is very correlated (in average) to manual
segmentation but with a larger scattering of differences.
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Figure 2: Example of PWI segmentation by optimized threshold. Each slice is displayed. The yellow area is
manual segmentation, the green contour represents the segmentation with a threshold equal to 0.75, and the red
contour represents segmentation with a threshold equal to 0.62.

Table 1: Segmentation quality assessment based on 4 metrics. 44 animals are averaged for DWI, 42 for T2H24
and 60 for PWI.

Metric DWI mean ±std PWI mean ±std T2H24 mean ±std

Dice 0.81 ±0.15 0.82 ±0.04 0.85 ±0.1

HD (mm) 2.16 ±1.22 1.99 ±1.04 2.28 ±0.74

ASSD (mm) 0.22 ±0.89 0.10 ±0.128 0.09 ±0.010

Volume Similarity 0.18 ±0.090 0.10 ±0.126 0.17 ±0.194

5. CONCLUSION

The deep learning segmentation demonstrates remarkable robustness in both T2H24 and DWI segmentation.
The thresholding segmentation tends to perform less well, showing room for improvement. This might be due
to the heterogeneity of perfusion data which makes them difficult to segment manually. As a consequence, the
manual “ground truth” may not be very reliable. One limitation of our approach is the fact that we have used a
semi-quantitative perfusion parameter, namely MPC. This is because partial volume effects hamper the definition
of a proper arterial input function, devoid of partial volume effects. Hence deconvolution leading to quantitative
parameters was not performed and Tmax maps (the clinical imaging biomarker of perfusion) were not available.
We did not use time-to-peak maps because of the relatively low temporal resolution (one image per minute) due
to technical limitations of our system.

In the future, improving acquisition and post-processing techniques will help us reproduce the same analysis
as in the clinical setting for perfusion imaging. For now, to counteract this issue, we have incorporated a slider
into the interface, allowing manual adjustment of the threshold value. Another limitation is the fact that we
have tested the pipeline in one set of consecutive rats only, from a single scanner. It will be necessary to validate
the approach using other independent sets of data. In conclusion, the proposed pipeline provides automatic
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(a) UNet DWI (b) UNet T2H24

Figure 3: Example of a test rat segmented with UNet (left: DWI, right: T2H24). Each slice is displayed. The
red outline represents manual segmentation, while green area represents automatic segmentation.

(a) PWI (b) DWI (c) T2H24

Figure 4: Correlation curves of volume similarity for the 3 segmented volumes against manual lesion size.

segmentation of multiparametric MRI data that may replace manual segmentation and thus increase both the
efficiency and robustness of experimental stroke studies analysis.
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