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ABSTRACT
Continuous queries, also known as standing or streaming queries,
are a class of queries that continuously monitor data sources over
time, remaining active until explicitly terminated. This concept was
introduced in 1992 by Terry and colleagues to address the need
to access data that changes over time. Since then, the domain of
continuous queries has seen significant development, research, and
application in various data systems, including multiple Database
Management Systems (DBMS). Notably, the past five years have
marked the rise of Streaming Databases (SDS), and DBMSs that
integrate continuous queries with traditional query responses.This
growth reflects both industrial and academic interest in the field. Ini-
tially, continuous queries were primarily focused on the relational
model, with their semantics expressed through extended algebras,
calculi, or denotational semantics. However, more recently, there
has been a shift towards applying continuous queries in the context
of connected data. This includes exploration and abstraction in
Graph DBMS, Knowledge Graphs, and Knowledge Evolution, ex-
panding beyond the initial focus on relational models. This tutorial
delves into a comprehensive survey of Continuous Queries in past
and modern data systems. In addition to the historical perspective,
the tutorial will focus on the latest developments in Streaming
Databases and the continuous processing of streaming graphs.
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1 INTRODUCTION
Continuous queries (CQ), also known as Standing or Streaming
Queries, belong to a specific class of queries that perpetually moni-
tors some data sources over time until they are terminated explic-
itly [46]. Such a class of query was initially introduced by Terry et
al. [82] to capture the need for access data that change over time.

Since Terry et al.’s seminal work, continuous queries have been
studied [16, 17], prototyped [4, 29–31], and used in various produc-
tion data systems [14, 20, 26, 53]. In particular, the last five years
have witnessed the emergence of Streaming Databases (SDS), e.g.,
Materialize1, RisingWave2, as well as traditional Database Manage-
ment Systems (DBMS) that combine CQs with traditional query
answers [24], e.g., Meteor3 or InvaliDB [90]. Such an increase in
offer signals the industrial and academic interest in the topic.

Additionally, initial CQs formulations [68, 82] focused on the
relational model, expressing the query semantics in terms of alge-
bras [40], calculi [79], or denotational semantics [13] that extend the
existing relational ones [52]. It is not until recently 4, with the rise of
graphs as an abstraction for data exploration and management [76],
that CQs were studied and applied in the context of connected data,
e.g., Graph DBMS [66, 75], Knowledge Graphs [50, 83], and recently
to study Knowledge Evolution [72].

This tutorial presents an in-depth literature survey of Continuous
Queries in existing data systems. In particular, we start the tutorial
by presenting the background on Continuous Queries (Section 2),
followed by their application and design in preliminary DBMS
(Section 3). Then, we move to Stream Systems in the context of
Big Data Management (Section 4) and analyse their support for
CQs. Finally, we present the recent works on Streaming Databases
and continuous processing of streaming graphs (Section 5). We end
the paper by positioning this survey in the literature Section 6 and
discussing the open challenges in the field ,(Section 7).

2 PRELIMINARIES
This section goes through the foundational notions required to
discuss Continuous Queries (CQ). Figure 1 presents a high-level
view of how a data system for continuous query looks like from the
seminal survey on Stream Processing by Cugola et Margara [32].
The figure highlights the paradigm shift introduced by continuous
queries vs traditional data-based queries. Indeed, CQs are meant to
be issued once and produce results until they are explicitly stopped.
Such characteristics make CQs ideal for stream processing applica-
tions [38], as in such cases are the data that keep changing while

1https://materialize.com
2https://www.risingwave-labs.com/
3https://www.meteor.com/
4it is worth noticing some prominent work on XML was done [56] focusing on stream-
ing algorithms for filtering
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Figure 1: A Data System for Continuous Querying from [32].

the analytical task is constant. Thus, the temporal dimension is
essential to their characterisation.

To the best of our knowledge, the first appearance dates back
to the work of Terry et al. [82]. Terry et al. introduce the notion
of Continuous Semantics in their seminal work on append-only
databases. Such types of databases do not allow deletion and is
theoretically meant to retain the whole data history. According to
the authors, CQs, unlike standard database queries, are set up once
and operate repeatedly on such databases. Such a shift impacts the
query semantics, execution, and query optimisation and planning.
Most importantly, CQs imply the processing of an infinite input,
which yields, in turn, an infinite output. Therefore, a query’s result
is the cumulative set of outcomes that would emerge if the query were
executed at each moment. Several proposals followed the one Terry
et al. [12, 16, 18, 19, 58, 69] and they all share a few preliminary
notions that we indicate below.

Definition 2.1. The Time Domain T is an ordered, infinite set
of discrete time instants 𝜏 ∈ T.

In practice, two possible time domains are relevant [9], i.e., pro-
cessing time that represent the time at which the data systems
receive data, and event time, the time when data are produced in
the real world. Intuitively, the former imposes a strictly monotonic
time domain, while the latter allows contemporary data.

Assume T is the ordered time domain, such as the set of nat-
ural numbers N. A data stream, (relational) is our second shared
abstraction.

Definition 2.2. A Data Stream 𝑆 is a mapping 𝑆 : T ← 2𝑅 that
at each instant 𝜏 ∈ T returns a finite subset from the set 𝑅 of
tuples with a schema 𝐸. An additional attribute is designated as the
timestamp of tuples and takes increasing values from T.

Such definition allows modelling 𝑆 as a potentially infinite col-
lection of elements ⟨𝑜, 𝜏⟩, where o represents a data item, like a
tuple with a schema 𝐸, and 𝜏 ∈ T is a timestamp. Moreover, it poses
the basis for an informal definition of Continuous Query.

Definition 2.3. A continuous query 𝑄𝑐𝑜𝑛𝑡 submitted at time in-
stant 𝜏 on data stream S shall provide the results as if the non-
continuous query 𝑄 was executed for all the possible 𝜏 ∈ T. Hence,
it is evaluated under continuous semantics.

Key to the implementation of continuous query is the window
operation. Indeed, although windowless continuous querying is

possible, user-defined windowing is currently the most common
approach for dealing with data unboundedness. Thus, we introduce
the general idea here and will discuss the various notions in detail
later. In the literature, several different window operators have been
proposed [41, 88]. However, we will limit the scope of this tutorial
by focusing on time-based window operators.

Definition 2.4. Given a time domain T, windows are defined as
functions𝑊 : T ← T × T where T is a set of timestamps, e.g.,
Natural Numbers.

3 CONTINUOUS QUERIES AND DBMS
The Database community initially focused on defining query mod-
els, highlighting issues of approximate execution [16], and solving
algorithmic limitations [36]. Moreover, the research drew the re-
quirements for systems architecture [81] that ultimately pushed
the conception Data Stream Management System (DSMS) [32].

3.1 Continuous Query Languages
The seminal work of Arasu et al.[12] defines the bases of rela-
tional continuous querying; the continuous query language (CQL)
builds on the relational data model and relational algebra to address
append-only ordered data streams. CQL, whose syntax is shown
in Listing 1 as an example, assigns abstract semantics to continu-
ous queries via two data types: Streams, as per Definition 2.2, and
Time-Varying Relations, i.e., a time-aware functional extension of
relational data (cf Definition 3.1).

1 S e l e c t count ( P . ID )
2 From Person P , RoomObservat ion O [ Range 15 min ]
3 Where P . i d = O . i d

Listing 1: Example Query using CQL.

Definition 3.1. A time-varying relation R maps each time instant
𝜏 ∈ 𝑇 to a finite yet unbounded group of tuples from a set schema
with named attributes.

Moreover, CQL introduces three operator classes for writing
continuous queries over data streams:
• Stream-to-Relation (S2R) operators, converting a stream into
a time-varying relation,
• Relation-to-Relation (R2R) operators, deriving a new time-
varying relation from one or more other relations, and
• Relation-to-Stream (R2S) operators generate a stream from
a time-varying relation.

S2R operators in CQL are designed to segment a stream S into
Windows. A window, denoted W(S), comprises elements selected
from a stream by a window operator. CQL encompasses time-based,

Figure 2: CQL data abstractions from [12].
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tuple-based, and partitioned window operators. However, the no-
table aspect of CQL semantics comes from the duality between R2R
and R2S. A CQL query does not necessarily have to return to the
streaming abstraction. Indeed, the results of a continuous query
Q𝑐𝑜𝑛𝑡 at a time 𝜏 , which denotes the result of Q once all inputs up
to 𝜏 are available, are defined according to two cases:
• When the outermost (topmost) operator in Q is of relation-
to-stream type, the result of Q at time 𝜏 is a stream 𝑆 up to 𝜏 ,
produced by recursively applying the operators comprising
Q to streams S1 , . . . , S𝑛 up to 𝜏 and relations R1 , . . . , R𝑚
up to 𝜏 .
• When the outermost (topmost) operator in Q is of stream-to-
relation or relation-to-relation type, the result of Q at time
𝜏 is R(𝜏), produced by recursively applying the operators
comprising Q to streams S1 , . . . , S𝑛 up to 𝜏 and relations R1
, . . . , R𝑚 up to 𝜏 .

This approach substantially differs from what was proposed by
Babcock and Sellis [16, 69]. Indeed, their definition of continuous
semantics has an interpretation closer to sets: the result of Q𝑐𝑜𝑛𝑡

concerns the results Q𝑟 that would be obtained at 𝜏𝑖 ∈ T are the
union of the subsets of tuples produced by a series of one-time
queries 𝑄 on successive stream contents S(𝜏), i.e.,

∀𝜏𝑖 ∈ T, 𝜏𝑖 ≥ 𝜏0, 𝑄
𝑐𝑜𝑛𝑡𝑆 (𝜏𝑖 )) =

⋃
𝜏0≤𝜏≤𝜏𝑖

𝑄 (𝑆 (𝜏))

The approach adopted by Kramer et al. [58] differs even further,
bridging streaming and temporal data. Indeed, they introduce the
timeslice operation that generates snapshots from a logical stream.
Then, they redefine the notion of Snapshot Reducibility, a well-
known concept in temporal databases, for query operators over
streams. Indeed, Kramer et al. focus on proving that a particular
operation, hence query execution, can be evaluated over a finite
subset of the data without losing generality. Although operationally
similar to windows, timeslice is a global property of the streams,
and Snapshot Reducibility can be proved for each operator individ-
ually. Revealing interesting properties of streaming algebras and
semantics.

Definition 3.2. (Snapshot-Reducibility. [58]) A logical stream op-
erator op𝑇 is snapshot reducible to its non-temporal counterpart
𝑜𝑝 over multisets if for any point in time 𝜏 ∈ T and for all logical
input streams 𝑆𝑙1, . . . , 𝑆

𝑙
𝑛 ∈ S𝑙 , the snapshot at 𝜏 of the results of

applying 𝑜𝑝𝑇 to 𝑆𝑙1, . . . , 𝑆
𝑙
𝑛 is equal to the results of applying 𝑜𝑝 to

the snapshot 𝑅1, . . . , 𝑅𝑛 of 𝑆𝑙1, . . . , 𝑆
𝑙
𝑛 at time 𝜏 .

3.2 Queries Optimisation and System Overview
Continuous query optimisation is an essential topic to explore. We
will initially focus on theoretical results for continuous queries that
led to the definition of optimisation techniques [42]. In particular, it
is worth noting the role of rewriting for monotonicity [18], which
paves the road to incremental execution.

In their work on characterising continuous queries, Barbara et
al. highlighted how the equality of Babcock and Sellis holds only
for monotonic continuous queries. Intuitively, a continuous query
is non-monotonic when a result that is calculated in the stream at
some point may cease to qualify because a new value is added to

Figure 3: High Level Architecture of a Data Stream Manage-
ment System from [32]

the database, or more formally: A query is monotonic if for two
instances of the data stream S(𝜏1) and S(𝜏2) such that 𝑆 (𝜏1) ⊆ 𝑆 (𝜏2)
then𝑄 (𝑆 (𝜏1)) ⊆ 𝑄 (𝑆 (𝜏2)). Unfortunately, most continuous queries
one would like to write are non-monotonic. However, if the stream
is append-only, Barbara et al. show that there exists a rewriting
that can allow an incremental evaluation.

Conversely, the role of planning, especially in relation to adap-
tive cost models [92], links directly with more non-functional re-
quirements that concern the system level as much as the query
language [61]. In these regards, DSMS, as opposed to DBMSs, can
handle stream unboundedness and answer the new class of queries
meant to last endlessly until explicitly cancelled.

Figure 3 depicts one of the initial architectural proposals for
DSMS. The notion of Stream (cd Definition 2.2) denotes both input
and main output. Store aligns with the CQL’s time-varying relation
abstraction (cf Definition 3.1. Finally, Scratch and Throw respec-
tively represent the system’s working memory, where intermediate
results are saved, and the logical recycle bin is used to throw away
unneeded tuples.

Early DSMS prototypes, which are no longer available, like Stan-
ford’s STREAM [11], TelegraphCQ [29], NiagaraCQ [30], Auroral/-
Borealis [4], and Gigascope [31], were developed to validate the
feasibility of continuous query approaches. Indeed, they have simi-
lar data models but distinct querying semantics. This era of research
introduced critical challenges in systems like sliding window aggre-
gation, fault tolerance, high availability, and load balancing. This
initial wave of research, influential from 2004 to 2010, paved the
way for commercial stream processing systems like IBM System S,
Esper, Oracle CQL/CEP, and TIBCO.

4 CONTINUOUS QUERIES AND BIG DATA
The advent of Big Data has witnessed the growing availability of
sensor networks, microservices, and cloud-edge infrastructures,
which has pushed, in turn, the emergence of data streams as a
unifying abstraction [33, 55] that could support the integration of
naturally (geo)-distributed and decentralised systems. The adoption
of stream shifted the computational paradigm from data at rest and
post-hoc analyses to data in motion and continuous processing [47].

Streaming Systems [9] (SPS) emerged to support a large class of
applications in which data are generated from multiple sources and
are pushed asynchronously to servers responsible for processing
them [9]. Notably, aspects like scalability, state management, and
out-of-order processing were research priorities for SPS [26].
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4.1 Declarative Query Interfaces
Streaming Systems exhibit a stack of programming interfaces with
different primitives and programming abstractions. Figure 4 de-
picts such an abstraction, distinguishing between 3 levels, i.e., the
architectural level where the Actor exchanged messages to coor-
dinate the computation in real-time; the dataflow level where the
streaming computation is expressed in terms of nodes and edges,
and the highest declarative layer where Streaming Systems users
can specify continuous queries either using SQL-like Dialects or
functional DSL (Domain Specific Languages).

It is worth noticing how the Streaming Systems approach con-
tinuous query answering from a distributed system perspective.
Limiting the computations to simple data transformation that can
be expressed using programming primitives and APIs, and substan-
tially avoiding the definition of abstract semantics.

4.1.1 Dataflow Languages. The initial query interfaces provided
by Streaming Systems were based on the dataflow abstractions,
i.e., nodes of the operators to implement procedurally using an
Objected-Oriented Turing-complete programming language (Cf
Figure 4, mid-level and Figure 5 computational nodes).

Languages designed for dataflow, such as Lustre [43] and Sig-
nal [60], were created to simplify the development process of real-
time embedded systems. These languages enable developers to
articulate a precise and deterministic specification of the system’s
behaviour as time progresses through discrete logical steps. During
each step, the program calculates the value of each data stream
based on its inputs and potentially previously computed values.
Due to their low level of abstraction, these programs can be thor-
oughly tested and verified [21]. Hirtzel et al. elaborate on dataflow
languages’ broader utility for Stream Processing in [48].

In relation to continuous querying, the most prominent of such
languages is the Dataflow Model [8], derived from FlumeJava [28],
which presented a fundamental shift in the approach of stream
processing, allowing the user to make a trade-off between correct-
ness, latency, and cost. The Dataflow Model introduces triggers to
provide multiple answers for any given window. Windows and
triggers are complementary operations. The former determines
when data are grouped together for processing using event time;
the latter determines where the results of groupings are emitted in
processing time. In particular, the Dataflow Model operates a with
two primitives using streams of (key, value) pairs: (a) ParDo for

Figure 4: Streaming System Stack: describing the different
abstraction levels in Streaming Systems, inspired by [84].

generic element-wise parallel processing producing zero or more
output elements per input. (b) GroupByKey for collecting data for a
given key before forwarding them for reduction.

Despite its efficiency, dataflow-based approaches for continu-
ous query programming are extremely sophisticated and require
low-level programming skills. Thus, new approaches emerged as
described in the next section.

4.1.2 Functional Domain Specific Languages. A functional DSL
for stream processing is a specialized programming language de-
signed to facilitate the development and execution of operations
on continuous data streams. Such a DSL incorporates functional
programming paradigms [62], emphasizing immutability, stateless
functions, and higher-order functions.

Streaming Systems started providing embedded DSLs to facilitate
the description of streaming computations [48]. Figure 4 position
such DSL at the highest level since they are declarative, but more
complex computations still require users to interact with low-level
APIs. At the data model level, existing Streaming Systems allow
a combination of Object-Oriented Programming and functional
operations like map, flatmaps, or aggregates. Lately, such APIs
started converging towards a standardised set of operations typical
from the DSMS vision, e.g., filter and join. The Stream and Table
Duality Model [77] explains such data transformations. It includes
two notions: the record stream and the changelog stream (also known
as “table” ). Stream processing operators, divided into stateless and
stateful, describe the transformation of one abstraction to the other.
In essence, the model is a blueprint for designing stream-processing
applications. Listing 2 shows an example of Flink [27] DSL in java.

1 t r a n s a c t i o n s . f i l t e r ( t −> t . getAmount ( ) > 1 0 0 )
2 . map ( t −> " TID : " + t . g e t I d ( ) + " , Amount : " + t . g e t ( ) ) ;

Listing 2: Example Flink’s Functional.

4.1.3 SQL-like Dialects. One aspect of Streaming Systems is the
adoption of SQL-like query interfaces to offer a fully declarative ap-
proach to application design [48] instead of the original embedded
DSLs (Cf Figure 4, highest level). The initial vision for a Streaming
SQL standard dates around 2008: Stonebraker et al. [81] discussed
the requirements analysis for an industrial-grade stream process-
ing engine to satisfy. Among other timely proposals, adopting SQL
as a language for real-time data management is highly relevant.
Similarly, Jain et al. combined and discussed different proposals
from the industry that may converge into a so-called standard [54].
Recently, the discussion reopened thanks to a renovated proposal:
Bengoli et al. [19] present the opportunities and challenges for a
streaming-first SQL standard that builds upon the lessons learned
while building Streaming Systems.

In the past, we compared the SQL interfaces of prominent Stream-
ing Systems [85, 86]. Instead, this tutorial focuses on the fundamen-
tal aspects of the relation between Streaming Systems and Contin-
uous Querying. In particular, Window Operators are probably the
most delicate contact between Continuous Querying and Streaming
Systems. Having a significant impact on the operational semantics
of Streaming Systems [23], window operators have been exten-
sively studied [88], including their richer variants [41, 87]. This
digs deeper into the relationship between Windows, and Streaming
Systems, always observing existing systems.
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4.2 Optimisations and Systems Overview
Streaming Systems likeMillWheel [7], Storm, Flink [25], and Spark [15],
have emerged directly from industrial needs left unsolved by the
MapReduce framework. Therefore, as mentioned above, the re-
search agenda behind them addresses open problems of scalability,
state management, and out-of-order processing and supports a
larger class of data analytics tasks than before. Unlike DSMS, it still
lacks an accepted abstract architecture. Figure 5 presents an abstract
architecture that highlights some essential aspects related to the
deployment and optimisation of SPS. Streaming data are typically
accessed by consuming a distributed queue (e.g., Kafka [1] or Pul-
sar [2]). The output streams are directly pushed to similar systems.
Operators, organised in directed acyclic graphs, exchanged inter-
mediate results in parallel, leveraging source-based partitioning.
Stateful operations like aggregation and Windows exploit embed-
ded key-value stores (e.g., RocksDB [3]), to persist intermediate
results. As described by Figure 4, at the core of these systems, there
is some variation of the actor model [45], that used message passing
to coordinate parallel and distributed continuous computation [74].

Optimization techniques for Streaming Systems were surveyed
by Hirzel et al. [49]. In particular, they focused on static optimisa-
tions such as (i) operator reordering [35] , which attempts to an-
ticipate the execution of more selective operators; (ii) redundancy
elimination, [39] which tries to remove operators without violating
the query correctness; (iii) operator placement [70] , (iv) separation
and (v) fusion [51], which respectively attempt to position the op-
erator to reduce the network latency as well as to split or combine
operators to leverage parallelisms or distribution better. Notably,
optimisation for CQs in Streaming Systems focuses mostly on sys-
tem aspects and the low-level APIS/DSL. Two notable exceptions
are Spark Structured Streaming and Flink (via Apache Calcite [20]),
which use volcano-based planning to optimise window-based con-
tinuous queries but with customised rules.

5 CONTINUOUS QUERIES AND THE MODERN
DATA LANDSCAPE

In the contemporary data landscape, continuous queries reshape
how we process and interact with real-time data across various
sectors. Streaming databases (e.g., Materialize and Risingwave )
emerged as a significant evolution, enabling dynamic query updates
as new data streams in, thus facilitating immediate insights. The
innovation extends alto to in-database stream processing, which
integrates CQs capabilities directly within DBMS systems, allowing

Figure 5: Abstract Architecture of a Streaming System.

for complex analytics and transformations without the need to
export data, thereby enhancing efficiency and reducing latency.

On the other hand, the central role of graphs in modern data
has also impacted the continuous querying area, with specialised
systems emerging to handle streaming graphs and graph streams,
offering the ability to analyze relationships and patterns dynam-
ically as data evolves, which is vital for applications in network
security, social media analysis, and more.

5.1 Streaming Databases
Novel solutions like Materialize5, RisingWave6 HStream7, and par-
tially also KSQL DB [53] mark a distinct shift in the landscape of
stream processing, setting themselves apart from traditional Big
Data streaming systems like Flink or Spark Structured Streaming.
These solutions are not merely tools for real-time analysis but com-
prehensive streaming database management systems with support
for continuous queries. Their programming stack is SQL-first, and
users can manage data and metadata directly throughout the declar-
ative interface. Last but not least, partial support to constraints is
given, with a limited focus on primary and foreign keys.

Moreover, continuous queries also appear within traditional
DBMS as additional support for high-velocity workloads. In par-
ticular, InvaliDB [90] follows the vision of Real-Time databases,
offering a push-based query interface on top of a pull-based data
store. On the other hand, Winter et al [91] recently proposed an
alternative approach for answering queries that require high in-
gestion throughput. The approach called continuous view, relies
on a novel maintenance strategy, which splits the work between
insertions and queries. The approach was compared to PipelineDB
and DBToaster [57], two similar solutions for Incremental View
Maintenance on top traditional DBMSs.

5.2 Streaming Graphs
Streaming data are also rich in terms of variety [33]: e.g., sensor net-
works, transaction logs from block-chains, news or social network
streams and customer-retail streams, are far more sophisticated
and call for more expressive data models and query models and
the relational one. NoSQL systems have left an impact on CQs,
with Streaming Systems being naively object-oriented and, thus,
welcoming towards nested relations and even [5, 73] (Cf Figure 4).

In the Database community, graph streams study dates are ex-
tensive [22]. Recently, the investigation has covered the recent
property graphs standard [76] with a focus on frameworks and
algorithms for complex continuous queries [10, 65, 65, 66, 75]. In
particular, given the high expressiveness of the property graph data
model, exhibiting multiple edge and node labels as well as sets of
properties, continuous property graph queries can tackle highly
complex streaming data.

Navigational property graph queries with user-specified con-
straints in a streaming fashion must adhere to different query se-
mantics, such as simple and arbitrary path semantics [65], while
still preserving low latency and high throughput. Subsequently,
recursive continuous graph queries as opposed to non-recursive

5https://materialize.com
6https://www.risingwave-labs.com/
7https://hstream.io/
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SQL counterparts, require subgraph queries and paths as first-class
citizens. Pacaci et al. [66] focus on the above problem by defining
a full-fledged continuous query model, based on a streaming path
algebra, query formulation and path generation.

As a natural complementary extension of the above works, Rost
et al. [75] focus on openCypher, the query language at the core
of Neo4j, as a basis for the streaming extension for continuous
property graph queries defining its formal semantics precisely. Such
an approach has reached the commercial landscape, with solutions
like Raphtory [80], Quine 8, and MemGraph 9 emerging to address
the problem of continuous queries over graphs. We will discuss
complex graph data and query models in streaming and dynamic
environments and, focusing on the property graph data model [75]
and complex recursive graph continuous queries [65, 66].

In the Semantic Web community, several languages and sys-
tems for streaming knowledge graphs have emerged in the last
decade to accommodate the need to process heterogeneous data
streams on the Web [84]. Dell’Aglio et al. introduced RSP-QL [34],
a language that includes new families of operators based on CQL’s
S2R and R2S, as well as SPARQL 1.1 algebra, allowing continu-
ous SPARQL queries on RDF ( Resource Description Framework)
streams. RDF Stream Processing developed under the Stream Rea-
soning umbrella [33], paving the road for the application and study
of Continuous Queries for knowledge graphs and evolution [72].
From RSP-QL emerged additional APIs like RSP4J [83], which tried
to generalise the computational approach by borrowing concepts
from Streaming Systems and CQL.

6 RELATEDWORK
This paper focuses on the theoretical and practical impact of con-
tinuous queries in the literature, covering 20 years of research.

Directly related to this is a series of tutorials on Stream Process-
ing foundations10. The first two tutorials in the cycle focused on the
role of declarative languages and SQL, mainly how they translate to
the internals of the underlying Streaming Systems. However, this
tutorial focuses on continuous queries spanning different types of
systems (not just big data) and data models.

"Beyond Analytics: the Evolution of Stream Processing Sys-
tems" [26] is a relevant complementary view on the role of stream
processing for Big Data. Unlike this tutorial, Carbone et al. focus on
analytics rather than continuous querying, drawing a line from the
original DSMS vision to modern Streaming Systems. Like us, they
discuss the prominence of complex workloads on top of Stream
Processing Engines, e.g., graph computations, but they don’t focus
on high-level querying aspects. Instead, they envision the future of
steam processing systems beyond analytical workload.

"Complex Event Recognition in the Big Data Era" is also related [37].
The tutorial gives a step-by-step guide on how to realise CER on top
of Streaming Systems for BigData. While there is an overlap in the
theoretical foundations, being CER a form of continuous querying,
Giatrakos et al. discuss how CER state-of-the-art maps on top of
Streaming Systems rather than provide a general overview of their
querying capabilities.

8http://quine.io
9https://memgraph.com/
10https://streaminglangs.io

7 CONCLUSION AND OPEN CHALLENGES
The original DSMS vision, which aimed to manage all aspects of
stream data in a completely declarative way [81], has been pushed
aside by the advent of the Big Data initiative. In its place, Stream-
ing Systems rose and prospered, satisfying the need for scalable
real-time analytics. Lately, Streaming Systems evolved for more
sophisticated workloads requiring transactional continuous pro-
cessing, more complex data models like graphs and documents, and
even iterative continuous queries [26]. While the DSMS vision is
still unrealised, and the Streaming Systems are evolving towards
more sophisticated workloads, a new kind of Streaming Database,
with native support to CQs and even more complex data models
like RDF or Property graphs, is emerging.

This paper has delineated the extensive scope of related liter-
ature, encompassing diverse languages, formalisms, prototypes,
production-grade systems, and models, all instrumental in defining
the operational semantics of streaming databases. Following such
a picture of the state of the art and the state of practice, we pro-
pose three main areas that necessitate further exploration within
Continuous Queries: ’Linguistic Maturity’, ’Query Portability’ and
’Data Governance’.
Linguistic Maturity. The literature evidences a linguistic maturity
adequate for industrial development and standardization. How-
ever, a notable gap remains in the absence of a consensus on the
fundamental abstractions a database and data systems should of-
fer to support continuous queries. This is particularly critical in a
multi-model environment where users may employ various query
languages. Establishing a unified set of abstractions for streaming
data manipulation is essential to address this complexity.
Query Portability. The diversity of existing solutions significantly
complicates the porting of queryworkloads across different systems,
which can hinder the adoption of streaming solutions. A primary
challenge in this domain is the varied semantics of windowing
across languages, leading to distinct operational semantics at the
system level [6]. A potential avenue for simplification might be to
explore continuous querying independent of windowing concepts,
as seen in industrial applications like graph processing in Quine.
Nevertheless, a combined theory for continuous semantics is still
required to derive compatibility across languages. Several proposals
for intermediate representations emerged [40, 44, 59, 63, 64, 78, 79,
89], but none was adopted regardless of the industrial traction.
StreamingDataGovernance. In Continuous Queries, the research
on data provenance in streaming contexts is nascent [67] and is
currently limited to why and how-provenance [71] within stream-
ing pipelines framed in functional languages. Furthermore, the
issue of ensuring data consistency in the context of continuous
queries remains unaddressed. Data cleansing poses a significant
challenge, given the stringent latency demands in streaming data.
Thus, integrating consistency measures directly into continuous
query frameworks might offer a viable pathway forward.
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