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ABSTRACT
In distributed computing, questions of computability are exquisitely
sensitive to minute details of the model assumptions, and there is
no universally agreed upon model of network computing. Here, we
study which functions are computable by deterministic and anony-
mous agents in either static or dynamic networks. We consider var-
ious communication assumptions common in the literature, and in
each case we strive to characterize the set of computable functions,
organizing existing results as well as offering new ones, alongside
new proofs which bring new understanding of this computability
landscape.

CCS CONCEPTS
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1 INTRODUCTION
Function computation [1–4, 6, 8, 10, 11, 13–15, 17–23, 25–32, 34, 35]
is a fundamental problem of distributed computing in networks. Of-
ten, it is assumed that each agent in the network starts with a unique
identifier, e.g., in the well-known local model, in which case the
question of which functions can be computed becomes essentially
moot. Indeed, by running a straightforward flooding algorithm, it is
possible for all 𝑛 agents to recover all pairs ((id𝑖 , val𝑖 ))1⩽𝑖⩽𝑛 , after
which any function 𝑓 (val1, . . . , val𝑛) can be computed, as long as
it is invariant under permutation of its arguments. Similarly, if we
allow randomized algorithms, then once again various methods
allow for computing the same functions, possibly with some caveats
such as “with high probability”. In short, with either identifiers or
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randomization, questions of distributed computability in networks
are rather trivial.

If, however, we look at anonymous networks of deterministic
agents, then computability becomes a non-trivial question of much
importance, as function computation is an extremely commonplace
building block of many distributed applications. Here, our objec-
tive is to understand the fundamental limitations and capabilities
for function computation by networked systems of anonymous,
deterministic agents, operating under asynchronous starts in either
static or dynamic networks. We do this by describing a minimalist
model of network computing, and then studying how varying the
model assumptions, in particular as it relates to the communication
primitives, impacts the set of computable functions. We cover the
common communication models found in the literature, and, in
each case, strive to characterize computable functions. The current
paper only gives a high-level summary of our work. While Tables 1
and 2 give a high-level summary of our argument, we refer the
reader to our preprint [12] for precise definitions of our models,
methods, results, as well as their proofs.

We define three classes of functions of arbitrary arity, i.e., of
type 𝑓 :

⋃
𝑛⩾1𝛺

𝑛 → 𝑋 . First, set-based functions, whose value
only depend on the set of its input values. Second, frequency-based
functions, which can depend on the relative frequencies of the input.
Third, multiset-based functions, which can depend on the multiset
of the input. A prototypical example of a set-based function is the
maximum, an example of a frequency-based function is the average,
and an example of a multiset-based function is the sum. As these
examples illustrate, the inclusion between the three classes is strict.

In terms of communication, we consider four distinct models.
In the base case of blind (local) broadcast, in a round 𝑡 , an agent 𝑖
prepares and sends a message 𝑚𝑖 (𝑡) which is delivered to each
of 𝑖’s round 𝑡 outneighbors. This message is entirely determined
from the agent’s state obtained at the end of the previous round.
Our second model, outdegree awareness, only differs in one way:
the message𝑚𝑖 (𝑡) may now also depend on agent 𝑖’s outdegree
in the round 𝑡 communication graph. Transmissions in these two
models are isotropic, in the sense that, in any given round, any two
messages coming from the same sender are the same. In contrast,
in our third model of output port awareness, each agent 𝑖 has access
to different ports, each linking to a different outneighbor, and sends
one message per port in each round.1 Finally, our fourth model
of symmetric communications corresponds to the restriction of the
blind broadcast model, to the class of networks with bidirectional
links.

1In this work, we only consider output port awareness in the context of static networks,
as it is difficult to meaningfully define output ports in a dynamic context.
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Table 1: Computable functions in static, strongly connected networks of 𝑛 anonymous agents

no centralized help

a bound over 𝑛 is known

𝑛 is known

one leader

simple
broadcast

outdegree
awareness

symmetric
communications

output port
awareness

set-based frequency-based frequency-based frequency-based

set-based frequency-based frequency-based frequency-based

set-baseda multiset-based multiset-based multiset-based

set-based multiset-based multiset-based multiset-based

a J. Chalopin pointed out to us that this result does not hold for 𝑛 = 2 or 3.

2 PRELIMINARIES
Network and computation model. We adopt a standard model

of distributed computing in networks. In each round 𝑡 = 1, 2, . . .
of an execution, each agent 𝑖 ∈ [𝑛] ≔ {1, . . . , 𝑛} sends a mes-
sage, receives some messages from the network, then undergoes
an internal transition to a new state before starting the next round.
The patterns of message reception in a given round 𝑡 define a
directed graph 𝔾(𝑡) = ( [𝑛], 𝐸𝑡 ), where (𝑖, 𝑗) ∈ 𝐸𝑡 means that
agent 𝑗 received agent 𝑖’s message in round 𝑡 . The infinite se-
quence 𝔾 = 𝔾(𝑡)𝑡⩾1 is the dynamic graph modeling the behavior
of the network over the execution.

The knowledge that each agent may possess about the network
is captured by a set of possible dynamic graphs, called a network
class, over which the execution might take place: the larger the
class, the less information the agents have about the network.
Since we consider anonymous networks, we restrict our atten-
tion to network classes that are closed under graph isomorphisms.
Then, for example, the class of static networks can be expressed
as

⋃
𝑛⩾1{(([𝑛], 𝐸𝑡 ))𝑡 |∀𝑡, 𝑡 ′ : 𝐸𝑡 = 𝐸𝑡 ′ }, and similarly for other

network classes. As we are looking for algorithms that tolerate
asynchronous starts, we remark that an agent who begins its exe-
cution in some round 𝑠 + 1 can be modeled as an isolated vertex in
each communication graph 𝔾(𝑡) for 1 ⩽ 𝑡 ⩽ 𝑠 , so that our dynamic
graph model captures the case of asynchronous starts. In contrast,
a self-stabilizing algorithm is expected to produce a correct result
under synchronous starts and arbitrary initial states of the agents.
Self-stabilizing algorithms obviously tolerate asynchronous starts,
while the converse is not necessarily true.

Finally, let us briefly recall what is meant by “computing” a func-
tion in an anonymous context. Unless the algorithm has a constant
runtime, it is generally impossible to get the agents to irrevoca-
bly decide on a return value. Indeed, this would essentially amout
to computing a bound 𝑁 ⩾ 𝑛, which is impossible, as is shown
here. Instead, each agent 𝑖 is equipped with an output variable 𝑥𝑖 .
Given a metric space (𝑋, 𝛿), we say that an execution 𝛿-computes
some value 𝑥∗ if lim𝑡→∞ 𝛿 (𝑥𝑖 (𝑡), 𝑥∗) = 0 for each agent 𝑖 . An algo-
rithm A is then said to 𝛿-compute some function 𝑓 :

⋃
𝑛⩾1𝛺 → 𝑋

on some dynamic graph𝔾with𝑛 nodes if any of its executions start-
ing with input values 𝑣1, . . . , 𝑣𝑛 𝛿-computes the value 𝑓 (𝑣1, . . . , 𝑣𝑛).
Finally, an algorithm A 𝛿-computes the function 𝑓 on the network
class C if it is the case for every graph of the class, in which case the
function 𝑓 is said to be 𝛿-computable. Note that if 𝛿 is the discrete
metric, then in any execution there exists some round 𝑡∗ after which

all variables 𝑥𝑖 (𝑡) are constant. We therefore say that the algorithm
computes 𝑓 in finite time, in which case 𝑓 is computable for every
other metric. Similarly, if 𝑋 = ℝ𝑘 , an algorithm which computes 𝑓
for the Euclidean metric is said to compute 𝑓 asymptotically or
approximately.

Graph fibrations. Over static graphs, the homotopic notion of
graph fibration [7] captures the idea of indistinguishability of nodes
with respect to the executions of a distributed algorithm. Recall
that a (directed, multi-)graph 𝐺 is composed of a non-empty set
of vertices 𝑉𝐺 = {1, . . . , 𝑛𝐺 }, and a set 𝐸𝐺 of edges defined by two
functions 𝑠𝐺 , 𝑡𝐺 : 𝐸𝐺 → 𝑉𝐺 , which specify the source and the
target vertices of each edge. A graph morphism between two graphs
𝐺 and 𝐻 , which we denote 𝜑 : 𝐺 → 𝐻 , is defined by a pair of
functions 𝜑𝑉 : 𝑉𝐺 → 𝑉𝐻 and 𝜑𝐸 : 𝐸𝐺 → 𝐸𝐻 which commute
with the source and targets functions. A fibration is a surjective
morphism 𝜑 : 𝐺 → 𝐵 with the additional following property: for
every edge 𝑒 of the graph 𝐵 (called the base of 𝜑) and for each
vertex 𝑖 of the graph 𝐺 with 𝜑𝑉 (𝑖) = 𝑡𝐵 (𝑒), there exists a unique
edge �̃� 𝑖 of 𝐺 such that 𝜑𝐸 (�̃� 𝑖 ) = 𝑒 and 𝑡𝐺 (�̃� 𝑖 ) = 𝑖 . The fibre 𝜑−1 (𝑖)
of some vertex 𝑖 ∈ 𝑉𝐵 is the set of vertices of𝐺 that are mapped to 𝑖 .
A fibration 𝜑 : 𝐺 → 𝐵 defines an equivalence relation on𝑉𝐺 whose
classes are the fibres: for any 𝑖, 𝑗, 𝑘 such that 𝑗, 𝑘 ∈ 𝜑−1 (𝑖), the
nodes 𝑖, 𝑗, 𝑘 have similar inneighborhoods, and there is a bijective
correspondence between the edges of 𝐺 coming to 𝑗 and those
coming to 𝑘 . Informally, a morphism is a fibration when it is a local
isomorphism with respect to the incoming edges of each nodes. All
of the above notions extend to the case where either the edges or
vertices of the graphs are colored, with the additional condition
that morphisms ought to be compatible with the coloring functions.

Graph fibrations were developed by Boldi and Vigna [5–7, 9] as a
refinement of the concept of graph coverings, which Angluin used
in her seminal work [1], and in subsequent works by others [16, 24,
33, 35] to study computability in anonymous networks. The power
of fibrations lie in the fundamental Lifting lemma [9, Lemma 2],
which, informally, states that for any fibration 𝜑 : 𝐺 → 𝐵 and
any execution of a distributed algorithm A over 𝐵, there exists an
execution of A over𝐺 in which all nodes of the same fiber 𝜑−1 (𝑖)
are indistinguishable, and their behavior is the same as that of 𝑖 in
the original execution over 𝐵. The execution ofA over the graph 𝐵

is entirely determined by the input values of the nodes in 𝐵, and
the execution over the graph 𝐺 is obtained by copying fibre-wise
the input values, i.e., each node 𝑗 ∈ 𝑉𝐺 gets input 𝜔𝜑

𝑗
≔ 𝜔𝜑𝑉 ( 𝑗 ) ,
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Table 2: Computable functions in dynamic networks of 𝑛 anonymous agents with finite diameter

no centralized help

a bound over 𝑛 is known

𝑛 is known

one leader

simple
broadcast

outdegree
awareness

symmetric
communications

set-based ? ?a

set-based frequency-based frequency-based

set-based multiset-based multiset-based

set-based ? ?a
a Di Luna and Viglietta’s algorithms [22, 23] exactly compute frequency-based functions only in the model
of synchronous starts.

where 𝝎 ∈ 𝛺𝑉𝐵 is the input vector for the graph 𝐵. From the Lifting
lemma, we get the following corollary for computability.

Lemma 2.1. Let 𝜑 : 𝐺 → 𝐵 be a fibration, and 𝑓 be a function
of variable arity over 𝛺 . If some algorithm 𝛿-computes 𝑓 on both
graphs 𝐺 and 𝐵, then for any 𝝎 ∈ 𝛺𝑉𝐵 we have 𝑓 (𝝎) = 𝑓 (𝝎𝜑 ).

As we consider network classes that are closed under graph
isomorphisms, Lemma 2.1 implies that computable functions have
to be insensitive to the permutation of their arguments.

3 COMPUTABILITY RESULTS
Static networks. The notion of graph fibrations allows us to es-

tablish our main theorem for static networks: an exact character-
ization of computable functions when assuming one of a) output
port awareness, b) symmetric communication links, or c) outdegree
awareness.

Theorem 3.1. Let (𝑋, 𝛿) be a metric space. In any of the three
communication models with either output port awareness, symmetric
communications, or outdegree awareness, and for any function 𝑓 :⋃

𝑛∈ℕ>0 𝛺
𝑛 → 𝑋 , the following assertions are equivalent:

(i) 𝑓 is frequency-based;
(ii) 𝑓 is 𝛿-computable in the class of static strongly connected

networks.

The proof can be found in our pre-print [12]. For the impossibility
result, we extend an existing argument for symmetric communica-
tions [18]. For the positive results, we start with Boldi and Vigna’s
universal self-stabilizing algorithm [9], which is finite-state and
computes in finite time a minimum base of the network graph 𝐺 ,
i.e., a graph 𝐵∗ such that i) there exists a fibration 𝜑∗ : 𝐺 → 𝐵∗, ii)
any fibration 𝐵∗ → 𝐵′ is an isomorphism (the graph 𝐵∗ is fibra-
tion prime). Under any of our three communication assumptions,
it is possible to show that, from the minimum base 𝐵∗, one can
reconstruct the vector of the cardinalities of the fibres of 𝜑∗ up to a
constant multiplicative vector, from which we deduce the relative
frequencies of the input values of the execution. This allows us to
compute any frequency-based function for the discrete metric, and
thus for any metric. While it was known that output port aware-
ness or symmetric communications make it possible to reconstruct
the frequency vector, the novelty of our approach is to show the
same for outdegree awareness, as well as to show that the three
approaches work because they imply the same constraint on the

vector of fibre cardinalities for any fibration with base 𝐵∗ – namely,
that they lie in a subspace of rank 1 which can be computed from
the graph 𝐵∗.

In addition to Theorem 3.1, we deduce additional results by con-
sidering additional assumptions: namely, if some agent is initially
distinguished as leader, if all agents know the number 𝑛 of agents,
or if all agents know some bound 𝑁 ⩾ 𝑛. Our computability results
are collected in Table 1.

Dynamic networks. Positive results are, unsurprisingly, harder
to obtain in the dynamic case, and, in contrast to the static case,
the computability landscape isn’t complete. Recently, Di Luna and
Viglietta have proposed a remarkable method for dynamic networks
with symmetric communications [22, 23], which allows for comput-
ing frequency-based functions in finite time, with a runtime that is
linear in the dynamic diameter of the network. In particular, if every
communication graph is strongly connected, then the runtime of
the algorithm is linear in 𝑛. Unfortunately, this algorithm is not
self-stabilizing, nor does it tolerate asynchronous starts. Moreover,
as the computation depends on the construction of an infinitely
growing history tree, the algorithm requires both an infinite number
of states and an infinite bandwidth.

Here, we take another approach to compute frequency-based
functions, based on average consensus algorithms derived from sta-
tistical physics – namely, the Metropolis and Push-Sum algorithms,
both of which use iterated averaging to asymptotically compute the
average of input values. Each algorithm works for a different model:
Push-Sum assumes outdegree awareness, while Metropolis requires
both outdegree awareness and symmetric communications; we pre-
viously proposed a variant of the latter [11] which doesn’t require
outdegree awareness to compute the average, at the cost of a worse
runtime. Compared to Di Luna and Viglietta’s linear-time algo-
rithm, these methods only compute the average in an approximate
manner, and their runtime is non-linear; however, these algorithms
are conceptually very simple, they tolerate asynchronous starts,
and they use no persistent memory, in the sense that state-update
rules correspond to discrete differential equations of order one. As-
suming either a bound 𝑁 ⩾ 𝑛 or knowledge of 𝑛, we can turn these
asymptotic algorithms into exact, finite-state algorithms for com-
puting frequency-based functions (resp. multiset-based functions).
Our computability results are summarized in Table 2.
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