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ABSTRACT 

Enterprise interoperability is crucial for modern companies 

survival and market competitiveness. Progress in this field 

has stalled due to a lack of suitable techniques and 

technology. However, the rise of generative AI and language 

models now enables automation of various interoperation 

processes. This vision paper reviews the limitations of 

previous interoperability methods and suggests 

enhancements through the use of language models and 

simulation. 

1 INTRODUCTION 

Enterprises started opening stores internationally at the end 

of the 20th century, which led to the materialization of 

globalization. This created a competitive environment for 

businesses given that foreign organizations were vying for a 

share of the market (Dollfus, 2001). The competitiveness 

witnessed in these scenarios force enterprises to improve their 

performance so that they can stay in the market. In some 

cases, enterprises cannot compete and bring enough 

amelioration alone and they need to cooperate with other 

organizations. This allows them to obtain multiple advantages 

such as improved performance, new business opportunities 

and new potential products. It also allows them to survive in 

the global industry (Lecerf, 2006).  

Such a partnership needs to consider various aspects, 

including communication, coordination, cooperation, and 

collaboration across different concerns of the enterprises 

(Lauras, 2004; Forest, 2003; Seguy, 2008; Winer et al., 1994). 

Hence, the participants need to work together harmoniously 

to achieve these requirements. This gave rise to the concept 

of interoperability that joins these necessities together and 

structures them. It is defined as the ability of two or more 

enterprises to interact, communicate and exchange 

information on four concerns: data, services, processes, and 

business (IEEE, 1990; IDEAS, 2003; ATHENA, 2003; 

INTEROP, 2007). In order to help enterprises achieve this 

collaborative state and understand what is needed, a 

standardized schema was developed, and ISO 11354 was put 

in place (ISO/DIS11354-1, 2009). It is based on the work 

done by European projects such as INTEROP (INTEROP, 

2007) and ATHENA (ATHENA, 2003). This standardized the 

collaborative process and put guidelines on the different 

concerns where enterprises must implement the 

interoperability demands, the different barriers they might 

face, and a categorization of the approaches that might be 

used. Subsequently, this interoperability framework became 

a key solution to numerous problems in multiple domains 

such as healthcare (Lezcano, 2011; Blackman-Lees, 2018), 

mobility (Hussain, 2018; Hussain 2019), and manufacturing 

(Ramnath et al., 2020; Canciglieri et al., 2018).  
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Similar to the prospects brought by the inclusion of the 

interoperability framework, these domains have greatly 

benefited from the advancements in artificial intelligence 

(AI). AI can be defined as the capability of machines to 

execute tasks in a manner that approximates human behavior 

(McCarthy et al, 2006). AI solutions, i.e. models, were 

developed by IBM to aid physicians in disease diagnosis 

through image recognition (Davenport & Ronanki, 2018). 

These models also helped multiple manufacturing firms in 

multiple situations such as digitalizing some of their process 

models and designs through computer visualization systems 

and identifying defects in the manufacturing process through 

machine learning models (Björkdahl, 2020). Other solutions 

were also proposed regarding mobility such as point-of-

interest recommendation, next-location prediction, and 

traffic-flow prediction while maintaining the privacy and 

security of the data used of the parties involved through 

federated learning (Gecer & Garbinato, 2024). Studies were 

conducted as well to develop more advanced AI models in 

order to progress the field of automated translation between 

multiple languages and formats (Popel et al., 2020; Shashin 

& Ismail, 2024). 

Alongside the advancement of AI and the benefits it brings, 

as well as the standardization of the interoperability concept, 

we observe a possibility of integrating AI models into the 

collaborative process between enterprises and enhancing the 

existing interoperability capabilities. This would allow 

interoperations to happen on the fly without significant prior 

work and would advance the interoperability approach called 

federated. Hence, we investigate previous studies in the 

interoperability domain to consider the integration of AI 

models, specifically LLMs, to develop the federated 

interoperability approach and resolve previous problems 

encountered in this domain explained in Section 3. 

Subsequently, we discuss in the Related Work section some 

of the previous studies done on the interoperability domain as 

well as the beneficial advances of AI regarding data mapping 

and transformation. Afterwords, we present the limitations of 

the previous work on interoperability and the improvements 

that can be brought by the integration of AI models in the 

Previous Limitations and Innovations section. Finally, we 

conclude and summarize the ideas presented in the 

Conclusion section. 

2 RELATED WORK 

1.1 INTEROPERABILITY 

An interoperability framework has been put in place by 

INTEROP (INTEROP, 2007) and then standardized in the 

ISO 11354 (ISO/DIS11354-1, 2009). As shown in Figure 1, 

we can see that interoperability can occur on four concerns: 

data, service, process, and business. In this case, it is a vertical 

hierarchy where services need data to operate, processes use 

multiple services to obtain a certain outcome, and the 

business ideas and requirements need multiple processes to 

execute trades, manufacture products, and perform 

collaborations. However, there are also three common 

barriers to achieve interoperability on each of these concerns: 

conceptual, technological, and organizational. These mainly 

affect the syntax and semantics used in each concern, the 

tools used to perform the collaboration, and the authorities 

involved, respectively.  

Multiple solutions have been proposed to implement 

interoperability in business collaborations and, according to 

the ISO 11354 (ISO/DIS11354-1, 2009) framework, they can 

Figure 1 Interoperability Framework INTEROP (INTEROP, 2007)  

be categorized under three types of approaches: integrated, 

unified, and federated. We subsequently discuss these three 

types: 

• Integrated Approach: The integrated approach dictates 

that a common form or a single data model at the 

ecosystem level be designed and used to align the 

different concerns of an enterprise so that the 

interoperability demands be met. This type of solution 

requires that the services used during the collaboration, 

whether already in place or yet to be developed, follow 

the same format, even if it is not an international 

standard. This ensures that the partnering organizations 

can achieve seamless cooperation without the need for 

any mapping between the communicated elements. One 

attempt at achieving a standard to be used during the 

interoperability is the ISO 10303 (ISO10303, 1994) 



which provides a comprehensive method to represent 

data including syntax and semantics. The use of this 

standard enables the actualization of the integrated 

approach. 

• Unified Approach: The unified approach dictates that a 

non-executable metamodel needs to be defined so that 

the enterprises generate the required services or modify 

pre-existent ones in a manner that conforms to it. In this 

case, no common format between the partnering 

organizations is required as a mapping takes place 

between the enterprises different formats through the 

metamodel and leads to a transformation between them. 

One such example was developed by a study (Ethier et 

al., 2013) which developed an ontology-based 

framework called the general information model as well 

as appropriate mapping sets in order to unify structural 

models and terminologies between the different partners. 

In this case, it was implemented in a clinical setting with 

different organizations possessing heterogeneous 

formats. 

• Federated Approach: The federated approach dictates 

that the enterprises models and systems do not undergo 

any changes during the duration of the interoperability 

process. Any conversion from one format to another that 

needs to be done during an exchange of information is 

done directly without a reliance on a metamodel or a 

standardized ontology between the organizations. 

Furthermore, any preparatory steps taken prior to the 

collaboration to enable this interoperability are also 

required to be kept at a basic level to not shift the 

approach into the other two possible ones. Earlier 

attempts at implementing this type of approach did not 

fully adhere to its definition due to the lack of techniques 

and technology to make it possible. One such example is 

the use of short-lived ontologies for mapping purposes 

(Zacharewicz et al., 2009). These ontologies were used 

similarly to a metamodel which is used to map data from 

one format to another. However, to remove the finality of 

the same metamodel governing the structure of the 

enterprise models, these ontologies are created when 

needed and deleted after their purpose has been 

completed. A more recent attempt is Data Spine 

(Deshmukh et al., 2021) which creates a distributed 

system that the enterprises can access without changing 

their models and processes. This platform makes use of 

multiple services that can be chained together depending 

on the requirements and performs conversions from one 

format to another so that interoperability can take place. 

Furthermore, in the event that a new enterprise with its 

own ontology joins the collaboration, custom services 

and processes can be added to the platform where it can 

interact with previous ones to continue interoperations. 

Among these three approaches, the integrated and unified 

solutions are well documented and easier to implement than 

the federated approach (Tu et al., 2016). This is due to the fact 

that the implementation of the latter requires that the 

interoperations be done automatically without a good amount 

of prior knowledge and modifications such as metamodels or 

ontology in the case of the former approaches. However, it 

requires less time and resources to be implemented since no 

modifications to the enterprise systems take place. 

2.2 ARTIFICIAL INTELLIGENCE AND LARGE 

LANGUAGE MODELS 

Artificial Intelligence has been mainly used to aid and 

facilitate the work of experts in multiple domains. Given its 

ability to mimic human behavior and analyze patterns at a 

higher speed than humans can, it is able to categorize and 

predict certain information more efficiently (McCarthy et al, 

2006). It has created breakthroughs in multiple domains such 

as healthcare (Davenport & Ronanki, 2018), mobility (Gecer 

& Garbinato, 2024) and manufacturing (Björkdahl, 2020). 

Additionally, various studies were conducted to also advance 

the natural language processing (NLP) domain where texts 

written in natural languages are treated by machine learning 

models to achieve a certain objective. 

Even though attempts were made to create language models 

such as rule-based models (Liddy, 2001) and statistical 

language models (Liu & Croft, 2004), the most successful and 

accurate models are based on deep learning techniques-

machine learning models that simulate brain mechanisms to 

allow fast computation and analysis. This is due to the fact 

that the two former model types had limitations in terms of 

semantic understanding and language context (Juang & 

Rabiner, 2005). In recent years, through the advancement of 

deep learning models, breakthroughs have been made in 

terms of language modeling. Specifically, the advent of large 

language models (LLM) made generating natural language 

texts possible. These models depend on and are trained on 

massive amounts of text to be able to extract the necessary 

patterns and rules of a language or format (Lund et al., 2023). 

One of the focuses of the studies conducted for language 

modeling is machine translation between different languages, 

which is a form of data mapping between different formats. 

The first model facilitating this was the Google Neural 

Machine Translation (GNMT) system which allowed 

translation between two languages (Wu et al., 2016). 

Afterwards, a new type of deep learning model Transformer 

was developed, and it was able to take into consideration the 



relation between all words in a text whether they are placed 

before or after and put a weight on the relation between each 

pair of words through a new mechanism called attention 

(Vaswani, 2017). Subsequently, the Transformer model that 

obtained the largest amount of fame was OpenAI’s 

Generative Pre-trained Transformer (GPT) model which 

represents an important breakthrough in NLP especially since 

it can contribute to multiple tasks such as summarization and 

translation in multiple domains depending on the query (Zhao 

et al., 2023). It is called a generative model as it falls under 

the generative artificial intelligence domain which is a type 

of model that can generate texts and data. Furthermore, in the 

case of the GPT model and its different versions, it is part of 

the most advanced and largest language models developed 

(Brown et al., 2020) to support the complex operations and 

diverse functionalities it offers. 

3 PREVIOUS LIMITATIONS AND INNOVATIONS 

The implementation of the two well explored and defined 

interoperability approaches -integrated and unified- requires 

of each of them different necessities or circumstances that 

might not be available or difficult to achieve for some of the 

enterprises that might take part in the collaborative process. 

As shown in Table 1, the integrated approach requires the 

shared information between the participating enterprises to 

have similar formats on the four concerns of interoperability. 

Furthermore, some new protocols and processes need to be 

created to increase the enterprises compatibility in a 

collaboration so that the interoperations proceed smoothly 

while existing ones need to be aligned.  This is a time 

consuming and computationally expensive procedure as 

existing data, services and processes taking place in the 

collaboration must change their formats to conform to a 

chosen standard between the organizations and modify their 

modes of operation to make sure that their functionalities are 

not at risk of failure. Furthermore, these enterprises need to 

take into consideration one of the fundamental requirements 

of interoperability, which is reversibility and, unless measures 

were put in place before the collaboration takes place, is also 

arduous. This conversion also requires manual change, which 

requires time and resources that could be better utilized on 

other tasks. Subsequently, this forms a rigid architecture that 

increases the difficulty of adding new partners or removing 

them. The same situation is observed in the unified approach. 

In this case, given that a metamodel is required that is used to 

map all data formats used across the various collaborating 

enterprises. Even though the modifications made to the 

enterprise systems might not be as impactful as those 

performed if the integrated approach is adopted, it still suffers 

from the substantial time and resources that need to be 

allocated. Additionally, the unified approach has higher 

restrictions and requirements to maintain the collaboration 

due to the metamodel used. This also increases the effort 

needed to ensure reversibility. 

In contrast, the federated approach only requires data about 

the formats used for their data models as well as an 

environment that enables communication exchanges. Hence, 

the federated approach aims to solve the issues of the 

integrated and unified solutions as the required conversions 

or implementations needed are reduced to only the minimum 

necessities. This is due to its definition which states that no 

changes should be made to the enterprise’s systems, and all 

exchanges and transformations of their content are done 

automatically and on the fly.  Thus, there are no problems to 

stop the collaboration at any time without any effort needed 

for the reversibility aspect and return the enterprises full 

autonomy. However, as has been seen by previous studies 

(Zacharewicz et al., 2009; Tu et al., 2016), it was difficult to 

completely achieve it due to the lack of the proper techniques 

and technology. These studies utilized distributed systems 

through which enterprises could communicate information 

which is mapped there either through their access point or 

through a temporary collective mapping system that is 

deleted once it finishes its task. Although the enterprise 

systems and models themselves are not submitted to any 

changes, there are still manual implementations and 

modifications done when the data transformation and 

mapping take place, especially in the case of a new enterprise 

joining the collaboration. In order to reduce these manual 

interventions needed, the framework Data Spine (Deshmukh 

et al., 2021) was proposed. It is also based on a distributed 

platform but has different processes that can be used to map 

from one format to another. These processes can be 

automatically chained if needed without any manual input. 

However, the initial processes included are restricted to the 

known formats at the start of the collaboration. If any new 

structure is introduced, a new custom process needs to be 

done manually and then integrated with the other pre-existing 

ones.  

Additionally, due to the federated approach’s definition, some 

potential limitations can be extracted.  As shown in Table 1, 

as a  result of the automatic conversion, some potential 

information loss can happen which might lead to an 

inadequate exchange.  Furthermore, depending on the method 

utilized to implement the federated solution, it can lead to 

resource-intensive requirements. As a result of these two 

limitations and the diversity of the solutions proposed, we 

cannot give a definitive reliability level of the federated 

approach.



Table 1 Necessities and limitations of the three interoperability approaches. 

Approaches Necessities Limitations 

Integrated  

-Common form implemented between the 

enterprises  

-Unified service protocols require adapting 

or creating new protocols for system 

compatibility  

-Enterprises must align processes and 

workflows to the same standards for 

seamless integration  

-Time consuming  

-Resource-intensive  

-Substantial manual intervention  

-Rigid architecture  

-Difficulty in introducing new partners  

-Relatively difficult to maintain  

Unified  

-Enterprises must map and transform data 

into a common format for compatibility  

-A metamodel that defines the structure and 

relationships between data, services, and 

processes for uniformity is required   

-Enterprises must adapt services to the 

metamodel for smooth communication  

-Time consuming  

-Resource-intensive  

-Substantial manual intervention  

-Difficulty in introducing new partners  

-Extremely difficult to maintain  

Federated  

-Partnering enterprises must prepare some 

data about their format to adapt the 

transformation models  

-Set up the required environment to perform 

the automatic data mapping  

-Potential information loss  

-Potentially resource-intensive  

-Undetermined reliability level  

These difficulties faced with the federated approach can be 

potentially solved through the use of generative artificial 

intelligence. This is also observed by Deshmukh et al. (2024) 

who proposed the use of LLMs for a federated 

interoperability regarding dataspaces which are a 

standardized solution for sharing data in a trusted way. 

Specifically, these models can be used instead of the mapping 

processes that are normally used. Moreover, instead of 

utilizing only one LLM such as GPT (Zhao et al., 2023) to 

handle all mapping processes, multiple specialized LLMs can 

be used which would increase their efficiency and accuracy. 

This would also reduce the number of manual interventions 

needed even further. Previously, any new format that needed 

to be introduced had to have a custom mapping system 

manually done for it which wastes time and resources. On the 

other hand, given sufficient data, already trained LLMs can 

be fine-tuned to be able to take into account the new 

information and generate it in the correct structure. This does 

not necessitate human intervention and can be automated 

instead. Through an interface, the user would only need to 

upload the dataset required and the model affected only needs 

to be fine-tuned using it. Given that not all enterprises are 

willing to share the data to a central server for privacy 

concerns, federated learning can be used to train or fine-tune 

the model. This takes advantage of the fact that most systems 

developed for the federated approach already utilize 

distributed systems which is an ideal platform for this type of 

model training. Additionally, this type of learning reduces the 

substantial computational power and time required to 

normally train and fine-tune LLMs by splitting the training 

data across multiple devices and servers which decreases the 

amount of input to be processed by the models. Subsequently, 

data quality and integrity also need to be verified. This can be 

done through two checks which are human control 

intervention and automated data profiling. The former allows 

manual intervention of a human expert to verify that the data 

quality is satisfactory, and the latter allows for some pre-

defined verifications to be executed such as outlier detection 

and duplicate detection. Although manual intervention is 

required to prepare and validate the dataset, it adheres to the 



principle of using minimal prior knowledge for 

interoperability. Moreover, the level of intervention needed is 

significantly lower compared to previous implementations of 

the federated interoperability approach. Finally, given that a 

distributed orchestration system needs to be used to optimize 

the collaboration, High-Level Architecture (HLA) standard 

provides support to interoperability of heterogeneous 

components (Zacharewicz et al., 2008) such as simulation 

systems based on the Simulation Data Distribution Service 

(Zhang et al., 2021) can be used to verify, model and display 

the processes and systems that are used in the platform. This 

approach can be used in any domain requiring 

interoperability. One domain that can benefit from it is 

mobility. It could enhance routing in certain areas where the 

existing systems are of poor quality. Effectively, this needs a 

collaboration between transportation companies is needed to 

obtain the data required as well as to utilize their services and 

processes in interoperations to achieve the enhancement. 

CONCLUSIONS 

Interoperability solutions come in three types: integrated, 

unified, and federated. Despite the fact that the first two 

approaches have been researched extensively, issues in terms 

of computation time, resources, and reversibility arise since a 

form of standardization between the enterprises needs to be 

implemented. In contrast, the federated approach is not 

affected by the same issues as it does not need to modify the 

enterprise’s components and performs the needed 

prerequisites of the interoperations automatically when they 

are needed. Even though current approaches can remove the 

need to modify the enterprises systems, either some elements 

belonging to the unified approach or substantial manual 

intervention remain. 

We investigate a novel approach that utilizes a distributed 

system and LLMs that are trained through federated learning. 

This ensures that the mapping between different formats can 

be done automatically without any manual intervention. 

These models also eliminate the need for such interventions 

as the process of adding new formats can be automated given 

that the data is present for the LLMs to use. Additionally, 

since a distributed system and federated learning approach 

are utilized, privacy and data security are maintained. Due to 

the same reason, the simulation systems that can be used to 

verify and demonstrate the platform developed need to be 

based on the Simulation Data Distribution Service to obtain 

the best representations. Hence, the approach of integrating 

LLMs into the federated interoperability solution can solve 

multiple issues faced by the unified and integrated 

approaches as well as advance the state of federated 

interoperability solutions. 
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