
HAL Id: hal-04795602
https://hal.science/hal-04795602v1

Submitted on 21 Nov 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Public Domain

Property-Based Transparency: a New Utility Definition
Patrícia C Mayer, Felipe G Cabral, Públio M M Lima, Marcos V Moreira,

Audine Subias, Yannick Pencolé

To cite this version:
Patrícia C Mayer, Felipe G Cabral, Públio M M Lima, Marcos V Moreira, Audine Subias, et al..
Property-Based Transparency: a New Utility Definition. International Conference on Automation
Science and Engineering, Aug 2024, Bari, Italy. �hal-04795602�

https://hal.science/hal-04795602v1
https://hal.archives-ouvertes.fr


Property-Based Transparency: a New Utility Denition*

Patrı́cia C. Mayer1 and Felipe G. Cabral1 and Públio M. M. Lima1 and Marcos V. Moreira2

and Audine Subias3 and Yannick Pencolé4

Abstract—Cyber-physical systems (CPSs) are composed of
computational and physical components that interact to achieve
a desired behavior for a given system. These systems are widely
used in industrial applications and have guaranteed a solid
improvement in productivity. However, their high connectivity
also makes them more vulnerable to cyber-attacks, and thus,
strategies to increase and/or guarantee the privacy of classied
information are mandatory. On the other hand, the availability
of system information, known as utility, to trustworthy agents is
fundamental to operating large-scale CPSs efciently, which es-
tablishes a trade-off between the privacy of information against
malicious agents and the utility of data to legitimate receivers.
In this paper, we explore the utility problem for CPSs abstracted
as Discrete-Event Systems (DESs), where the intended receiver
must know useful information about the system to achieve a
desired goal. In this context, we consider that this information
is the ability to be sure when a given property of interest is
satised before the system evolves to a state where this property
is no longer valid. To this end, we propose a new utility notion
called Property-Based Transparency (PT), and a method for
verifying whether a system is transparent with respect to the
desired property. In addition, we discuss PT’s applicability in
two domains and present how it relates to the notion of current-
state opacity and fault diagnosis of DES.

I. INTRODUCTION

Cyber-Physical Systems (CPSs) comprise the interaction
between computational and physical systems, and are a
fundamental element of Industry 4.0. The components of
CPSs are intrinsically interconnected, constantly exchanging
information to achieve a desired behavior efciently. Usually,
this information is also communicated to a receiver that,
by precisely interpreting the transmitted data, can increase
the operational safeness of the CPS. However, the network
that transmits sensitive data in these systems are susceptible
to cyber-attacks, which can compromise the availability of
system information.

*This work has been partially supported by Coordenação de
Aperfeiçoamento de Pessoal de Nı́vel Superior (CAPES), Finance Code
001 and FAPESC.

1Patrı́cia C. Mayer, Felipe G. Cabral, and Públio M. M.
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In this work, we assume a Discrete Event System (DES)
abstraction of the CPS to model its behavior [1], [2]. In
the DES community, the problem of guaranteeing that an
authorized receiver is able to obtain useful information about
the system has been called utility [3], [4]. The utility problem
can be considered as the other side of the coin of the opacity
problem. A system is opaque when the secret information
is not revealed to an external unauthorized observer, which
usually accesses the system through an eavesdropping attack.
Several works in the literature propose different denitions
of opacity, such as current-state opacity [5], k-step opacity
[6], initial-state opacity [7], current-state opacity based on
outputs [8], to cite a few [9], [10], to deal with distinctive
viewpoints on the opacity problem [11].

In addition, different techniques have been proposed in the
literature to enforce opacity when the system is not opaque
[12], [13]. Although these enforcement methods increase the
system’s privacy to an unauthorized agent, the utility of the
transmitted information can be lost for a legitimate receiver.
To overcome this drawback, some works have introduced
notions of utility that must be preserved when an opacity
enforcement technique is in place [4], [14], [15], [16].

In [4], the notion of utility was rst introduced in the
context of DES, where the utility property is satised when
the number of transitions between the current system state
and the state inferred by the receiver is smaller than a given
number. However, secret states cannot be considered useful
since they must never be reported. The same utility approach
has been considered in [14] and [15].

Recently, the utility-ensured property has been proposed
in [16]. A system is utility-ensured when the receiver can
precisely know when the system reaches each one of the
useful states. Therefore, if the receiver reaches an estimate
composed only of useful states, the system is not utility-
ensured since the receiver is not able to uniquely differentiate
all useful states.

In this paper, we propose a new notion of utility called
Property-Based Transparency (PT), where the useful infor-
mation is whether a given property of interest is valid. The
property of interest is the useful information the receiver
needs to know. This problem arises from scenarios in which
a remote supervisor must know when a given property of
interest is satised before the system reaches a state where
it is no longer true. In addition, this concept has applications
in several elds related to cyber-security, such as in agent’s
geolocation [17], prevention of sensitive information leakage
[5], or identifying a non-expected behavior in CPSs [18].
For instance, in the coordinated multi-robot control for urban



search and rescue scenario considered in [17], the supervisor
must know if a given robot is in a geographic region to
issue a control command, such as searching for human
victims. In the opacity context, it can be required that the
information transmitted through a communication channel be
considered secret to an unauthorized agent but still available
to a legitimate receiver. Additionally, to ensure the safety
of a CPS process, the supervisor might be interested in
identifying the occurrence of a fault event based on its
observations.

Note that these problems cannot be addressed with the
utility notion presented in [4] since we are concerned with
detecting if the system has reached a given region and not if
a minimum distance from a set of states to the current one
is preserved. This work also differentiates from the utility-
ensured notion proposed in [16], since we assume that there
is no need for the receiver to precisely distinguish a useful
state from another one, ie, we are only concerned with
verifying if the receiver can always detect if a property of
interest has been satised, which provides a broader solution
to several practical applications.

In this paper, we introduce the notion of Property-Based
Transparency as a utility denition and provide a method for
verifying it. With the view to illustrate the applicability of
PT, we apply it to CPS abstracted as DES in the contexts
of current-state opacity based on events and fault diagnosis.
It is important to remark that, as a general denition, PT
can be used in several domains and engineering contexts.
The application contexts of opacity and fault diagnosis are
explored due to the proximity of these subjects to the utility
problem in DES. Examples are provided throughout the text
to illustrate the results and comparisons.

This paper is organized as follows. In section II, prelimi-
nary concepts of DESs and utility are presented. In Section
III, we formulate the Property-Based Transparency problem.
The verication method for PT is proposed in Section IV.
In Section V, two applications of PT are presented. Finally,
in Section VI, the conclusions are drawn, and some future
works are presented.

II. PRELIMINARIES

A DES is modeled as an automaton G = (Q,Σ, f ,q0),
where Q is the nite set of states, Σ is the nite set of events,
f :Q×Σ→Q is the deterministic partial transition function,
and q0 is the initial state. We denote by ΓG : Q → 2Σ the
active event function of G, where ΓG(q)= σ ∈Σ : f (q,σ)!,
where ! denotes that f (q0,σ) is dened. The domain of
the transition function can be extended to Q× Σ∗, where
Σ∗ denotes the Kleene-closure of Σ, as f (q,ε) = q and
f (q,sσ) = f ( f (q,s),σ), for all s ∈ Σ∗ and σ ∈ Σ, where
ε denotes the empty trace. The language generated by G is
dened as L= s ∈ Σ∗ : f (q0,s)!. A path p of length k of G
is dened as p= (q1,σ1,q2,    , σk−1,qk), where qi ∈Q, for
i= 1,    ,k, σi ∈ Σ, for i= 1,    ,k−1, and f (qi,σi) = qi+1,
for i = 1,    ,k− 1. Thus, associated with each path p of
length k there is a sequence of events s= σ1σ2   σk−1, such
that f (q1,s) is dened. The length of trace s ∈ Σ∗ is dened

as ∥s∥. The prex closure of a language L is dened as
L̄= s ∈ Σ∗ : (∃t ∈ Σ∗)[st ∈ L]. The post-language of L after
s is dened as Ls = t ∈ Σ∗ : st ∈ L. Let G1 and G2 be
automata models, then, the parallel composition between G1
and G2, G1∥G2, is dened as usual [19].

Let Σ= Σo̇Σuo, where Σo and Σuo are the sets of observ-
able and unobservable events, respectively. Let Po : Σ∗ → Σ∗

o
be a projection operation, where Po(ε) = ε , Po(σ) = σ ,
if σ ∈ Σo, and Po(σ) = ε , if σ ∈ Σ \ Σo, and Po(sσ) =
Po(s)Po(σ), for all s ∈ Σ∗ and σ ∈ Σ. Thus, Po(s) represents
the observation of s. The automaton that generates language
Po(L) is called an observer of G, denoted as Obs(G,q0) [19].
Each state of Obs(G,q0) corresponds to a state estimate of
G considering the set of observable events Σo.

The notion of utility has been widely discussed in the
literature since the seminal paper [4], and different notions
have been proposed. In the sequel, the utility denition
introduced in [16] is presented.

Denition 1 (Utility-Ensured Systems [16]): Given a sys-
tem G = (Q,Σ, f ,q0), a projection Po : Σ∗ → Σ∗

o, and the
set of useful states QU ⊆ Q, system G is utility-ensured
with respect to Po and QU , if: ∀qU ∈ QU and ∀s ∈ L such
that f (q0,s) = qU , ∀q′ ∈ Q \ qU and ∀s′ ∈ L such that
f (q0,s′) = q′, we have Po(s) ̸= Po(s′). □
It is important to remark that, according to Denition 1

from [16], G is said to be “utility-ensured” if a useful state
is always uniquely estimated under projection Po. Note that
some states cannot always be uniquely determined for a real
application due to the occurrence of unobservable events.
For example, for a given system where a transition from one
state q to another state q′ is labeled with an unobservable
event, ie, f (q,σuo) = q′, where σuo ∈ Σuo, and q,q′ ∈ QU ,
it is impossible to have an estimation with only state q, and
G is trivially not utility-ensured.

III. PROBLEM FORMULATION

In this paper, we consider that the plant and its supervisor
or monitoring device (also called the receiver) can exchange
information based on observable event occurrences. The
communicated information is used by the receiver to estimate
the plant’s behavior. For example, to compute the next
control event so that the system follows the designed speci-
cations or to detect a non-desired behavior that must trigger
an alarm for the operator. Therefore, the communication
architecture is designed to guarantee that the receiver can
distinguish if and when the plant is in one of the states of a
given set, called useful states.

In many practical applications, the receiver must know
when a given property P , associated with a set of states,
is satised before the system evolves to a state where P is
false. In the geolocation problem from [17], the property
P is true while the robot is in the region of interest,
and the supervisor does not need to know precisely the
robot’s location during its mission. The opacity’s enforce-
ment problem, as discussed in [12], [13], is another context
where the supervisor can be interested in detecting when
a given property P is true instead of trying to estimate a
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Fig. 1: The PT notion in a Cyber-Physical System.

set of system states. This is because the information being
communicated is manipulated to guarantee that, for example,
a set of secret states remain hidden for an attacker, which is
not necessarily the same data the receiver is interested in. The
notion of utility proposed in this paper is based on a property
of interest related to the necessarily known observed network
information for the supervisor to achieve a desired goal. We
call this notion Property-Based Transparency (PT), formally
introduced in the sequel and illustrated for an Industrial
Cyber-Physical System in Figure 1.

A. The notion of Property-Based Transparency

Before introducing the denition of PT, it is necessary to
dene the following notation. The set of useful states QU ,
composed of the states that satisfy property P , is dened
as QU = q ∈ Q : q ⊨ P. The set of non-useful states is
Q¬U =Q\QU . We also dene language L¬U that contains all
sequences of events of language L that reaches a non-useful
state, i.e., a state q ∈Q¬U , as L¬U = s ∈ L : f (q0,s) ∈QU.
The transparency property is dened in the sequel.

Denition 2 (Property-Based Transparency): Given a
system G = (Q,Σ, f ,q0), a projection Po : Σ∗ → Σ∗

o, and
set QU , G is said to be transparent with respect to Po and
QU , if ∀s = s′σ ∈ L, σ ∈ Σ, such that f (q0,s) ∈ QU and
f (q0,s′) ∈ Q\QU , or s= ε and q0 ∈ QU , then:

(∃n ∈ N)(∀t ∈ Ls : ∥t∥ ≥ n)

(∃v ∈ t : ∀v′ ∈ v, f (q0,sv′) ∈ QU )

(Po(sv) ̸= Po(ω),∀ω ∈ L¬U )

In Denition 2, we consider that the system G is property
transparent if for all sequences s ∈ L that reach a state in
QU , such that s = s′σ and f (q0,s′) ∈ Q¬U , s has at least
one sufx v that does not lead the system to a state in Q¬U
such that Po(sv) ̸= Po(ω), for all ω ∈ L¬U , as it is graphically
illustrated in Figure 2. In other words, according to Denition
2, a system G is said to be transparent if, for all sequences
s = s′σ that reach a state q ∈ QU , where f (q0,s′) ∈ Q¬U ,
the receiver, based on the natural projection, can certainly
know that property P is satised before G reaches a state
that does not belong to QU . Note that all sequences s that
reach a state in QU are in the form of s= s′σ , σ ∈ Σ, except
when the initial state q0 ∈QU . In this case, it is necessary
also to consider sequence s = ε . In the sequel, we present
an example of a property transparent system according to
Denition 2.

Example 1: Consider automaton G shown in Figure 3,
where Σo = a,b and Σuo = σu. Let us consider that
this system transmits events a and b to the receiver that
must identify when property P is satised. In this system,

''

Fig. 2: Graphical interpretation of Denition 2.

Fig. 3: Automaton G of Example 1.

we consider that states 0, 3, and 5 satisfy P and thus
QU = 0,3,5. We say that G is transparent according to
Denition 2 if, after reaching a state qU ∈QU , the legitimate
receiver estimates a subset of states of QU before G reaches
a state q∈Q¬U . By analyzing the observer of G, Obs(G,q0),
depicted in Figure 4, it is possible to see that when the state
estimate of the system is 0 or 5, the receiver is certain
that P is satised. Note that when the system reaches state
3, the receiver is not able to know if the system is in state
3∈QU or 7∈Q¬U , according to Obs(G,q0). However, when
the receiver state estimate corresponds to 3,7, the only
feasible event is b that takes Obs(G,q0) to state 5, a state
estimate where P is satised. Thus, in this example, when
the state estimate is 3,7, there are only two possibilities
after event b is observed: (i) the system was in state 3 and
reached state 5, which guarantees that the receiver can be
assured that P was satised in state 3 and continued true
after reaching state 5; or (ii) the system was in state 7 and
reached state 5, that satises P . Therefore, G is transparent
with respect to Po and QU . It is important to remark that
this system is not “utility-ensured” according to Denition
1 [16], since when the system reaches state 3, the receiver
cannot know if G is in state 3 or 7.

Remark 1: Note, as illustrated in Example 1, that Deni-
tion 2 is more permissive than Denition 1, introduced in
[16]. This is due to the fact that, in this paper, the receiver
is concerned with knowing when a given property P is
satised before the system reaches a state that does not
satisfy P . In addition, Denition 2 does not establish any
difference between useful states belonging to QU .

It is also important to remark that Denition 2 can be used
for several practical problems where the receiver must only
know if propertyP is satised. For example, considering the
problem of fault diagnosis, the receiver is only interested in
knowing if a fault event has occurred. Thus, it sufces to
determine if the system has reached a faulty state. We also
explore an application of Denition 2 to the fault diagnosis
case in Section V.

In the following section, we present an algorithm to verify
whether a system G is transparent according to Denition 2.

Fig. 4: Obs(G,q0) of Example 1.



IV. VERIFICATION OF PROPERTY-BASED
TRANSPARENCY

Algorithm 1: Property-Based Transparency veri-
cation
Input: G= (Q,Σ, f ,q0), Σo, QU
Output: T ∈ True,False
1 Compute

Gobs = Obs(G,q0) = (Qobs,Σo, fobs,q0,obs)
2 Compute VT = (QV ,Σ, fV ,q0,V ) = G ∥ Gobs
3 Dene the empty lists TL= [ ] and VL= [ ]
4 if q0 ∈ QU then
5 add q0,V to TL and VL

6 for (q,qobs) ∈ QV do
7 if q ∈ QU then
8 for σ ∈ ΓG(q) do
9 if f (q,σ) ∈ QU then
10 if fV ((q,qobs),σ) ̸∈VL then
11 add fV ((q,qobs),σ) to TL and

VL

12 while TL ̸= [ ] do
13 Remove the rst state, (qt ,qt,obs), from TL
14 if qt,obsQ¬U ̸= /0 then
15 Verify the existence of a cyclic path

p= (qV1 ,σ1,qV2 ,σ2,    ,qVk ,σk,qV1) in
VT , where qVi = (qi,qobs,i), such that
qV1 = (qt ,qt,obs), satisfying the
conditions: ∀i= 1,    ,k,
(qi ∈ QU )∧ (qobs,iQ¬U ̸= /0)

16 if ∃p in VT then
17 T ← False
18 Stop the Algorithm

19 for σ ∈ ΓG(qt) do
20 if f (qt ,σ) ∈ Q¬U then
21 T ← False
22 Stop the Algorithm

23 else
24 if fV ((qt ,qt,obs),σ) ∈VL then
25 add fV ((qt ,qt,obs),σ) to TL

and VL

26 T ← True

The Property-Based Transparency of a system G can be
veried using Algorithm 1, where the idea is to compare
the observation of sequences of L that reach states of QU
with the ones that reach states in Q¬U . To do so, in Line
1 of Algorithm 1, the observer automaton of G, Gobs,
is computed. In Line 2, the PT verier automaton VT =
G∥Gobs is computed. Note that since VT = (QV ,Σ, fV ,q0,V )
is obtained by the parallel composition between the plant
G and its observer Gobs, VT maps all sequences of events

that have the same projection while recording the exact state
reached by each sequence of L in its rst coordinate. In
addition, each state qV ∈ QV has the form qV = (q,qobs),
where q ∈ Q and qobs ∈ Qobs. Therefore, each state qV ∈ QV
of VT has two components, where, for all s ∈ L, the rst
one represents the state q of G reached after s, q= f (q0,s),
and the second component represents the state estimate qobs
after the observation Po(s). In Line 3, two lists are initialized:
(i) TL stores all states of the verier VT that need to be tested
to verify the transparency of the system and (ii) VL stores
already tested states to avoid retesting.

The rst states qV = (q,qobs) of VT that need to be tested
are added to lists TL and VL in lines 4-11. In lines 4-5, the
initial state of VT , q0,V = (q0,q0,obs), is added to TL and VL
if q0 ∈QU . In lines 6-11, all states q′V = (q′,q′obs) ∈QV such
that fV ((q,qobs),σ) = q′V , where q ∈ Q¬U and q′ ∈ QU are
added to TL and VL. In other words, we are interested in
testing all states of VT whose rst coordinate belongs to QU
that is reached by a state of VT whose rst coordinate does
not belong to QU .

After lling lists TL and VL, we test these states using
a loop in lines 12-25. In Line 14, we test if the rst
element of list TL is a state qV whose second coordinate
contains only states that belong to QU . If this is the case,
this state is removed from the list TL; otherwise, lines 15-
25 are executed. In lines 15-18, we verify if a cyclic path
p = (qV1 ,σ1,qV2 ,σ2,    ,qVk ,σk,qV1) exists in VT with the
following characteristics: (i) p starts from the testing state of
Line 13, (ii) the rst coordinate of all states of p belongs to
QU , and (iii) the second coordinate of all states of p, which
corresponds to the state estimates of the receiver, have states
belonging to both QU and Q¬U . If p exists in VT , Algorithm
1 declares that system G is not transparent in Line 17 since
the existence of p means that there is a cycle in G starting
from state qt composed only of states belonging to QU with
the same projection as sequences of events that reach states
in Q¬U . If p exists, there is at least one arbitrarily long
sequence where the receiver cannot distinguish if property
P is satised. In lines 19-22, we verify if, from the current
testing verier state qV , corresponding to a state in QU , the
system evolves to a state in Q¬U . If this is the case, then the
receiver cannot attest that property P is satised before the
system reaches a state where P is false and T is declared
to be False. Otherwise, in lines 23-25, the states that can be
reached immediately after qV are added to the list TL to be
tested.

Example 2: Consider again automaton G presented in Fig-
ure 3, where Σo = a,b and QU = 0,3,5. The TP verier
automaton for G, VT , computed according to Algorithm 1,
is depicted in Figure 5. Since property P is valid in the
initial state of G, the initial state of VT is added to lists
TL=VL= [0,0] in Line 5 of Algorithm 1. Then, in lines
6-11, all states of VT whose rst coordinate is an element
of QU that are reached by states with the rst coordinate in
Q¬U are added to lists TL and VL. Thus, after Line 11 of
Algorithm 1, lists TL and VL are updated to TL = VL =
[0,0; 3,3,7; 5,5], since states 3,3,7 and 5,5 are



Fig. 5: Verier automaton VT of Example 2.

reached by states 2,2,6 and 7,3,7, respectively, and
2 ∈ Q¬U and 7 ∈ Q¬U . Now, Algorithm 1 enters the loop
of lines 12-25, where all states of list TL are tested. Note
that the verication made in Line 14 is only carried out for
3,3,7 of list TL, since 3,7Q¬U = 7 ̸= /0. In this case,
there is no cyclic path p with the characteristics presented
in Line 15 of Algorithm 1 starting from state 3,3,7 of VT .
Therefore, the loop of lines 19-25 is executed since ΓG(3) =
b, and f (3,b) = 5 ∈ QU . In this case, lines 21-22 are not
executed. In Line 24, note that fV ((3,3,7),b) = 5,5,
which belongs to VL= [0,0; 3,3,7; 5,5]. Thus, state
5,5 is not added to list TL, which is now empty, and the
system is declared transparent in Line 26.

Theorem 1: Let G be the automaton that models the plant,
Σo the set of observable events, and QU the set of states in
which property P is satised. Then, G is property-based
transparent with respect to Po and QU if, and only if, T =
True according to Algorithm 1.

Proof: Since the verier VT is computed from the
parallel composition of the plant and its observer, each state
(qt ,qt,obs) ∈ VT stores, in the rst coordinate qt , the state
of the plant reached after sequence s ∈ L and, in the second
coordinate qt,obs, the state estimate after the observation of s,
Po(s). If, for a given transition f (qt ,σ) = q′t of the plant, such
that qt ∈ Q¬U , σ ∈ Σ, and q′t ∈ QU , then exists a sequence
s= s′σ that reaches a useful state, and the state of the verier
whose rst coordinate is q′t will be added to the test list,
TL, at Line 11 of Algorithm 1. In addition, if q0 is useful,
then the rst state of the verier VT is also added to TL
at Line 5 of the algorithm. According to Denition 2, for
each sequence s that reaches a state added to list TL, two
conditions must hold: (i) the post-language Ls cannot have
a sequence that leaves the set of useful states before being
certain that the estimation is a subset of the useful states, and
(ii) after a nite number of event occurrences, the receiver
must estimate that the system is in a subset of the useful
states. In this regard, TL, before Line 17 of the algorithm, is
composed of all states of the verier reached by sequences
s= s′σ such that f (q0,s′) ∈Q¬U and f (q0,s) ∈QU . In Line
25 of Algorithm 1, states (q′t ,q

′
t,obs), where q′t ∈ QU and

q′t,obs Q¬U ̸= /0, such that fV ((qt ,qt,obs),σ) = (q′t ,q
′
t,obs),

qt ∈ QU are added to TL. The rest of the proof is divided
into two proofs, representing the necessary and sufcient
conditions.

(⇒) This proof is done by contrapositive. Let us sup-
pose that T = False according to Algorithm 1. There-
fore, Algorithm 1 executes either (i) Line 17 or (ii) Line
21. In case (i) Line 17 occurs, there exists a path p =

(q1,σ1,q2,σ2,    ,σn,q1) in VT starting in a state in TL,
such that all rst coordinates of the states of p belong to
QU and the second coordinate have states in QU and Q¬U .
Therefore, there exists a sequence t = σ1σ2   σk that can
be repeated indenitely after sequence s whose observation
does not lead to an estimate with only states of QU , i.e.,
∃ωv ∈ L : f (q0,ωv) ∈ Q¬U and Po(ωv) = Po(st∗). Since p
is cyclic, there does not exist a n ∈ N that satises the
conditions in Denition 2, and therefore, the system is not
transparent. On the other hand, in case (ii), Line 21 occurs
only if there exists an event σ ∈ Σ such that f (q0,stσ)∈Q¬U
and there exists a sequence ω such that f (ω) ∈ Q¬U and
Po(st) = Po(ω), and therefore, according to Denition 2 the
system is not transparent.

(⇐) If Algorithm 1 returns True, then neither of the con-
ditions in Line 17 nor Line 21 have occurred, and therefore,
∀st such that s= s′σ , f (q0,s′) ∈ Q¬U , f (q0,s) ∈ QU , t ∈ Σ∗

where, ∥t∥> n, where n is, in the worst case, equals to the
length of the list of visited states VL. Then, some state in
the visited states has an estimate of only states in QU for all
ramications of the sequence s. Otherwise, this ramication
would be included in VL and TL in Line 31 of Algorithm 1.
Therefore, there exists a prex of t such that all prexes v′

of v are such that f (q0,sv′) ∈ QU and the estimate of the
system after observing sv is a subset of QU , i.e. ∀ω ∈ L¬U ,
Po(sv) ̸= Po(ω). Thus, according to Denition 2, the system
is transparent.

A. Computational complexity

Note that Algorithm 1 computes the observer Gobs of the
system G, and composes G with Gobs to obtain the verier
automaton VT for Property-Based Transparency. Therefore,
the number of states and transitions of VT is, in the worst
case, equal to 2Q × Q and 2Q × Q× Σ, respectively.
After the computation of VT , all its states can be visited in
Algorithm 1 using operations that are linear in the number
of states and transitions of VT . Thus, Algorithm 1 has
computational complexity O(2Q× Q× Σ).

V. APPLICATIONS OF PROPERTY-BASED TRANSPARENCY

This section shows two possible application domains for
which Property-Based Transparency can be used: (i) current-
state opacity and (ii) fault diagnosis.

A. PT in the context of current-state opacity

Let us consider that the communication channel between
the plant and the supervisor can be eavesdropped, as il-
lustrated in Figure 6. In this scenario, we assume that the
attacker has full knowledge of the system model and can
observe all observable event occurrences after starting the
attack. We also assume that the attack can be initiated any
time after the system has been initialized. Thus, when the
attack begins, the attacker must estimate the system’s current
state based on his/her observations. At the same time, the
receiver starts to observe the system from its beginning of
functioning, following its behavior from the initial state. In
this context, we want to verify if the system is transparent
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Fig. 6: Eavesdropping attack.

Fig. 7: Estimator automaton E = Obs(G,Q) of G.

and Current-State Opaque (CSO), according to the following
denition [6], [9], [5].

Denition 3 (Current-State Opacity): Given a system
G = (Q,Σ, f ,Q0), a projection Po, and a set of secret states
QS ⊆ Q, then G is current-state opaque if

∀qi ∈ Q0 and ∀s ∈ L(G,qi) such that f (qi,s) ∈ QS,

∃q j ∈ Q0 and ∃s′ ∈ L(G,q j) such that
f (q j,s′) ∈ Q\QS and Po(s) = Po(s′)

Note that, in Denition 3, the initial state of G can be a
set of states and even equal to Q0 =Q. In [20], a method to
verify CSO is presented. The method is based on the state
estimator automaton E =Obs(G,Q), obtained considering Q
as the set of initial states. A system G is CSO if no state of
E is a subset of QS.

Let us consider again automaton G depicted in Figure 3
and let QS = QU = 0,3,5. The estimator E = Obs(G,Q)
for this system is presented in Figure 7. Note that no state
of E is a subset of set QS; thus, the system is CSO if
the attacker does not know the system’s current state when
he/she starts the attack. It is important to remark that G is
transparent considering the same set of secret states as useful
(states where property P is valid), which means that, for
this system, the same information required for the legitimate
receiver is opaque to an attacker. Note that in almost all
works presented in the literature, the set of secret states
and useful states are disjoint, except when some encryption
is used [21]. This restriction is no longer needed in the
approach considered in this paper.

It is also important to remark that the notion of PT is not
the opposite of CSO even when considering the same initial
state for both the receiver and the attacker. To show this
fact, let us consider the plant automaton presented in Figure
8, where Σo = a,b and Σuo = σu, and let us consider
that the secret and useful states is 1, ie, QS =QU = 1.
Note that, after observing event a, the external observer
is certain that the system’s current state is 1, and thus,
according to Denition 3, G is not CSO. In addition, note
that after the occurrence of sequence s′ = ab, the system
is in state 2, and after sequence s = s′σ = aba, the system

Fig. 8: Automaton G.

is in state 1. Therefore, according to Denition 2, if there
exists a sequence t ∈ Ls such that f (q0,st) ∈ QU , and for
all prexes v of t such that f (q0,sv) ∈ QU , there exists
ω ∈ L¬U , Po(sv) = Po(ω), then G is not transparent. Note
that, in this case, if t = b, then st = abab leads the system
to state 2 ∈ QU , and the receiver is not able to infer with
certainty that state 1 ∈ QU was reached. Therefore, G is
not transparent.

B. PT in the context of fault diagnosis

In the fault diagnosis classical approach [22], the receiver
is interested in identifying the occurrence of an unobservable
fault event based on its observations of the system behavior.
Thus, we can consider that the property of interest P is that
the receiver must know whether a fault event has occurred
in the system. Therefore, P is true for all states reached
after the fault event. Since there may exist states in G
that are reached after the occurrence of a fault event and
also by a sequence of non-faulty events, it is necessary to
distinguish the states according to which sequences have
been executed by the system. In order to do so, let us consider
automaton Aℓ presented in Figure 9. Note that the states of
Gℓ = (Qℓ,Σ, fℓ,q0,ℓ) = G∥Aℓ [19], are labeled with N if the
state is reached after the occurrence of a non-faulty sequence
of events, and Y if the state has been reached after the
occurrence of a fault event. Thus, the set of useful states
can be dened as QU = qℓ ∈ Qℓ : qℓ = (q,Y ), ie, the set
of faulty states.

To compare Property-Based Transparency with the diag-
nosability of a system language, we recall the denition of
fault diagnosability presented in [23], where LN is the fault-
free language of the system, and Σ f ⊂ Σ is the set of fault
events, as follows.

Denition 4 (Diagnosability): The language generated by
G, L, is said to be diagnosable with respect to projection
Po : Σ⋆ → Σ⋆

o and Σ f if

(∃z ∈ N)(∀s ∈ L\LN)(∀st ∈ L\LN)
(∥t∥ ≥ z⇒ Po(st) ̸∈ Po(LN))

Comparing Denitions 2 and 4, we can make the following
considerations:

1) Language L¬U is formed of all sequences of L that do
not contain a fault event, ie, L¬U = LN ;

2) Sequence st can be written as s= s′σ f t, where σ f ∈ Σ f
is a fault event;

3) All states reached after σ f ∈ Σ f in Gℓ belong to QU ,
thus, once a state of QU is reached, the system cannot
reach a state in Q¬U .



Fig. 9: Automaton Aℓ.

Fig. 10: Automaton G with a fault event.

Assuming these considerations, Denition 4 can be inter-
preted as a particular case of Denition 2. In other words, if
the property of interest P is the fault event occurrency, diag-
nosability can be written as a Property-Based Transparency
with respect to the system language. Then, if the system G
is PT, its generated language L is diagnosable.

Let us consider the plant automaton presented in Figure
10. By making the parallel composition between G and Aℓ,
we obtain automaton Gℓ depicted in Figure 11. In this case,
set QU = 1Y ;3Y, and the observer of Gℓ, Obs(Gℓ), is
presented in Figure 12. Note that, according to Obs(Gℓ),
the receiver has no doubt the fault has occurred after the
observation of event b, ie, L is diagnosable with respect to
Σ f and Po. Therefore, G is transparent with respect to QU
and Po.

VI. CONCLUSIONS

In this paper, we introduce a new denition of utility
called Property-Based Transparency (PT). It is based on
the receiver’s ability to identify when a given property is
satised before the system reaches a state where it is no
longer valid. We compare the notion of PT with the “utility-
ensured” property proposed in [16] and show that PT is
more general and can be applied to a wider variety of
systems. A verication method is presented to test if a
given system with a set of states that satisfy a property of
interest is transparent. We also present two scenarios where
PT is relevant to the intended receiver: a fault diagnosis and
an opacity case. We are currently investigating obfuscation
techniques to satisfy the Property-Based Transparency while
keeping useful information private for an unauthorized agent.

Fig. 11: Automaton Gℓ.

Fig. 12: Obs(Gℓ).
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