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Abstract

The total energy and electron addition and removal spectra can in principle be

obtained exactly from the one-body Green’s function. In practice, the Green’s func-

tion is obtained from an approximate self-energy. In the framework of many-body

perturbation theory, we derive different expressions that are based on an approximate

self-energy, but that yield nevertheless in principle the exact exchange-correlation con-

tribution to the total energy for any interaction strength. Response functions play a

crucial role, which explains why, for example, ingredients from time-dependent density

functional theory can be used to build these approximate self-energies. We show that

the key requirement for obtaining exact results is the consistent combination of ingre-

dients. Also when further approximations are made, as it is necessary in practice, this

consistency remains the key to obtain good results. All findings are illustrated using

the exactly solvable symmetric Hubbard dimer.
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1 Introduction

Many important properties of materials are linked to observables that can be expressed in

principle as expectation values in the many-body ground state or in thermal equilibrium.

In practice, the use of many-body wavefunctions is often avoided by rather describing the

observables as functionals of more compact quantities, i.e., quantities that depend on less

arguments, such as the density1, one-body reduced density matrix2–4, or one- or two-body

Green’s functions5. This represents a trade-off: often, one does not know the exact functional

for an observable in terms of these quantities, and approximations have to be designed. One

important example is the total energy: it can be straightforwardly formulated in terms of the

one-body Green’s function (GF)6, whereas no exact explicit expression in terms of the density

is known. The same holds for electron addition and removal spectral functions. Excitation

spectra involving neutral excitations in linear response, instead, are easily expressed in terms

of a two-body Green’s function, but not in terms of the ground state density or the one-body

Green’s function5. Even when the expressions are known, one faces another problem: while

the use of the compact quantities carries the promise of reduced computational load, they are

themselves only known explicitly as expectation values involving many-body wavefunctions.

Therefore, nothing is gained, unless one finds ways to calculate them in a different way, which

may be in principle exact, and in practice, require approximations. Typically, the density

is obtained from the Kohn-Sham equations7 with an approximate exchange-correlation (xc)

potential, and the GF, from a Dyson equation with an approximate xc self-energy Σxc
8. It is

therefore not always obvious which framework (Density Functional Theory (DFT), Green’s

Function Functional Theory, etc.) is the best choice to access a given observable.

This holds in particular for the total ground state energy E0. While the Galitskii-Migdal

formula6 or functional expressions such as the Luttinger-Ward9 or Klein10 functionals yield

an in principal exact and, in the latter two cases, even variational, form in terms of the

Green’s function G, the need for approximations to the GF itself strongly impacts the qual-

ity of the results. Together with a computational load far heavier than that of the most
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widely used density functionals, this explains why the vast majority of total energy calcula-

tions is performed using DFT, not Green’s functions. Still, research concerning total energy

calculations using Green’s functions is active and important11–14. Besides the - important -

fact that in principle expressions for E0 as functional of G and/or Σxc are known, the Green’s

functions framework benefits from the existence of powerful approximations. In particular,

Many-Body Perturbation Theory (MBPT)8 suggests a way to expand the self-energy in di-

agrams that carry physical meaning and that are therefore helpful to describe phenomena

such as the van der Waals dispersion interaction15. For situations that show only weak to

moderate interaction effects, MBPT is often considered to be a systematic way to proceed,

although in practice renormalizations, such as screening of the Coulomb interaction, are

needed. In particular, even the lowest order of an expansion of the self-energy in terms of

the screened Coulomb interaction W , which is the widely used GW approximation16, has

been very successful for the calculation of the quasi-particle (QP) part of electron addition

and removal spectra in finite and extended systems5,17–24.

However, there are many cases where the GW approximation is not sufficient. On one

hand, the description of QP energies is not always good and certainly worsens in more

strongly correlated systems5,25. On the other hand, other quantities, such as satellite features

in the electron addition and removal spectra, are often less well described, even in absence

of strong correlation26,27. Most importantly, GW does not necessarily yield total energies of

better quality than currently used density functionals13,14,28. Research on total energies in

terms of GFs goes therefore hand in hand with research on approximations to the self-energy

beyond GW . The most straightforward way to go would be to explore higher orders in W ,

and important research in this direction is ongoing29–39. In many cases it cannot, however,

bring a practical solution, since the resulting expressions become quickly very cumbersome

and costly, and since perturbation theory will diverge when the interaction is too strong.

Therefore, it would be desirable to find an efficient way to terminate the perturbation series.

In the various possible ways to express the xc energy contribution to the total energy
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such as using the adiabatic connection fluctuation dissipation theorem40,41, the polarizability

plays a key role. This suggests to explore links to other frameworks that are used to access

the polarizability, in particular, Time-Dependent DFT (TDDFT)42. Indeed, there is a long,

and sometimes very successful, history of attempts to use TDDFT in order to go beyond GW

in terms of vertex corrections based on the xc kernel fxc
43–54, the functional derivative with

respect to the density of the xc potential vxc of TDDFT
55, or related linear response kernels

that may be closer to the many-body Green’s functions framework56–59. This kind of combi-

nation leads to the so-called GW̃ self-energy, where the Coulomb interaction is screened by

a test charge-test electron (TCTE) dielectric function instead of the test charge-test charge

(TCTC) one used in the GW approximation60,61. Independently of the specific recipe that

is used in the various GW̃ expressions, these approaches replace the complicated exact ver-

tex function Γ that depends on three space, spin and time arguments by a two-arguments

function (1− fxcχ0)
−1, where χ0 is an independent-particle polarizability. Therefore, the re-

sulting self-energy is always approximate49. Nevertheless, using a GW̃ self-energy instead of

GW often improves the QP energies43,52,54. At the same time, the idea is much less explored

when it comes to total energies52,62. Moreover, to the best of our knowledge a systematic

study for both total energy and spectra that would discern the effect of the replacement of

the full Γ by a two-arguments vertex on one side, from the effect of approximations to the

fxc itself on the other side, is still missing.

The present work has a focus on the total xc energy, while making a link to other aspects

of the GF when interesting. It addresses the following questions: Could a self-energy with a

two-arguments vertex correction, and in particular, a TDDFT-derived one, yield in principle

exact results? If yes, how do we have to build the corresponding expressions for the total

xc energy? How do widely used approximations impact the results? And what happens to

the kinetic energy and to spectra? As we will show, there are indeed different possibilities

to obtain in principle exact expressions for the total xc energy, which are moreover quite

robust when widely used approximations are made. Consistent combination of ingredients
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is a key requirement for this to be true. With these self-energies, the kinetic energy is

not exact in principle, but we examine the possibility to use the virial theorem in order to

overcome this issue. This allows us moreover to make an interesting comparison to the widely

used adiabatic connection approach, which also makes use of the polarizability, but without

involving a self-energy. Spectra are also approximate in principle when a two-arguments

vertex correction is used, but we find that the GW̃ results still exhibit improvements over

GW .

Our investigation and discussion is general, and it is accompanied by an illustration

using the exactly solvable symmetric Hubbard dimer at half-filling. The paper is organized

as follows: the theoretical background is given in Sec. 2. Theoretical developments made

on this basis are presented and discussed in Sec. 3. The results for the Hubbard dimer are

contained in Sec. 4. Conclusions are summarized in Sec. 5.

2 Theoretical background

2.1 Total energy and spectral function in terms of the GF

The ground state total energy E0 can be expressed in terms of the time ordered GF6,13

E0 = −i lim
t2→t+1

∫
dx1

[
−

∇2
r1

2
+ vext(x1)

]
G(x1, x1; t1 − t2)︸ ︷︷ ︸

Ek+Eext

− i

2
lim

t2→t+1

∫
dx1 vH(x1)G(x1, x1; t1 − t2)︸ ︷︷ ︸

EH

− i

2
lim

t2→t++
1

∫
dx1dx3dt3Σxc(x1, x3; t1 − t3)G(x3, x1; t3 − t2)︸ ︷︷ ︸

Exc

, (1)

where x = (r, σ) stands for position and spin, and t+ ≡ lim
η→0+

(t+η). Here, we have highlighted

the different contributions to the total energy, namely the kinetic energy Ek, the contribution

5



Eext coming from the external potential vext, the Hartree energy EH given in terms of the

Hartree potential vH, and the exchange-correlation energy Exc expressed in terms of the

exchange-correlation self-energy Σxc. The last two terms compose the interaction energy

Einter ≡ EH + Exc. Note that here, in the context of MBPT, Exc refers specifically to the

exchange-correlation energy of the Coulomb interaction, in contrast to the DFT framework

where the xc energy also includes the correlation contribution from the kinetic energy. The

specific form Eq. (1) of the Galitskii-Migdal equation is convenient in order to discuss

separately the different contributions to the total energy, and to find specific improvements

for each part. While such a strategy does not benefit from error canceling and therefore

does not necessarily lead to globally improved results, it helps to obtain deeper insight, and

eventually to arrive to the good result for the good reason.

The main quantity of interest is Σxc, which can be expressed exactly as

Σxc(1, 2) = i

∫
d(34)G(1, 4)W (3, 1+)Γ(4, 2, 3) , (2)

where 1 = (x1, t1) = (r1, σ1, t1) stands for position, spin and time. The screened Coulomb

interaction W is given by

W (1, 2) = vc(1, 2) +

∫
d(34) vc(1, 3)χ(3, 4)vc(4, 2) , (3)

with vc the bare Coulomb interaction vc(1, 2) = δ(t1 − t2)
1

|r1−r2| and χ the reducible polariz-

ability. The main complication stems from the vertex function Γ, defined as

Γ(4, 2, 3) = δ(4, 3)δ(2, 3) +
δΣxc(4, 2)

δvcl(3++, 3+)
, (4)

where vcl = vH+vext is the total classical potential. Since Γ is in turn determined by the self-

energy, in most cases it cannot be expressed in a closed form nor calculated exactly. To lowest

order in the Coulomb interaction Γ(4, 2, 3) ≈ δ(4, 3)δ(2, 3). Corrections to this result are
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called vertex corrections. Neglecting vertex corrections one obtains the GW approximation,

where Σxc(1, 2) = iG(1, 2)W (2, 1+)16.

Once the self-energy is determined in the chosen approximation, the GF is obtained by

solving the Dyson equation

G(1, 2) = G0(1, 2) +

∫
d(34)G0(1, 3)

(
vH(3, 4) + Σxc(3, 4)

)
G(4, 2) , (5)

where G0 is the non-interacting GF. Finally, the resulting GF can be used to calculate E0

from Eq. (1) or to evaluate the spectral function from the frequency Fourier transform of G,

A(x, x, ω) =
1

π
|Im(G(x, x;ω))| . (6)

2.2 Interaction energy in terms of the polarizability

Our focus is to find accurate expressions for the interaction energy Einter. For this purpose,

it is useful to express it in terms of the reducible polarizability χ62.

For a system with N electrons in its ground state, the interaction energy is given by the

expectation value of the Coulomb interaction operator V̂ in the many-body ground state

|N0⟩,

Einter = ⟨N0|V̂ |N0⟩ =
1

2

∫
dx1dx2 vc(x1, x2) ⟨N0| ψ̂†(x2)ψ̂

†(x1)ψ̂(x1)ψ̂(x2) |N0⟩ , (7)

where ψ̂ and ψ̂† are the annihilation and creation field operators, respectively. On the other

hand, the reducible polarizability χ is defined as

χ(x1, t1;x2, t2) = −iG(x1, t1;x1, t+1 )G(x2, t2;x2, t+2 )

− i ⟨N0| T̂ [ψ̂†(x1, t
+
1 )ψ̂(x1, t1)ψ̂

†(x2, t
+
2 )ψ̂(x2, t2)] |N0⟩ . (8)
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In the limit t2 = t++
1 ,

χ(x1, t1;x2, t
++
1 ) = −iG(x1, t1;x1, t+1 )G(x2, t++

1 ;x2, t
+++
1 )

− i ⟨N0|ψ̂†(x2)ψ̂(x1)|N0⟩ δ(x2 − x1)− i ⟨N0|ψ̂†(x2)ψ̂
†(x1)ψ̂(x1)ψ̂(x2)|N0⟩

= i n(x1)n(x2)− i ρ(x1, x2)δ(x2 − x1)− i ⟨N0|ψ̂†(x2)ψ̂
†(x1)ψ̂(x1)ψ̂(x2)|N0⟩ , (9)

where we used the anticommutation relation {ψ(x2), ψ†(x1)} = δ(x2 − x1), and where

we introduced the one-body reduced density-matrix ρ(x1, x2) = ⟨N0| ψ̂†(x2)ψ̂(x1) |N0⟩ =

−iG(x1, t, x2, t+), with the electron density n(x1) = ρ(x1, x1). The last term in Eq. (9) en-

ters the definition of the interaction energy in Eq. (7). The interaction energy can therefore

be expressed in terms of the polarizability χ as

Einter =
1

2

∫
dx1dx2vc(x1, x2)n(x1)n(x2)

+
i

2

∫
dx1dx2vc(x1, x2)χ(x1, t1;x2, t

++
1 )− 1

2

∫
dx1dx2vc(x1, x2)ρ(x1, x2)δ(x2 − x1) , (10)

where the first term is the Hartree energy and the last two terms are the exchange-correlation

energy. This formulation of Exc is not directly suitable for practical purposes, since it consists

of terms containing a divergence that cancels in the sum. It is, however, a good starting

point for the developments in the next section.

3 Theoretical developments

3.1 A freedom of choice

In order to eliminate the problematic last term in Eq. (10), we introduce a generalized

independent-particle polarizability defined as χ0(1, 2) ≡ −iḠ(1, 2+)Ḡ(2̄, 1+). Its time diag-
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onal is

χ0(x1, t, x2, t
++) = −iḠ(x1, t;x2, t+++)Ḡ(x2, t

++;x1, t
+) (11)

= ρ̄(x1, x2)

(
− i ⟨N̄0| ψ̂(x2)ψ̂†(x1) |N̄0⟩

)
(12)

= −iρ̄(x1, x2) ⟨N̄0| δ(x2 − x1)− ψ̂†(x1)ψ̂(x2) |N̄0⟩ (13)

= −iρ̄(x1, x2)δ(x2 − x1) + iρ̄(x1, x2)ρ̄(x2, x1) , (14)

where |N̄0⟩ is the many-body ground state corresponding to a system that could be the true

interacting system or an auxiliary interacting or non-interacting system. Ḡ and ρ̄ are the

corresponding GF and the corresponding density matrix, respectively.

In the last term of Eq. (10), only the diagonal of the density matrix is needed. In

order to replace this term, we can therefore consider all systems that yield the exact density

ρ̄(x, x) = n(x), such as the true interacting system, or the Kohn-Sham auxiliary system.

This leaves considerable freedom, which we can use to derive different exact expressions for

Einter and to design efficient approximations. Indeed, when ρ̄(x, x) = n(x) we have, from Eq.

(14)

n(x1)δ(x2 − x1) = iχ0(x1, t;x2, t
++) + ρ̄(x1, x2)ρ̄(x2, x1) , (15)

which, replaced in Eq. (10), yields

Exc = − 1

2

∫
dx1dx2vc(x1, x2)ρ̄(x1, x2)ρ̄(x2, x1)

+
i

2

∫
dx1dx2vc(x1, x2)

(
χ(x1, t1;x2, t

++
1 )− χ0(x1, t1;x2, t

++
1 )

) (16)

= Ēx + Ēc = Ēx + Ec +
(
Ex − Ēx

)
. (17)

The first term in Eq. (16) is Ēx, the exchange energy corresponding to |N̄0⟩. Since the

derivation shows that the sum of all terms is the exact exchange-correlation energy, the

second term in Eq. (16) Ēc contains the exact correlation energy plus a correction that
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compensates the error of Ēx with respect to the exact exchange energy Ex. It is crucial to

note that one can use any system defined by a ground state |N̄0⟩, as long as this system yields

the exact density: this will yield the exact Coulomb interaction energy, although ρ̄ is not the

density matrix of the true interacting system. Two most obvious choices are either the true

many-body (MB) system with Ḡ = G, which leads to χMB
0 → −iGG and ρ̄(x1, x2) = ρ(x1, x2)

the true density matrix, or the Kohn-Sham (KS) system with χ0 → χKS
0 ≡ −iGKSGKS the

independent-particle polarizability built with the Kohn-Sham Green’s function, and ρ̄→ ρKS

the KS density matrix.

3.2 Exact exchange-correlation energy from approximate self-energies

Our next goal is to make a self-energy appear in the expression of Exc. To this aim, we

rewrite Eq. (16) as

Exc =
1

2

∫
dx1d2 Ḡ(1, 2

+)Ḡ(2, 1+)vc(2, 1) +
i

2

∫
dx1d3 vc(3, 1)

[
χ(1, 3++)− χ0(1, 3

++)
]

(18)

=
1

2

∫
dx1d2 Ḡ(1, 2

+)Ḡ(2, 1+)vc(2, 1)

+
i

2

∫
dx1(234)χ0(1, 2)

[
vc(2, 4) + f̄xc(2, 4)

]
χ(4, 3++)vc(3, 1) ,

(19)

where we have introduced the generalized exchange-correlation kernel f̄xc that, once a choice

for χ0 is made, is defined from the Dyson-like equation

χ(1, 2) = χ0(1, 2) +

∫
d(34)χ0(1, 3)

(
vc(3, 4) + f̄xc(3, 4)

)
χ(4, 2) , (20)

keeping in mind that χ is always the exact reducible polarizability. When χ0 is chosen to

be the KS independent particle polarizability, f̄xc = fxc, the xc kernel of linear response
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TDDFT55, but, as pointed out above, other choices are possible.1 By using the definition of

χ0, given in the beginning of 3.1, Eq. (19) can be written as

Exc =

∫
dx1d2 Ḡ(1, 2

+)Ḡ(2, 1+)

(
vc(2, 1) +

∫
d(34) (vc(2, 4) + f̄xc(2, 4))χ(4, 3

++)vc(3, 1)

)
(21)

=

∫
dx1d2 Ḡ(1, 2)Ḡ(2, 1

++)

(
vc(2, 1

+) +

∫
d(34) (vc(2, 4) + f̄xc(2, 4))χ(4, 3

++)vc(3, 1
+)

)
(22)

=
1

2

∫
dx1d2 Ḡ(1, 2)

¯̃W (2, 1+)Ḡ(2, 1++) , (23)

where we have defined the generalized TCTE screened Coulomb interaction2

¯̃W (2, 1) = vc(2, 1) +

∫
d(34)

(
vc(2, 4) + f̄xc(1, 4)

)
χ(4, 3++)vc(3, 1) . (24)

In this way, the exact exchange-correlation energy takes a form analogous to the last term

in the Galitskii-Migdal expression Eq. (1):

Exc = − i

2

∫
dx1d2 Σ̄xc(1, 2)Ḡ(2, 1

++) , (25)

with an exchange-correlation self-energy

Σ̄xc(1, 2) ≡ iḠ(1, 2) ¯̃W (2, 1+) . (26)

The important point to stress here is the fact that the exact Exc is obtained with an

approximate self-energy Eq. (26). This approximation is often called GW̃ . It is usually de-

rived43 by replacing Σxc(4, 2) in the functional derivative in Eq. (4) with a local δ(4, 2)v̄xc(4).

1Note that here we have given the equations in terms of time-ordered quantities, whereas TDDFT is
usually causal. One has to pay attention to be consistent when combining the GFFT and TDDFT frameworks
in practice.

2The double infinitesimals in χ(4, 3++) do not change the spectrum of ¯̃W , but we keep them here explicitly
since they give a straightforward prescription for the contour integral in frequency space yielding Exc.
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Most often, v̄xc ≡ vxc, the KS xc potential of TDDFT, is chosen and the resulting fxc is ap-

proximated, for example, in the adiabatic local density approximation. In our derivation, f̄xc

does not have to be a functional derivative, since it is defined by Eq. (20), which generalizes

the definition of ¯̃W . This gives a rigorous foundation to attempts to use f̄xc other than

approximate TDDFT ones in order to approximate vertex corrections to the self-energy, in

particular, the so-called nanoquanta kernel and approximations to it:44,56–59,63–67 the only

requirement is that χ0 corresponds to the correct density. It should, however, be noted that

a f̄xc fulfilling Eq. (20) does not necessarily exist for every χ0. We will give an illustration

below in the Hubbard dimer.

The important message of this section is that the exact exchange-correlation energy can

be obtained with an approximate self-energy Σ̄xc and with an approximate Green’s function

Ḡ which is not the solution of the Dyson equation using Σ̄xc, but which has been chosen from

the beginning. The two important requirements are consistency of the ingredients used in Eq.

(25), and the fact that they stem from the real or from an auxiliary system yielding the exact

density. In the following, we will call this a consistent scheme, as opposed to a non-consistent

scheme where different GFs are used in Exc, Σ̄xc,
¯̃W . Here, we have shown that there is more

than one possible consistent choice, which may help to design efficient approximations.

3.3 The kinetic energy

The TCTE screened self-energy Σ̄xc does in general not correspond to the exact self-energy,

and therefore one does not have access to the exact GF nor to the exact density matrix. As

a consequence, the kinetic energy Ek cannot be computed exactly. However, with the exact

Coulomb interaction energy Einter at hand, this problem can in principle be overcome by

using the virial theorem for the electron system68,69,

2Ek + Einter =

∫
d3rn(r)r · ∇vext(r) ≡ SV T . (27)
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Using the virial theorem requires in principle to know the exact density. This is not an

additional requirement here, since it was already assumed throughout the above derivations.

Moreover, research in the framework of DFT shows that errors induced by approximate

functionals are often predominantly due to the form of the functional, whereas in many

cases errors due to an approximate density are small70. Therefore, the use of the virial

theorem is a promising route to take when, as it is the case here, one can expect to access

the interaction energy with good accuracy.

3.4 Comparison to the adiabatic connection

Finally, it is interesting to compare our equations to the adiabatic connection (AC) ap-

proach40,41,71. In principle, this approach yields the exact full correlation energy, which

encompasses correlations arising from both kinetic and Coulomb interaction energies, as

well as the difference between the exchange energy calculated with the true and the KS

density matrix, respectively.

Also in this approach, the correlation energy is expressed in terms of χ and χ0, but with

an integration over a coupling constant λ that scales the Coulomb interaction and modifies

vext such that the density remains constant,

Efull
c =

i

2

∫ 1

0

dλ

∫
dx1dx2 vc(x1, x2)

(
χλ(x1, t1;x2, t

++
1 )− χKS

0 (x1, t1;x2, t
++
1 )

)
. (28)

Since the structure of the expression is the same as that of Ēc in Eq. (17), one can express

also the AC result in terms of an effective self-energy,

Efull
c = − i

2

∫
dx1d3Σ

eff
c (1, 3)GKS(3, 1++), (29)

where

Σeff
c (1, 3) = iGKS(1, 3)

∫ 1

0

dλ W̃ λ
pol(3, 1

+) , (30)
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with W̃ λ
pol the polarization contribution to the λ-dependent KS TCTE screened interaction.

Σeff
c is an effective correlation self-energy that contains kinetic and interaction contributions.

Here, we have worked with the KS scheme, since the AC expression is often (though not

always, see, e.g.,38) used in the framework of KS-DFT. Analogous expressions are obtained

for other allowed choices of χ0, e.g., stemming from a generalized KS scheme. Of course,

this self-energy yields the exact full correlation energy, while it is not meant to be used in a

Dyson equation to yield the GF.

It is interesting to compare the errors to be expected in practice from the AC approach

on one side, and, with the errors of the approach discussed here, i.e., the combination of

the calculation of Einter plus the use of the virial theorem. For this estimate, we suppose

the virial term SVT in Eq. (27) to be known with an error that is negligible with respect

to the error ∆Einter stemming from approximations to χ. This is consistent with the fact

that we suppose the density to be known with good accuracy. Using the virial theorem

2Ek + Einter = SVT, the error in the kinetic energy will be ∆Ek = −∆Einter

2
, leading to a

total error of ∆E = +∆Einter

2
. In the case of the AC, the error is determined entirely by the

integral over response functions Eq. (28). Since the non-interacting χ0 is subtracted, it is

reasonable to suppose that the dominant contribution is linear in λ. Evidence that this is

true can be found for small systems in Ref.72. Assuming linearity in λ, one obtains the same

error ∆E = +∆Einter

2
as in our alternative scheme. Whether higher orders in λ will rather

reduce or increase this result depends on whether χλ is convex or concave. In any case, this

discussion suggests that similar errors are to be expected, while the λ-integration is avoided

in the approach using the virial theorem.

3.5 Shortcomings of the TCTE self-energy

While different flavors of the TCTE screened GW̃ self-energies yield the exact xc energy, they

will in general not yield the correct spectral function calculated from the solution of the Dyson
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equation. One may expect some improvement with respect to the GW approximation for the

quasiparticle (QP) energies, since the use of f̄xc, which is negative, reduces the polarization

contribution and therefore approximates one important effect of the full vertex corrections,

which is to reduce self-polarization25. However, one may expect that it will not be sufficient

to bring significant correction to the satellites, which are in general poorly described by the

GW approximation. One reason lies in the fact that the GW self-energy is of first order

in W , but used in the solution of the Dyson equation plus infinite order. Another reason

is the following: the poles of the exact Green’s function are the total energy differences

±(EN±1,s − EN), where N is the particle number and s labels a ground (s = 0) or excited

state s. This can be written as ±(EN±1,s − EN±1,0) ± (EN±1,0 − EN), i.e., the excitation

energy of the N ± 1-electron system plus the chemical potential for electrons or holes. This

means that satellites of the QP, that lies at the respective chemical potential, must be found

at a distance equal to the excitation energies of the N ± 1-electron system, and not, as it

would be the case in the GW approximation for small systems with a discrete spectrum,

at a distance close to the excitation energies of the N -electron system (plus differences in

input and output QP energies when G is not calculated self-consistently). This shortcoming

cannot be overcome by a fxc(ω) that depends on a single frequency and multiplies χ(ω) in

frequency space: such a structure cannot shift the poles of χ(ω). This could only be achieved

by a frequency integration, as it is the case when the true three-times vertex correction is

used. One should therefore at best expect corrections of the intensities of the satellites when

moving from GW to GW̃ .
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4 Illustrations

In order to illustrate our main findings and suggestions, we will use a simple exactly solvable

model, the symmetric Hubbard dimer25,73–76. Its hamiltonian reads77,78

Ĥ =
∑
i,σ

ϵ0n̂iσ −
∑

<i,j>,i̸=j,σ

tĉ†iσ ĉjσ + U
∑
i

n̂i↑n̂i↓. (31)

where i, j denote the sites 1, 2, the spin σ =↑, ↓, the external on-site potential is ϵ0, and t

is the hopping that is linked to the kinetic energy. U is the onsite Coulomb repulsion, and

n̂iσ = ĉ†iσ ĉiσ is the particle number operator, where ĉ and ĉ† annihilate and create a fermion,

respectively. Using this simple model allows us to explore the full range of correlation, which

can be quantified by the ratio U/t, and to have an unambiguous benchmark. We will use it

at half filling, i.e., with two electrons, which yields non-trivial electron removal and addition

features, and we will set U =4 eV throughout the illustrations. One limitation of the model

is the fact that the density is trivial and always exact in all methods that conserve symmetry

and particle number. Since in the present work we suppose to know the exact KS ingredients,

this is not a main drawback. Moreover, asymmetry in the potential removes degeneracy and

therefore has a tendency to decrease correlation effects. The symmetric dimer is therefore

the most critical test case. Exploring density-driven errors would be interesting, but beyond

the scope of this work.

The exact analytical expressions for the time-ordered Green’s function and self-energy

are given in Supporting Information. For the approximate Green’s functions we have solved

the Dyson equation numerically. Our code uses retarded quantities79,80 which is more reli-

able, since the numerical results of the time-ordered calculations suffer from instabilities for

some approximations in the small range of t (t → 0). Computational details are given in

Supporting Information.

As worked out in Subsec. 3.1, different choices for χ0 are possible. The simplest choice is

to build χ0 with KS Green’s functions. In this case, the corresponding xc kernel fKS
xc is the
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Figure 1: Symmetric Hubbard dimer at half filling and U = 4 eV: error of the
exchange-correlation energy as a function of the hopping t. Exc is obtained from Exc =
− i

2

∫
GoutΣxc[G

in] for different Gin, Gout, which are, respectively, the input GF used to build
the self-energy, and the GF that is usually the output of the Dyson equation, but for which
we have more options here. Σxc is a GW̃ self-energy, built with Gin and using the consis-
tently chosen xc kernel. For a compact notation, we denote this by Gout|Gin|f̄xc(ω). The
black and sky blue solid lines with dot markers result from a self-energy built with KS ingre-
dients and integrated, respectively, consistently with Gout = Gin = GKS or, inconsistently,
with the Gout = GD resulting from the Dyson equation. The red and green dashed lines
with triangle markers result from a self-energy built with QP ingredients and integrated,
respectively, consistently with the Gout = Gin = GQP or, inconsistently, with the Gout = GD

resulting from the Dyson equation. Left panel: results using the exact consistent f̄xc(ω).
Middle panel: results using the adiabatic approximation ω = 0 for f̄xc. Right panel: results
obtained by neglecting f̄xc completely, which corresponds to a GW0 approximation, where
W0 is calculated in the RPA and G = Gin.

one defined in TDDFT. In the symmetric Hubbard dimer the KS xc potential is a number

that we set by constraining the highest occupied level (HOMO) energy of the KS system to

yield the exact ionization potential. In this way we obtain the KS Green’s function and χKS
0 ,

and subsequently fKS
xc by inversion of Eq. (20). This inversion is not unique in the symmetric

Hubbard dimer, because both the exact χ and χKS
0 have only one non-zero element, which is

the antibonding/antiboding one (see Supporting Information). Therefore, as already pointed

out in75, only the antibonding/antibonding matrix element of the resulting fxc is defined.

The other elements are arbitrary, but their choice has no impact on the results, since fxc

appears only in the combination χ0fxcχ.

Another natural choice would be to use the exact Green’s function G to build χ0, since it

also yields the exact density, as required. However, interestingly there is no solution to the

inversion of Eq. (20) in this case. The reason is that also the bonding/bonding element of
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this χ0 = −iGG is non-vanishing. Further analysis shows that this stems from the satellite

contributions to G, which are not canceled by proper vertex corrections. This is a nice

illustration for one of the problems of this ill-behaved polarizability which also, for example,

does not fulfill the f -sum rule81. We will instead use χQP
0 ≡ −iGQPGQP. It is built with

the QP approximation GQP to the exact G, where satellites are neglected and the remaining

intensities normalized to 1. This can be seen as a realization of a generalized KS Green’s

function, stemming from a potential that is non-local in space but instantaneous in time.

Such a potential can lead to accurate QP energies82, but not to satellites. In a real material,

the widely used hybrid functionals83 fall into this class. Also many scalar long-range kernels

are designed to be used on top of a χQP
0 . It should again be stressed that both kernels,

whether the one of the KS or the one of the QP scheme, can be called “exact”, as long

as they are used consistently in conjunction with χ0 built with the corresponding Green’s

functions.

4.1 Results using exact xc kernels

In the following we will focus on the results obtained with the two kernels fKS
xc (ω) and fQP

xc (ω),

without approximating them further. This will allow us to illustrate the effect of using an

fxc to simulate the full three-argument vertex of many-body perturbation theory, without

further approximations.

4.1.1 Exchange-correlation energy

First, let us examine the xc contribution to the total energy, given by Eq. (25) Exc =

− i
2

∫
ḠΣ̄xc. As pointed out above, here Ḡ should not be the exact Green’s function nor the

one resulting from the Dyson equation with Σ̄xc, which we will call GD in the following, but

Ḡ, which is the one used to build the GW̃ self-energy Σ̄xc. This point is important since

in practical applications, using GD would often seem to be a natural choice, being the best

available Green’s function, i.e. the one closest to the exact G. We will therefore compare
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these choices in the following, by evaluating Exc =
∫
GoutΣ̄xc[G

in]. Here, Gin is the input GF

used to build the G ¯̃W self-energy Σ̄xc, and the Gout is either the output of the corresponding

Dyson equation GD, or equal to Gin. In all cases, Σ̄xc is built with the xc kernel f̄xc that is

consistent with Gin.

For a compact notation, we use Gout|Gin|f̄xc(ω). For example, GD|GKS|fKS
xc (ω) stands for

Exc = − i
2

∫
GDΣxc[G

KS], where the G ¯̃W self-energy is built using the KS Green’s function

and KS xc kernel. The Dyson equation is then solved using this self-energy, and the resulting

Green’s function GD is used in the integral. Note that while GD is not the same in the KS

and QP frameworks, we do not highlight this difference in the notation, since it is clear

from the context. Comparison of the various flavors allows us to illustrate the importance

of the consistency requirement advocated in Sec. 3.2. For subsequent investigation, we also

indicate by |f̄xc(ω) whether the exact consistent f̄xc(ω) is used or further approximations

are made, e.g., |f̄xc(ω = 0). Fig. 1 shows the difference to the exact xc energy Exc. The

results in the left panel were obtained using the exact consistent f̄xc(ω). As predicted by

Eq. (25), the two consistent calculations GKS|GKS|fKS
xc (ω) and GQP|GQP|fQP

xc (ω) both yield

the exact result. Instead, when solution of the Dyson equation is used for Gout we obtain

GD|GKS|fKS
xc (ω) and GD|GQP|fQP

xc (ω), which are both inconsistent and therefore not exact.

The error of the former is larger than that of the latter. This can be understood, since the

difference between GD and the input Green’s function is larger in the case of KS than in the

case of the QP input. In all cases, errors are vanishing for large t, whereas they increase in

the inconsistent calculations with decreasing t. Even closer to the atomic limit, all errors

tend to zero. Nevertheless, the importance of consistency is nicely illustrated by this result.

4.1.2 Kinetic energy

While an approximate self-energy used in the consistent scheme yields exact results for Exc,

no such scheme exists for the kinetic energy. Instead, by definition the result of the Dyson

equation GD is used to determine the density matrix and hence, the kinetic energy. We
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Figure 2: Kinetic energy errors as a function of the hopping parameter t. Left panel: Ek

is calculated with the Green’s function resulting GD from the Dyson equation with a GW̃
self-energy (red with triangles and sky blue with dots) or with a GWTCTC self-energy, where
WTCTC is the exact TCTC screened Coulomb interaction (violet with dots). The self-energy
is built with KS ingredients (sky blue and violet) or QP ingredients (red). Right panel: fxc
is approximated adiabatically (orange with dots for KS ingredients, black with triangles for
QP ingredients) or completely neglected (green with dots for KS ingredients, dark blue with
triangles for QP ingredients).

will therefore examine the error introduced by various flavors of the self-energy, starting

with those that can yield the exact Exc. The left panel of Fig. 2 shows the results for

GD|GKS|fKS
xc (ω) and GD|GQP|fQP

xc (ω). Both show errors that only vanish at large t and for

t → 0. The KS flavor converges more quickly to the exact result with increasing t than

the QP version. This favors the use of the GW̃ self-energy built with KS, rather than QP,

ingredients. Still, the error is significant. However, as noted in Subsec. 3.3, with an exact

interaction energy one can, in principle, also obtain the exact kinetic energy by using the

virial theorem. This allows one to overcome the problem of not knowing the exact density

matrix.

4.1.3 Spectra

The situation is different for spectral properties: here, the shortcomings of an approximate

Green’s function cannot be overcome easily. As for the kinetic energy, the result of the

Dyson equation is used to calculate the spectra. We will explore which of the flavors of the

self-energy that gives an in principle exact total energy will yield the best spectral properties,

and what are the remaining problems.

Let us first look at the QP peaks of the spectral function Fig. 3 shows the error of the
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Figure 3: Error of the QP energies as a function of the hopping t. The LUMO and HOMO
energy errors are shown in the upper and lower panels, respectively. Left column: The result
of the Dyson equation with a GW̃ self-energy with KS ingredients (blue with dots) or QP
ingredients (red with triangles), or with a GW self-energy using the exact TCTC screened
Coulomb interaction (violet with dots) is shown. Right column: The result of the Dyson
equation with a GW̃ self-energy with KS ingredients using a static fxc(ω = 0) (orange with
dots) or neglecting fxc (green with dots), or with QP ingredients using a static fxc(ω = 0)
(black with triangles) or neglecting fxc (blue with triangles) is shown.

position of the HOMO (lower panel) and of the lowest unoccupied state (LUMO) (upper

panel) as a function of t. The two panels in the left column contain the HOMO and LUMO

energy errors obtained with the exact KS or QP ingredients to build the GW̃ self-energy.

While the KS and QP flavor perform very similarly for the HOMO, with small errors at

larger t and a significant deviation from the exact result for small t that goes up to U/2 for

t → 0, the LUMO is relatively well described for all t, and the error vanishes for t → 0.

Results for the LUMO are particularly satisfying when KS ingredients are used, in which

case the error does not exceed 0.1 eV for any t. For larger t, above 2.5 eV, the errors become

small for both HOMO and LUMO, especially in the KS flavor, where they remain well below

0.1 eV and quickly move into the meV range (see insets).

Beyond the QP features, Fig. 4 shows the entire spectral functions for t = 0.5 eV. We

will concentrate on the satellites. They are due to the peaks in the imaginary part of the
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self-energy, which are in turn determined by the peaks of W̃ : the poles of Im Σ̄xc are situated

at energies ε̄i ± ωj, where ε̄i is a removal/addition pole of the Gin = Ḡ used to build the

self-energy, and ωj is a pole of χ. Not all poles are visible in all matrix elements: in the

symmetric Hubbard dimer, the bonding (antibonding) matrix element of the self-energy is

dominated by the addition (removal) part of Gin. The bonding (antibonding) matrix element

satellites are therefore found at energies higher (lower) than the LUMO (HOMO). In many

real materials, all parts of the Green’s function contribute to all matrix elements of the

self-energy, and satellites are found on both sides of a QP. In this sense, the Hubbard dimer

is an extreme case, where a given matrix element selects just one particular excitation, that

may moreover not be the intuitively expected one. This does not influence our conclusions,

but it is interesting to note.

The most obvious feature in Fig. 4 is the fact that satellites are not well described in

general when the exact f̄xc(ω) is used. Their position at ε̄i ± ωj combines two errors: the

fact that the excitation energy ωj of the N electron system is used (see Subsec. 3.5), and

the fact that ε̄i can be different from the true QP energy. Since in our case the antibonding

matrix element of the self-energy is dominated by the HOMO ε̄, the exact QP energy is used

in all cases studied here and the error is entirely due to the difference between the (too high)

excitation energy of the N electron system with respect to the N − 1 electron one. For the

bonding matrix element, instead, the LUMO ε̄ is used, which is exact when QP ingredients

are used, but which is too low in the KS case. This adds to the error of the (too high)

excitation energy of the N electron system with respect to the N + 1 electron one. Since

the two errors are of opposite sign, the KS ingredients yield the best result for the bonding

matrix element. The difference between the N and N ± 1 excitation energies should be of

particular importance in finite systems, but an analogous error might also impact results in

infinite systems with localized electrons.84 Note, that the problem discussed here is different

from another issue in extended systems, where the satellite position can be spoiled by the

appearance of a plasmaron, a spurious solution of the QP condition that is found at some
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distance from the peak in the imaginary part of the self-energy85–87. In a discrete system

such as the Hubbard dimer, instead, the satellites are always found close to the position of

peaks of the imaginary part of the self-energy, and the point here is that this position is

calculated with the wrong number of electrons.

The biggest effect of fxc is to decrease screening, which remedies the self-screening prob-

lem for the QPs25,88,89, but which also decreases the satellite intensity because, as can be

seen in Fig. 5, fxc is always negative. Indeed, the GW̃ satellites in Fig. 4 are of much

too weak intensity. KS ingredients do a bit better than QP ones in this respect, since in

this case a weaker f̄xc is used (see Fig. 5), which leads to a smaller decrease of the satellite

intensities, but the result is still unsatisfactory. This dilemma cannot be solved with such a

simple vertex correction that is multipicative in frequency. In other words and as expected,

GW̃ , even with exact KS or QP ingredients, cannot yield reliable satellites.

4.2 Impact of approximating fxc

Understanding the impact of replacing the full vertex corrected self-energy with a GW̃ one

is of fundamental interest. For practical applications, one also has to face the problem that

the exact fxc(ω) is in general not known. Therefore, we also briefly examine the impact of

two widely used approximations: either a complete neglect of fxc, which brings us back to

the GW approximation with an RPAW = W0, or at least an adiabatic approximation where

only fxc(ω = 0) is used, since the frequency dependence of fxc(ω) is notoriously difficult to

approximate. As we will see, these approximations do not have the same impact according

to the flavor (KS or QP) that is chosen, and according to the combination of ingredients.

4.2.1 Exchange-correlation energy: impact of approximations

Let us first look at the quantity that is obtained exactly when GW̃ is used consistently,

namely, the xc contribution Exc to the total energy. The middle panel of Fig. 1 compares

results using the adiabatic approximation f̄xc(ω = 0) and combining the ingredients in a
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Figure 4: Bonding-bonding (left panel) and antibonding-antibonding (right panel) matrix
elements of the spectral function for U = 4 eV and t = 0.5 eV. The continuous black curves
are the exact result. The result of the Dyson equation using a GW̃ self-energy with KS
ingredients and the exact fKS

xc is in sky blue. While the result for fKS
xc (ω) = 0 is in green.

The result of the Dyson equation using QP ingredients and the exact fQP
xc is in dashed red,

while the result for fQP
xc (ω) = 0 is in dashed blue. The red arrow indicates the position of

the very weak satellite obtained when QP ingredients are used. Moreover, the result of the
Dyson equation using a GW self-energy with the exact TCTC screening is shown in violet.
The exact HOMO is situated at 0. Note that the corresponding satellites are found at higher
energies. The exact QP of the LUMO is situated at 3.5 eV, with satellites in the electron
removal energy range.

consistent or inconsistent way, respectively. Similarly, results in the right panel were obtained

by completely neglecting fxc. In all cases, the consistent results now show an error, but it

is smaller than that of the corresponding inconsistent results, which demonstrates that a

consistent choice of ingredients remains essential to obtain good total energies. The impact

of neglecting fxc is smaller when KS ingredients are used. The best results are obtained

using the consistent KS flavor. When the adiabatic approximation is used, the fact that the

performance of KS remains good can be explained by the fact that the quadratic frequency

dependence of the kernel, which is a universal feature of fxc
90, is milder in the KS than in

the QP case, as shown in Fig. 5. Although approximate, the benefit of using fxc remains

very important, as can be seen by comparing the middle panel and the right panel, where

results on the GW level with an RPA W0 are given. The GW0 results tend to the exact
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result very slowly with increasing t, and a part from the consistent KS flavor, they deviate

significantly from the exact result in the atomic limit. The GD|GKS|fxc(ω) = 0 flavor tends

to U/2,while both consistent and non-consistent QP cases tend to U/4.

Figure 5: Antibonding matrix element of fxc(ω) as a function of frequency for U = 4 eV and
t = 3 eV. The light blue curve shows the xc kernel corresponding to the KS system, whereas
the dashed orange result is the xc kernel that is consistent with QP ingredients.

4.2.2 Kinetic energy: impact of approximations

The kinetic energy is never exact in GW̃ , as explained above and as illustrated in Fig. 2. The

right panel of Fig. 2 also shows the impact on the kinetic energy of approximations to fxc.

The adiabatic approximation fxc(ω = 0) has a very moderate effect, with a tendency that is

rather towards improving the results. The reason for this is the fact that the kinetic energy

suffers from the underestimate of the satellite intensity discussed above, which is improved

when fxc is weaker. Neglecting the quadratic frequency-dependence of the kernel shown in

Fig. 5 is therefore rather beneficial for the kinetic energy. A complete neglect of fxc, instead,

spoils results in the moderate to large t-range, while further slightly improving the small-t

regime, where the satellites are important. Overall, KS flavors perform slightly better than

QP ones. Finally, we also show in the left panel the result of a GWTCTC calculation, where

the self-energy is of GW form using KS ingredients and the exact χ and therefore the exact

W is used, but where the vertex Γ = 1 in the self-energy, i.e., the functional derivative in

Eq. (2) is set to 1. This means that the exact test-charge test-charge (TCTC) screening is
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used instead of the TCTE one that is used in the GW̃ approximation. Indeed, it would be

tempting to think that a very good W used in GW could improve results. However, with

respect to a standard GW0 calculation using an RPA W = W0, where fxc = 0 also in χ, the

results are worse, especially in the moderate to large-t regime. It has been pointed out that

vertex corrections in the polarizability and in the self-energy tend to cancel partially47,91:

the present result is a good illustration.

4.2.3 Use of the adiabatic connection versus virial theorem

Finally, we can examine the quality of the result that can be obtained by using the virial

theorem, instead of approximating the kinetic energy directly, and compare to the results ob-

tained using the AC fluctuation-dissipation theorem discussed in Sec. 3.4. Both approaches

are in principle exact, but might react differently to approximations.

Fig. 6 gives the errors of the full correlation energy including interaction and kinetic

contributions, obtained using an adiabatic kernel, fxc(ω = 0) and KS ingredients. In order

to use the virial theorem, one has to determine the term SVT in Eq. (27). We bypass the

difficulty to adapt this equation to the Hubbard dimer by using the fact that here we work

with the exact density in all cases, which allows us to use the exact SVT, which we obtain from

the exact solution as SVT ≡ 2Ek +Einter for all values of the hopping t. The resulting SVT is

then used in place of the right hand side of Eq. (27) in order to obtain Ek = (SVT−Einter)/2

for a given approximation to Einter. This procedure gives the light blue curve (VT) in Fig.

6. As predicted in Sec. 3.4, the error is similar to the one of the AC approach using the

same approximation fxc(ω = 0). This is indeed due to the fact that the integrand of the full

correlation energy depends approximately linearly on the coupling constant λ, as one can

see in the inset of Fig. 6. The difference of the correlation energy Efull
c is very small around

t = 3 eV where the behaviour is almost exactly linear, while the deviation is larger at the

smaller t = 0.5 eV, where a quadratic λ-dependence is clearly visible. In this small-t regime,

where the function is convex, the approach using the virial theorem performs better, while
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also avoiding the need for the λ-integration.

Figure 6: Error of the full correlation energy (kinetic and interaction contributions) as a
function of the hopping t, when the adiabatic approximation fxc(ω = 0) is made and KS
ingredients are used: comparison of the adiabatic connection result (AC, in magenta) with
the result obtained using the virial theorem (VT, in cyan). Insets: λ-resolved exact full

correlation energy Efull
c =

∫ 1

0
dλEλ

c , evaluated within the KS scheme, as a function of λ, for
t = 0.5 eV (upper inset) and t = 3 eV (lower inset).

4.2.4 Spectra

The fact that GW̃ does not yield the correct spectral properties cannot be overcome, but it

is still interesting to examine the effect of approximations made in practice. This is done in

the right panels of Fig. 3 for the QP energies, and in Fig. 4 for the satellites. For the LUMO

position, both the adiabatic approximation and neglecting fxc completely lead to significant

worsening of the result in the small-t regime, the worst results being obtained with KS and

QP GW0, i.e, fxc = 0, which also slightly deteriorates results at larger t. It is interesting to

note that keeping the exact fxc(ω) in W alone, i.e., using the exact WTCTC instead of the

RPAW = W0, does not fix any of these problems, as one can see in the left panel of Fig. 3 for

the LUMO. The same is true also in the case of the HOMO. These findings are in line with

observations on real systems92. Concerning the other approximations for the HOMO, shown

in the lower right panel of Fig. 3, the observation concerning the GW approximation is
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similar to the LUMO for moderate to large t, whereas the adiabatic approximation is rather

beneficial, especially for smaller t. Also a complete neglect of fxc, i.e., the GW solution with

RPA W = W0, decreases the error for small t, and when KS ingredients are used, the GW0

results even reaches the correct t→ 0 limit. However, in this case the improvement is limited

to a very small range of t close to the atomic limit. The observed trends highlight the fact

that the effect of including fxc is beneficial for the LUMO at all t and for the HOMO at large

t, but too strong for the HOMO at small t. Since, as discussed in 4.1.3, matrix elements

of the self-energy are quite particular in the Hubbard dimer, this observation should not

be generalised and further analysis will be needed to eventually turn these findings into a

systematic correction, which is beyond the scope of the present work.

Finally, Fig. 4 illustrates that including fxc in W alone, i.e., performing a GWTCTC

calculation, rather worsens the satellites as compared to a GW result obtained with RPA

W0, which illustrates again the error canceling. Therefore, in Fig. 4 the best satellite results

are obtained using the GW0 with KS ingredients and a complete neglect of f̄xc. Note,

however, that this is not a general finding for all values of U/t.

5 Conclusions

In conclusion, the exact exchange-correlation contribution to the total interaction energy can

be calculated using an approximate self-energy of the form GW̃ . Here, W̃ is a test-charge

test-electron screened Coulomb interaction, which replaces the RPA or the TCTC screened

interaction that are commonly used in the GW approximation. Different choices for W̃ are

possible, one of them being the traditionally used KS scheme, which adds an xc kernel fxc(ω)

from linear response TDDFT to the bare Coulomb interaction in the dielectric function. For

all choices the condition is that the GF and xc kernel used to build the self-energy are

consistent and yield the correct density. On top of the KS choice, we have examined the

case where the GF is built with the exact QP energies. For all possible choices, it holds
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that the exact xc energy is obtained by integrating the approximate self-energy with the

very same GF that was used to build it. Instead, when the approximate self-energy is used

in a Dyson equation and integrated with the resulting GF, the results carry an error. The

importance of consistency between the GF used to build the self-energy and the GF used

for the integration may explain the success of self-consistent GW total energy calculations,

which indeed fulfill the requirement that the self-energy is integrated with the GF that is

used to build it. Here, we show that one can obtain good quality results by being consistent

without carrying out self-consistent calculations.

The exact correlation contribution to the kinetic energy cannot be accessed in the same

way. Instead, we propose to use the virial theorem. We have studied the impact of widely

used approximations to this approach, and compared with the use of the adiabatic connection

fluctuation dissipation theorem. Our general derivation predicts that the final errors are

similar, without the need of a coupling constant integration in the present approach.

Using the approximate self-energies in the Dyson equation leads to approximate GFs

and therefore, to approximate spectral functions. Still, GW̃ yields overall better QPs than

GW , and since the computational difficulty is similar, it should be preferred. The satellite

problem, instead, cannot be fixed in this way.

All statements have been illustrated for the symmetric half-filled Hubbard dimer, con-

firming our conjectures and highlighting the fact that results obtained using KS ingredients

are overall superior and less impacted by additional approximations with respect to results

obtained using QP ingredients. While the Hubbard dimer is a simple model, our findings

relie on derivations that are valid for the general case, and they should open the way for

interesting applications to more realistic systems.
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The exact and GW solutions for the symmetric Hubbard dimer model at half-filling (two

electrons) are given in literature25. In this section, we provide the solutions for the model

within the GW and GW̃ approximations using both the KS and QP flavors.

1 GW solutions

The two ingredients needed to calculate Σxc at the GW level are the GF and the screened

Coulomb interaction.

1. The exact Kohn-Sham GF and the exact Quasi-Particle (QP) GF in the dimer sites

basis read respectively

GKS
ijσ(ω) =

1

2

(
1

ω − (ϵ0 + t− (c− U)/2)− iη
+

(−1)i−j

ω − (ϵ0 + 3t− (c− U)/2) + iη

)
, (32)

GQP
ijσ(ω) =

1

2

(
1

ω − (ϵ0 + t− (c− U)/2)− iη
+

(−1)i−j

ω − (ϵ0 − t+ (c+ U)/2) + iη

)
, (33)

where c =
√
16t2 + U2. The KS GF (GKS) is obtained by introducing an energy shift

to the poles of the non-interacting GF such that HOMO energy becomes exact93. The

QP GF (GQP) equals the exact GF without the satellite contributions and with the

quasiparticle intensities set to 1.

2. We use both the exact screened Coulomb interaction W and approximations denoted

WKS
0 or WQP

0 , depending on the choice of the GF used to compute the polarizability.
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The WKS
0 and WQP

0 are calculated within the Random Phase Approximation (RPA),

using the following irreducible polarizabilities

PKS
RPA(1, 2) = −iGKS(1, 2+)GKS(2, 1+), (34)

and

PQP
RPA(1, 2) = −iGQP(1, 2+)GQP(2, 1+), (35)

respectively for the KS and QP cases. They have the following analytical expressions

PKS
RPA,ijσ(ω) =

(−1)i−j

4

(
1

ω − 2t+ iη
− 1

ω + 2t− iη

)
, (36)

PQP
RPA,ijσ(ω) =

(−1)i−j

4

(
1

ω + (2t− c) + iη
− 1

ω − (2t− c)− iη

)
. (37)

For the exact W , we use the exact reducible polarizability χ, which is related to the

2-particle Green’s Function (G2)

χ(1, 2) = −iG(1, 1+)G(2, 2+) + iG2(1, 2, 1
+, 2+), (38)

where G2 is the 2-GF. In the Hubbard dimer site (ij) basis we have

χijσ1σ2(ω) =
∑
s ̸=0

[
⟨N0|ĉ†iσ1

ĉiσ1 |Ns⟩ ⟨Ns| ĉ†jσ2
ĉjσ2 |N0⟩

1

ω + (EN
0 − EN

s ) + iη

− ⟨N0|ĉ†jσ2
ĉjσ2 |Ns⟩ ⟨Ns| ĉ†iσ1

ĉiσ1|N0⟩
1

ω − (EN
0 − EN

s )− iη

]
, (39)

which leads to the following solutions

χij↑↑(ω) =
(−1)i−j

2a2

(
1

ω − (c+ U)/2 + iη
− 1

ω + (c+ U)/2− iη

)
+ (−1)i−j 16t2

2a2(c− U)2

(
1

ω − (c− U)/2 + iη
− 1

ω + (c− U)/2− iη

)
, (40)
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χij↑↓(ω) =
(−1)i−j

2a2

(
1

ω − (c+ U)/2 + iη
− 1

ω + (c+ U)/2− iη

)
− (−1)i−j 16t2

2a2(c− U)2

(
1

ω − (c− U)/2 + iη
− 1

ω + (c− U)/2− iη

)
, (41)

where a2 = 2

(
16t2

(c−U)2
+ 1

)
and χij↑↑ = χij↓↓, χij↑↓ = χij↓↑.

The spin-independent χ matrix in the site basis is a sum over spins, i.e. χij(ω) =

χij↑↑ + χij↑↓ + χij↓↑ + χij↓↓. In the bonding and anti-bonding (b/ab) basis, χ reads

0 0

0 χab-ab(ω)

 , (42)

where χab-ab(ω) = 2(χ11(ω) + χ22(ω)). We can now write the screened Coulomb inter-

action W in the different flavors. The exact screened Coulomb interaction is

W (1, 2) = vc(1, 2) +

∫
d(34)vc(1, 3)P (3, 4)W (4, 2),

= vc(1, 2) +

∫
d(34)vc(1, 3)χ(3, 4)vc(4, 2) ,

or, in the site basis

Wij(ω) = Uδij + U
∑
kσ

Pikσ(ω)Wkj(ω),

= Uδij + U2
∑

σσ′=↑,↓

χijσσ′(ω) ,

which leads to

Wij(ω) = Uδij + (−1)i−j 2U
2

a2

(
1

ω − (c+ U)/2 + iη
− 1

ω + (c+ U)/2− iη

)
.
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By using Eq.s (36)(37), we find

WKS
0,ij(ω) = Uδij + (−1)i−jU

2t

h

(
1

ω − h+ iη
− 1

ω + h− iη

)
, (43)

where h =
√
4t2 + 4Ut, and

WQP
0,ij (ω) = Uδij + (−1)i−jU

2(c/2− t)

h′

(
1

ω − h′ + iη
− 1

ω + h′ − iη

)
, (44)

where h′ =
√
(2t− c)2 + 4U(c/2− t). Now, by using GKS, GQP, WKS

0 , WQP
0 and W

we calculate the different flavors of Σxc by integrating in frequency space. Finally, we

convert Σxc in Eq. (23) to frequency space. Note that the use of multiple infinitesimals

in Eq. (23) is not important for the self-energy itself, but for the calculation of Exc, as

the respective weight of the infinitesimals in the different contributions indicates the

contour that is to be used in the integral. So

Σxc,ijσ(ω) =
i

2π

∫
dω′G0,ijσ(ω

′ + ω)W0,ji(ω
′)e3iω

′η , (45)

where G0 can be GKS or GQP, and W0 can be WKS
0 , WQP

0 or W .

The solutions of the different GW flavors are

Σ
GKSWKS

0
xc,ijσ (ω) = −U

2
δij +

U2t

2h

(
1

ω − (ϵ0 + 3t− (c− U)/2 + h) + iη

+
(−1)i−je−3iωη

ω − (ϵ0 + t− (c− U)/2− h)− iη

)
, (46)

ΣGKSW
xc,ijσ (ω) = −U

2
δij +

U2

a2

(
1

ω − (ϵ0 + 3t+ U) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− c)− iη

)
, (47)
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Σ
GQPWQP

0
xc,ijσ = −U

2
δij +

U2( c
2
− t)

2h′

(
1

ω − (ϵ0 − t+ (c+ U)/2 + h′) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− (c− U)/2− h′)− iη

)
, (48)

and,

ΣGQPW
xc,ijσ = −U

2
δij +

U2

a2

(
1

ω − (ϵ0 − t+ c+ U) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− c)− iη

)
. (49)

The non-interacting χ0(1, 2) = −iG(1, 2+)G(2, 1+) does not have the same structure as

the exact χ for the Hubbard dimer, when G is the exact GF . In fact,

χGG
0,ij(ω) = (−1)i−j

(1 + 4t
c−U

)4

2a4
×

(
1

ω + 2t− c+ 2iη
− 1

ω − 2t+ c− 2iη

)
+

(1 + 4t
c−U

)2(1− 4t
c−U

)2

a4
×
(

1

ω − c+ 2iη
− 1

ω + c− 2iη

)
+ (−1)i−j

(1− 4t
c−U

)4

2a4
×
(

1

ω − 2t− c+ 2iη
− 1

ω + 2t+ c− 2iη

)
, (50)

which yields, in the b/a-b basis

χGG
0 (ω) =

2C2 0

0 2C1 + 2C3

 , (51)

where C1, C2 and C3 correspond to the first, second and last term in Eq. 50, respectively.

The fact that the bonding-bonding matrix element does not vanish, contratry to the exact

interacting χ Eq. 42, explains why no fxc can be found that would link χGG
0 and χ in a

Dyson equation.
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2 GW̃ solutions

The test-charge test-electron screened interaction is defined as

W̃ (1, 2) = vc(1, 2) +

∫
d(34)

(
vc(1, 3) + fxc(1, 3)

)
χ(4, 2)vc(4, 2) . (52)

The two fxc kernels that we used in the main text are given by the matrix equations

below

fKS
xc (ω) =

[
χKS
0 (ω)

]−1 − [χ(ω)]−1 − vc , (53)

fQP
xc (ω) =

[
χQP
0 (ω)

]−1

− [χ(ω)]−1 − vc . (54)

In the bonding-antibonding basis, because of Eq. (42) the KS χ0 cannot be inverted and f b−b
xc

is not determined. Instead, f ab-ab
xc = 1

2χ0,11
− 1

2χ11
− U , where χKS

0,11(ω) = χKS
0,11↑(ω) + χKS

0,11↓(ω)

and χ11(ω) = χ11↑↑(ω) + χ11↑↓(ω) + χ11↓↑(ω) + χ11↓↓(ω). fb-b
xc and f ab-ab

xc are the bonding-

bonding and antibonding-antibonding elements of the fxc matrix. This leads to

fKS,ab−ab
xc (ω) = ω2

(
1

4t
− a2

4(c+ U)

)
− t+

a2(c+ U)

16
− U , (55)

and

fQP,ab−ab
xc (ω) = ω2

(
1

2c− 4t
− a2

4(c+ U)

)
+ 2t− c+

a2(c+ U)

16
− U , (56)

respectively for the KS and QP cases. In the symmetric Hubbard dimer, fxc does not have

poles. Its frequency dependence is quadratic. Comparison of Eq. (55) with Eq. (56) shows

that, since 1
2c−4t

− a2

4(c+U)
> 1

4t
− a2

4(c+U)
, fQP

xc varies more strongly than fKS
xc with ω, as it is

also shown in Fig. 5.
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The self-energies based on these kernels read

Σxc,ijσ(ω) = i

∫
dω1

2π
Gijσ(ω1 + ω)Wji(ω1)e

3iω1η

+ iU
∑
m=1,2

∫
dω1

2π
Gijσ(ω1 + ω)fxcjm(ω1)χmi(ω1)e

3iω1η , (57)

which yields

ΣGKSW̃KS

xc,ijσ (ω) = −U
2
δij + (−1)i−j

(
U

4
− U(c+ U)

4ta2

)
e−3iωη+

U

4a2
× (c+ U)2/4− 4t2

t

(
1

ω − (ϵ0 + 3t+ U) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− c)− iη

)
, (58)

ΣGQPW̃QP

xc,ijσ (ω) = −U
2
δij + (−1)i−j

(
U

4
− U(c+ U)

a2(2c− 4t)

)
e−3iωη

+
U

a2
× (c+ U)2/4− (2t− c)2

(2c− 4t)

(
1

ω + (ϵ0 − t+ c+ U) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− c)− iη

)
, (59)

in which W̃ is the TCTE screened interaction based on the exact χ and consistent fxc kernel.

When we use the the adiabatic approximation for fxc to evaluate χ and Σxc, the Dyson

equation becomes

χadiab(ω) =

(
χ−1
0 (ω)− fxc(ω = 0)− vc

)−1

. (60)

We calculate two different χadiab depending on the choice of χ0 and corresponding fxc(ω =

0). So, we have χKS
adiab and χQP

adiab when χKS
0 , fKS

xc (ω = 0) and χQP
0 , fQP

xc (ω = 0) are used

respectively in the equation above. This yields

Σ
GKSW̃KS

adiab
xc,ijσ (ω = 0) = −U

2
δij+

Ut

2ω1

(
1

ω − (ϵ0 + 3t− (c− U)/2 + ω1) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− (c− U/2)− ω1)− iη

)
, (61)

where ω1 =
√

4t2 + 2tfKS
Hxc(ω = 0), where fKS

Hxc(ω = 0) = fKS
xc,11(ω) − fKS

xc,12(ω = 0) + 2U =
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−2t+ a2(c+U)
8

For the QP ingredients, we have, similarly

Σ
GQPW̃QP

adiab
xc,ijσ (ω = 0) = −U

2
δij +

U(2c− 4t)

8ω2

×
(

1

ω − (ϵ0 − t+ (c+ U)/2 + ω2) + iη
+

(−1)i−je−3iωη

ω − (ϵ0 + t− (c− U/2)− ω2)− iη

)
, (62)

where ω2 =
√

(2t− c)2 + (2c− 4t)fQP
Hxc(ω = 0), with fQP

Hxc(ω = 0) = 2t−c
2

+ a2(c+U)
16

. Note that

W̃adiab is the TCTE screened interaction that includes fxc(ω = 0) and χadiab(ω) within the

two different schemes.

3 Total energy contributions for the Hubbard dimer

The xc and kinetic energy contributions to the total energy, given in the Galitskii-Migdal

formula in Eq. (1) are written in the site basis and frequency space of the Hubbard dimer

respectively as follows

Exc = − i

2

∑
ijσ

∫ +∞

−∞

dω

2π
Σxc,ijσ(ω)Gijσ(ω)e

2iωη , (63)

Ek = it
∑

ij,i̸=j,σ

∫ +∞

−∞

dω

2π
Gijσ(ω)e

iωη . (64)

4 Computational details

The entire framework for this work has been developed using an in-house code, using the

Julia programming language.94 For the purpose of performing the energy integrals, we use the

‘quadgk’ library, that relies on Gauss-Kronod quadratures.95 Additionally, to visualize our

findings effectively, we rely on the ‘Plots.jl’ library,96 coupled with the GR backend. While we

provide the analytic solutions and equations for the time-ordered quantities, the numerical

calculations have been performed using the retarded Green’s function framework,79,80 which
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yields numerically stable results for small t. Retarded GR and ΣR are obtained from the

above equations with the usual sign changes of the imaginary infinitesimals. The total energy

contributions defined in Eq. (63) and Eq. (66) become

Exc = − 1

2π

∑
ijσ

∫ µ

−∞
dω Im(ΣR

xc,ijσ(ω)G
R
ijσ(ω)) , (65)

Ek =
t

π

∑
ij,i̸=j,σ

∫ µ

−∞
dω ImGR

ijσ(ω) , (66)

where µ is the chemical potential.

The code of this project, called “Symmetric Hubbard Dimer”, is available at the following

address: https://gitlab.com/tsg1860938/symmetric-hubbard-dimer
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(18) Godby, R. W.; Schlüter, M.; Sham, L. J. Trends in self-energy operators and their

corresponding exchange-correlation potentials. Phys. Rev. B 1987, 36, 6497–6500.
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TOC Graphic

The Dyson equation with an approximate self-
energy leads to an approximate Green’s func-
tion and to approximate spectra. However, the
same approximate self-energy yields the exact
exchange-correlation energy, provided the latter
is evaluated following a consistent prescription.
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