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Design and analysis of a Schwarz coupling method for 3D
Navier-Stokes equations and 2D Shallow Water equations

Manel Tayachi? Céline Acary-Robertfand Eric Blayo?

Abstract

We propose in the present work an iterative coupling method for a dimensionally heteregeneous
problem. We consider the 3D linearized hydrostatic Navier-Stokes equations coupled with corre-
sponding 2D linearized shallow water equations. We first show briefly how to derive the 2D linearized
shallow water system from the 3D linearized hydrostatic Navier-Stokes system. Then we propose and
study a Schwarz-like algorithm to couple the two systems and we prove under some assumptions that
the convergence of this Schwarz algorithm is equivalent to the convergence of the classical domain
decomposition algorithm of shallow water equations. Finally, we give some theoretical results related
to the control of the difference between a global 3D reference solution and the 3D part of the coupled
solution. These results are illustrated numerically.

Keywords— dimensionally heterogeneous coupling; domain decomposition; multiscale analysis; hydrostatic
Navier-Stokes equations, shallow water equations

1 Introduction

Modeling complex phenomena, such as some hydrodynamical ones, may require the use of several mathematical
and numerical models rather than using a single system of equations. One can for example replace locally the
most general (often complex) model, such as the 3D Navier-Stokes system, with simpler models when physics
allows it. The simpler models could in particular work in lower dimensions than the dimension of the most general
model. For example, the 2D shallow water equations can locally replace the 3D Navier-Stokes system, as they
are derived from this set of equations by vertical integration under the assumption of a small domain aspect
ratio. One has thus to deal with a dimensionally heterogeneous coupling problem. Such a coupling between
a mD model and a nD model where n > m may limit heavy computations and lead to efficient results. Such
coupled problems were studied in many works and used in several situations. For example, to model blood flows in
compliant vessels, Formaggia et al. proposed in [8] to couple the 1D and the 3D Navier-Stokes equations. Miglio
et al. [17], Marin and Monnier [15], Finaud-Guyot et al. [7] and Malleron et al. [14] have coupled the 1D and
2D shallow water equations in the context of river flows. Leiva et al. [13] also used dimensionally heteregeneous
models in the context of fluid mechanics. In [22], we investigated such a dimensionally heterogeneous coupling
problem, and proposed and analysed an efficient Schwarz-like algorithm to couple a 2D Laplace equation with
non-symmetric boundary conditions with a corresponding 1D Laplace equation obtained by vertical integration of
the 2D model. Similar test cases were addressed by Blanco et al. in [3] and by Panasenko [18] but with different
coupling methodologies (variational approach in [3] and asymptotic partial decomposition of domain in [18]). The
main difference between the approaches presented in [3] and [18] and those of [22] is the choice of the coupling
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method. In [22] the use of a Schwarz-like method was motivated by the need of a non-intrusive computational
approach. Indeed the Schwarz algorithms, developed initially in the context of domain decomposition, do not
require changes in the models, but only some exchange of information through boundary conditions. Different
strategies can be used for space discretization. Besides, the choice of different time steps is possible by using the so-
called Schwarz global-in-time or waveform relazation algorithms [10, 9, 11]. However, due to their iterative nature,
these algorithms may generate huge computations. It is therefore useful to optimize the interface conditions in
order to accelerate the convergence. From a theoretical point of view, the so-called perfectly transparent or perfectly
absorbing boundary conditions allow an exact convergence in only two iterations. Nevertheless, they are generally
non-local in space and/or time, which represents a major obstacle to their direct use, and leads to the quest for
local approximations. In the context of dimensionally heterogeneous coupled problems, the situation is further
complicated by the addition of extension and reduction operators.

The objective of the present work is to design and analyse an efficient Schwarz-like algorithm to couple the 2D
linearized shallow water equations with the 3D linearized hydrostatic Navier-Stokes equations in the context of
river flow modeling. Indeed one can consider 2D (or even 1D) shallow water equations in many parts of rivers, and
3D Navier-Stokes equations where 3D effects cannot be neglected. In this regard, this work is in the continuity of
[22] and [5]. These two works were the first steps to study and design an efficient Schwarz algorithm for coupling
1D or 2D shallow water models with 3D Navier-Stokes models. In [22], the study of a Schwarz algorithm to
couple a 2D Laplace equation with a 1D Laplace equation allowed to understand the main questions that we
have to face when dealing with the coupling of dimensionally heterogeneous models and when using a Schwarz-
like algorithm in this context. In [21], we proved that under some assumptions the convergence of the coupling
algorithm developed in the present work is equivalent to the convergence of the Schwarz waveform relaxation
algorithm for linear viscous shallow water equations designed and studied in [5].

This paper is organized as follows: in Section 2 we introduce the 3D linearized hydrostatic Navier-Stokes
equations and we briefly show how to derive the 2D linearized shallow water equations. We then define the
coupling problem. In Section 3 we define the Schwarz waveform relaxation algorithm and we prove that the
convergence of this algorithm is equivalent to the convergence of the classic domain decomposition algorithm for
the shallow water system if the bottom friction is neglected. Then we briefly study the well-posedness of the
algorithm with Robin-like interface conditions. In Section 4, we prove a theoretical result related to the control of
the difference between the 3D part of the coupled solution and the global 3D solution. Finally, Section 5 presents
numerical illustrations of the convergence of the classic domain decomposition method for the linearized shallow
water system with viscosity, and of the convergence of the coupling algorithm. It also illustrates the influence of
the interface position on the coupled solution.

2 Coupled models
In order to derive an efficient coupling algorithm between the 3-D hydrostatic Navier-Stokes equations and the 2-D

shallow water system, we first write the linearized approximation of the 3-D hydrostatic Navier-Stokes equations
and derive the corresponding 2-D linearized shallow water system.

2.1 Hydrostatic Navier-Stokes equations

We consider the hydrostatic Navier-Stokes equations:

1
oUp +U.V, U, — ,uAUh + ;Vhp =0

divaUp + 0.W = 0 (1)

0:p= —pg

in the domain (z,v,2,t) € Q x (0,T) = w x [~ H,{(z,y,t)] x (0,T), where w is an open domain of R?, T denotes
the length of the considered time period (0 < T' < +00) , ((z,y,t) denotes the free surface height, and the depth



H is constant (flat bottom). The unknowns are the velocity U = (U, W) = (U,V, W) and the pressure p. The
density p and the kinematic viscosity u are assumed constant.
This set of equations is derived from the incompressible Navier-Stokes equations by introducing the small aspect

H - . . .
ratio € = = where L. is the horizontal characteristic length, and considering the hydrostatic approximation

which consists in making € = 0 in the equation for W in the nondimensional system.
These equations are supplemented with initial and boundary conditions. At the bottom of the domain (I'p =

{z = —H}), we impose a non-penetration condition and a frictionless condition:

W(z,y,—H,t) =0 (2)
and

10:Up,—_g =0 (3)

At the free surface I'r = {z = ({(z,y,t)}, we impose a kinematic boundary condition and the balance of the
stresses:

0t¢ + Upjo=¢. V¢ = W= =0 (4)

and
on=20 (5)
where n is the outward normal vector to the free surface and o = —pI + p (VU + VUt) is the constraint tensor.

We neglect here the atmospheric pressure.
At the lateral boundaries, we impose Dirichlet boundary conditions:

U,=U% on 99\ (TpUDl7)x (0,7) and ¢=¢% on 8w x (0,T)

and in the case of an unbounded domain w, we impose homogeneous Dirichlet boundary conditions when
[|(, y)[| — oo.
Finally, initial conditions are provided:

Un(,0)=U in Q and ¢(,0)=¢™ in w

Remark 1. In the case of the ocean, the set of hydrostatic equations is supplemented with equations for temper-
ature, salinity and density, and a Coriolis term is also added, leading to the so-called “primitive equations”.

2.2 Linearized hydrostatic Navier-Stokes equations

The hydrostatic Navier-Stokes system can be transformed into an equivalent form, as in [2]| or in [6]. Using the
continuity equation and the non-penetration condition, the vertical velocity W can be written as a function of the
horizontal velocity Uy, and, as shown in [6], one can prove by using the Leibniz rule that the kinematic condition
(4) is equivalent to a free surface equation. One can then write the pressure p as a function of the free surface ¢
using the hydrostatic condition, and the set of equations becomes:

o:Up +U.VU, — pAUL + gV =0 in Q X (O,T)

divpUp, +0.W =0 in Q: X (07 T)

<
0t¢ + divy, (/ Uhd2> =0 in wx(0,T)
“H



In order to set up a Schwarz algorithm and to prove its convergence, we now linearize the problem around a
constant velocity (Uo, wo) = (uo,vo,0) and the reference value (o = 0 of the free surface. The linearized system
reads (see [2| for more details):

UG + UV, UY — pAUY 4+ gV =0 in Qx(0,7)= wx][-H,0x(0,7T)

8¢ + Hdiva(Ty) + Up.ViaC =0 in wx (0,7)

po. U7 =0 at 2=0

po. UG =0 at z=—-H (7)
Uy =U% on 9Q\(I'sUT7) x (0,T)

¢=¢* on dwxR' x(0,T)

US(,0)=U™ in Q ,and ¢(,0)=¢"™ in w

where the superscript G refers to what we will call the global reference solution, i.e. the solution of the linearized
hydrostatic Navier-Stokes equations throughout the whole domain 2. The overbar denotes the averaging operator
in the vertical direction, defined by:
_ 1 [0
== d
f=g [ fea

The vertical velocity W& can be obtained from:

div,US + 9. W€ =0 in Qx(0,7)

(8)
WC(z,y,—H,t) =0

In the sequel, we assume that the domain 2 is divided into two subdomains: a subdomain 2p where the 3-D
effects can be neglected, and a subdomain Q3p = Q\Q2p where they cannot. As indicated in [22], the definition
of Q2p depends on several features such as the domain aspect ratio or forcing terms. We assume that there exists
L1 such that:

QQD:Qﬂ{m<L1} and QgD:Qﬂ{I>L1}

Thus, the interface I' between the two subdomains Q2p and Q3p is located at x = L. For the sake of simplicity,
we suppose that L; is independent of time. We will now replace the 3D linearized hydrostatic Navier-Stokes
equations in Q2p by 2D linearized shallow water equations, and study the resulting coupled 2D /3D problem.

2.3 Linearized Shallow Water equations

The linearized shallow water system is obtained by averaging system (7). Due to the frictionless condition at
the bottom, we do not need to make any other approximation as in [12]. With U. a characteristic scale for the
horizontal velocity, we can introduce the following dimensionless variables and numbers:

(0.9) = L@ @), == H7 t=1oh, Up=0.0h, (= HC
and 1 U
12 c
= — = Fr =
"~ Re LU’ " gH.

Therefore we have the following result:



Lemme 1. The linearized shallow water system

8t< + Hdivh(u) + Uo.vh(: =0
9)
ou+ (Uo.Vp)u— pApu+gVp¢ =0

H
results from an approzimation in O(e?) of the linearized hydrostatic Navier-Stokes equations in Qap (where e = I

is the previously defined aspect ratio and assuming L. = L1 ).
Moreover U (z,y,2,t) = u(z,y,t) + O(E?)  for all (z,y,zt) € Qap x (0,7T)

Proof The proof being quite similar to the one given in [12], we only give here the outline and refer to [12] for
more details. First, by rescaling the system (7), we obtain (we omit the ~ for the sake of clarity):

OUE + Uo.VaUS — v U§ — 50207 + —5ViC =0 i wap x [-1,0]x (0,T)
atC =+ divh(ﬁh) -+ Uo.VhC =0 in w2p X (O, T)
9. U$ =0 at 2=0 (10)

V@ng =0 at z=-1

US(,0) =U™ in wap x[-1,0] ,and ¢(.,0)=¢™ in wap

Let suppose as in [12] that v = evg. Thus, we deduce from the momentum equation and from the boundary
condition at the bottom that 0. U§ = O(g). Then integrating between —1 and z, the following first order relation
holds:

Ui (w,y,2,t) = Ui(z,y,—1,t) + O(e) (11)

= Uf(m, y,t) + O(e) (12)

Now, averaging the momentum equation in (10) between —1 and 0 yields:
. . 1 .
8,0}, + (Uo.V,) Ty, + Vil = VAL Ty (13)

By keeping just the first order terms on ¢ in (13), we obtain:
1

8, U} + (Uo. V1) Uy + 75 VG = O(e) (14)
The first equations of (10), (11) and (14) give:
TONUY = AUf + UnVUY - AU + %vhg
— 5T0¢ +U..VTC + Firgvhg +0(e)
= 0O(e)
By integrating between z and 0 we obtain:
2. Uf = 0(e?)
Then, by integrating this time between —1 and z, we have:
UY = Uf.— 1+ 0(e?) (15)
Thus we deduce the second order relation:
U} = Ufl.—1 + 0() (16)
Hence the final result, after a back transformation into dimensional variables. O



2.4 The coupling problem

Once a criterion has been defined to quantify 3D effects, we have seen that Qsp and Q3p are supposed to be
separated by an interface x = Li. However, in practice, we do not know its exact location. On the other hand,
we generally know a value La such that we are sure that the 3D effects are significant for > Ls. So, in practice,
we will choose a value Ly < Ly and place our interface at x = Lo (but with no full guarantee that Lo will indeed
be smaller than the optimal value L1).

For the sake of simplicity we suppose here that Lo = 0. Thus we consider the linearized shallow water system in
Q~ =w™ x[—H,0], where w~ =wnN{z < 0}, and we keep the 3D linearized hydrostatic Navier-Stokes equations
in Q7 = w" x [~ H,0], where wt = wnN {z > 0}. We denote by I" the common 2D interface between these two
non-overlapping subdomains Q= and Q%: T' = {z = 0}. We also denote by v the 1D interface between w™ and
wt.

We then consider the two following systems:

ou+ (Up.Vp)u+gVp¢ —pApu=0 in w x(0,7) (17a)

¢ + Hdivy(u) + Up. Vi =0 in w™ x (0,7) (17b)

(u,(_) = (ﬁi,d) on  dwyy x (0,7) (17¢)

u(,0)=TU™ in w  and ¢_(,0)=¢™ in w” (17d)
and

2:Up, + (Uo. Vi) Uy, — pAUL, +gVils =0 in QT x (0,7) (18a)

Oy + Hdivy(Up) + Uo.Vi¢y =0 in w’ x (0,7) (18b)

10:Up =0 at 2z=0 (18¢)

pd:U, =0 at z=—-H (18d)

U,=U% in (89, \TsUTr) x (0,T) (18e)

¢=¢t in dwly, x (0,7) (18f)

Un(,0)=U? in w' and ¢(,0)=¢" in w' (18g)

where the boundaries dw,,,, and 92}, , are respectively dw™ \ v and QT \T'. These two systems are to be coupled
through the interfaces v and I' = v x [—H, 0] by defining interface conditions under the form:

B_(u,(-) = B-(R(Un () on v x(0,T) (19)
Bi(UnCy) = Bi(€(w,C)) on Tx(0,7) (20)
Operators R and £ are respectively a restriction (or projection) on v and an extension on I' to be defined, and

the boundary operators B_ and B, are to be determined.
In order to set up an efficient Schwarz coupling algorithm in the next section, we first need to define the coupling



notion by itself, that is, defining the quantities or values to be exchanged between the two models through the
coupling interfaces. Let us first define the natural transmission conditions of system (7):

Lemme 2. The transmission condition of system (7) through the interface I" is the continuity of:

(MBIUS —uoUf, — g ( g ) ,uoC + th> (21)

The proof is quite similar to the one given in [5], so we refer to this work for more details.
As a consequence in our case, and from a physical point of view, one may propose the following definition of the
coupled problem:

Definition 1. The coupled problem is defined by systems (17) and (18), with the following interface conditions
on y:

1z — upu — g ( C(; ) =10 Up —uoUp — g ( CO+ ) (22)
uol- + Hu=uoCy + HU} (23)

3 Schwarz multidimensional coupling algorithm

Several approaches can be used to couple different models: variational, algebraic or domain decomposition meth-
ods. We choose here a Schwarz domain decomposition approach, which has several practical advantages (simplicity
for set-up, few changes in the numerical codes). The Schwarz domain decomposition methods have been general-
ized to the case of heteregenous spatial dimension coupling in [22].

3.1 Schwarz coupling algorithm

After having defined the coupling notion, we now set up a Schwarz coupling algorithm and solve it. We propose
the following algorithm:

Initialization : for U9 and C_?_ given

At each iteration k (k > 0), solve :

Lrsw (uF+t ¢! = 0 in (v x(0,7))?
Bt (ukt, ¢ = G on (Qwy, x (0,T))
B_ (uktt, ¢y = B (R(Uj. k) on (yx(0,7))?
w1 (,0)=TU"" in w and ¢*Y1(,0)=¢"™ in wo
then solve:
Lrans (U, ) = 0 in (% (0,7)) x (w* x (0,T))
B (U ¢ = G on (0, x (0,1)) x (wgy x (0,T))
By (Ut ) = By (@M M) on (T x (0,7)) x (v % (0, 7))

U(,0)=U" in QF and ¢FM(,0)=¢™ in wt

Table 1: Schwarz multidimensional algorithm



The operator L1 sw denotes the set of equations (17a) and (17b) and the operator Lrrns denotes the set of
equations (18a) and (18b). The exterior boundaries are Ow,,, = dw™ \ 7, 0}, = QT \ T and the operators

B2 et B** denote the exterior boundary conditions. The operators G** and G$** take the values 0 or (U_, ¢4
and (U+, ¢4) depending on if we have Neumann or Dirichlet conditions.

The operators 5_ and B will be determined such that the algorithm converges and the physical transmission
conditions (22) and (23) are satisfied. Their choice is crucial in order to set up an efficient coupling algorithm
with optimal convergence.

As in [3] and [22] we can define the operators R and & by:

R : A3D X (O,T) — AQD X (O,T) and £ AQD X (O,T) — A3D X (O,T)
(Ulrxor) +—  (RU)|yx01) (Wlyxor) > (Ea)lrxo1)

where A2p and Asp denote the trace spaces on the interface v for the 2D spatial functions and on I" for the 3D
spatial functions. In view of the derivation of the linearized shallow water system from linearized Navier-Stokes
equations, we define the operator R as the vertical average:

R : A3D X (07T) — A2D X (O,T)

1 0
(Un)irxo,my — ﬁ/ (Un)irx(o,1) dz
_H

that is R (Uy) (0,y,t) = / Ux(0,y, z,t) dz.
Now, in view of the second order relations (15) and (16), we may define the operator £ by:
£ A2D X (O,T) — A3D X (O,T)
(Wlyxor) > (W)lrx1)

that is £ (u) (0,y, 2,t) = u(0,y,t). In other words, as we assumed a frictionless condition at the bottom, the
quantities coming from the 2D model are extended uniformely on the vertical through the interface T'.

3.2 Rewriting the Schwarz algorithm

In this section we study the convergence of the Schwarz algorithm 1. But in order to simplify the theoretical
study of the coupling algorithm, we first rewrite it by decomposing the 3D velocity into vertical modes, which
implies to find the spectrum of the operator —92 in [—H,0] with homogeneous Neumann boundary conditions
(see [4], [19] and [20]).

Then we look for U, under the form:

U (z,y,2,t) = Z (2,9, )wn(2) = Un(z,y,t) + »_ Up(,y, t)wn(2)
n=0 n=1
where wn,(2) = an cos (%52) with ap = 1 and an = V2 (n > 0), and Up(z,y,t) = / U (z,y,2,t)dz (the

exponent n denotes here the rank of the vertical mode, not to be confused with Schwarz iteration index k).
By injecting this decomposition into (18), then multiplying by w, and integrating between —H and 0, we obtain
(using the fact that (wy)n>0 is an orthonormal basis):

e For n = 0, the first vertical mode (also called barotropic mode) UY = U}, coupled with the free surface is



solution of the 2D linearized shallow water system in w™:

e For n > 1 (baroclinic modes) :

p(nm)*

E Upr=0 in QY x(0,7)

U + (Uo. Vi) Uy — uAR UYL +

The sum of the baroclinic modes U, = U}, — Uy, is solution of the system:

ou,
ot

+ (Uo.Vh)U;, — /,LAUb =0 in Qt x (O,T)
—ext

B (Up) = G G on 0Q%, x (0.T)

==int

Uy(,,0) =UP -U," in ot

We can then rewrite the Schwarz algorithm 1 as follows:

atﬁh+(U0.Vh)ﬁh+gvh(—MAhﬁh = 0 in wt X(O T)
atC—FHdth(ﬁh)-‘on.VhC = 0 in wt % (0, T)
(Un¢) = (TL¢t) on (Bwl x (0,7))
(Tn(50),¢(,0) = (TY¢) i (wh)?

Initialization : (Uj)° and ¢} given

At each iteration k (k > 0), solve:

Lrsw (WF1,¢FY) = 0 in (w™ x(0,7))?
Bt (u 1 ) = GO on (Owg,, % (0,7))?
—k
B (ukt, (5 B (T ck) on (yx(0,1)
uk“(.,O):ﬁZ_m in w™ and C*(,0)=¢" in w™
then solve
Losw (T, ) = 0 in (w x (0,7))°
ou —k+1 —out
B (U, viﬂ = Gy on (Jwgy x (0,7))
=—k+1
BY (U, ¢t = BY (uML M) on (v < (0,7))2
ﬁ:+1(,0):ﬁfl in w™ and Ck'H(.,) ¢ in wt
and
Lep (Up)H) = 0 in QF x(0,7)
B (Up)H+Y) = G —G7" on 09, x (0,T)
B\ ((Uy)*) = 0 on T x(0,7T)
(U)*(,00 = UM-_T" in QF

Table 2: Schwarz multidimensional coupling algorithm - Version 2

(24)

(25)

(26)



where B} denotes the restriction of the operator By for 2D spatial functions, B/ is obtained from By by
vanishing all terms containing {4, and Lcp denotes the convection-diffusion operator 9; + (Uo.Vy) — pA.
Due to this new form of the algorithm, we have then the following convergence result as a direct consequence of
the algorithm 2:

Lemme 3. The coupling algorithm 1 converges if and only if the classic domain decomposition algorithm of the
linearized shallow water system defined by:

ﬁg{ and C?r given

Lrsw (0", ¢ = 0 in (w0 x(0,T))°
B2 (L ) = G on (D, % (0,7))?
Bo (uf, M) = B (uh¢t) on (v x(0,7)) (27)
(uﬁ“,{f‘“)(.,O) = (ﬁl_m, i_m) m o wo
then .
Lrsw ﬁh+ 7Ci+1 = 0 in (z.u+><(0,T))2
Bt (TR 1) = G on 9(0wh, x (0,T))2 o8
—k+1
BY (U7, ) = BY (w5t on (v x (0,7))?
k41 —ind  ing )
(Uh ,<§»+1) (,O) - (U+ ,C+ ) m w+
converges, and the baroclinic velocity Uy, = U, — Uy, is solution of the system.:
a;b-l-(Uo-Vh)Ub—uAUb = 0 in Q" x(0,7)
B (U,) = GM -G in 09, x (0,T)
B,(U,) = 0 on I'x(0,T)
U,(,0) = UM -T," in QF

Remark 2. Note that this result is no longer true if there is an additional bottom friction term, since the vertical
modes of the operator —9? cannot be decoupled in this case, see [2].

3.3 Study of the coupling algorithm with “Robin boundary” conditions

We investigated in [5] the convergence of the domain decomposition algorithm for the linearized shallow water
system. We first studied the approximation of the optimal transmission conditions by assuming a large Reynolds
number and a small ratio aspect €, as in section 2.3. Unfortunately we were not able to find a useful approximation
of these operators. Therefore we studied the domain decomposition algorithm with “Robin” boundary conditions.
More precisely we studied the convergence of the algorithm with the following boundary conditions (for ug > 0):

(u,0) Mgz " ’ QUO)U (29)
B_ (u,{) =
o (A— uo)v

oz T 2

10



and 5 9 )
u + uo
“hap T 9o+ ——5—u

Bi(w)=| _ v, (Afu) (30)
Hox + 2
uoC
where ) is a positive constant.
We can extend the operator By defined by (30) in the case of 3D spatial functions:

_,9U (A +uo)
e +9¢+ 5 U
By (Uy,¢) = 0V (At ) (31)
“ax T 2 v

U()C
and redefine the Schwarz algorithm 2 with the operators (29) and (31).

Proposition 1. The coupling algorithms 1 and 2 defined with the operators (29) and (30) are well-posed. The
sequences (uF*1, ¢* 1) and (Ufﬁ'l, (T'l) defined by the algorithm 2 converge to (ul,—,¢|,-) and (U3, Ci) respec-
tively in

(C(0,T; L*(w™,R*) N L*(0,T; H' (w™,R?))) x (L*(w™ x (0,7)) N C(0,T; L*(w™)))

and (C(0,T; L*(Q%,R*) N L*(0, T; H' (2%, R?))) x (L*(w™ x (0,T7)) N C(0,T; L*(w™))),

where u|,- et (|- denote the restriction in w™ of (u, () solution of the linearized shallow water system throughout
the domain w. The sequence of barotropic velocities (ﬁ;H)kzo and the sequence (Cﬁ“)kzo converge repectively
to u|,+ and C|,+. At convergence, the physical contraints (22) and (23) are satisfied.

Proof The convergence of the coupling algorithm results from Lemma 3.

The proof of the well-posedness of the two systems in algorithms (1) and (2) is quite similar to the one given in
[2] et [5]. We will only give here its outline.

For (Uh)0 and {3_ given and for all k > 0, the study of the coupling algorithm 1 is equivalent to the study of the
following systems:

e In the domain w™, we solve the parabolic system:

o™ (U V) ufF T — pA T = —gv, P! in w x(0,7) (32a)
B_(u*t ¢t =B (ﬁ:, ) on v x (0,7) (32b)
u" (., 0) = o in w” (32¢)

and the transport equation:
¢ £ U VLT = —H divy,(u*™) in wT x (0,7) (33a)

L0 =¢M in w (33Db)

We do not consider here a boundary condition at x = Lo = 0 for the transport equation as we assumed
uo > 0.

11



e In the domain QF, we solve the parabolic system:

QUL + (Up. V) Uptt — uAL U = —gVi¢E™ in QF x (0,7) (34a)
1. U, =0 at z=0 (34b)
10U, =0 at z=-H (34c)

BL(UFHT ¢EY) = BE (T ¢t on T x (0,7) (34d)
Uytl,0)=u? in Qf (34e)

and the transport equation:

O 4 U VAt = —Hdivy (T, ™) in w™ x (0,T) (35a)
B (Uk“ ’““) =B (u’““ 4“1) on 7 x (0,T) (35D)

+\Yn 564 ) =564 16— v g
T’l(.,O) =¢™ in wh (35¢)

Then we study in each subdomain the parabolic system with a prescribed water height and the transport equation
with a prescribed velocity. Finally one can use the fixed point theorem to conclude that the Schwarz algorithm is
well-posed (See [2] and [5] for details). O

4 Modeling error

Unlike the usual case of domain decomposition, at convergence of the Schwarz algorithm, we do not have Uﬁ the
limit of (U¥) equal to US|Q+7 where UY is the solution of system (7).

Due to the way the coupling algorithm is rewritten, the error is obviously contained in the baroclinic mode. We
will thus investigate, as in [22], the amplitude of the modeling error between the baroclinic mode U,,A of the
coupled solution and the baroclinic mode U, of the global reference solution. As in [22], the choice of Robin-like
operators allows its control. Actually we have the following result:

Theorem 1. For every A > 0, let Uy denote the baroclinic mode of the coupled solution. If Lo < L1, then there
exists M = M () such that

—a —a
U = 0% = Upllzo,mym+) + 105 = Th — Uplloqo,rmzzary < M(A)ey/1+ 62 (36)

L

where § = Lo

Proof Let introduce in the sequel the function Ei defined by E} = U§ — ﬁf —U;. Therefore Ei is solution
of the system:

A
88Et++(U0.vh)Ei—uAEi = 0 in QF x(0,7)
B (EY) = 0 in 99, x(0,T
2 () X (0.7) .
B.(E}) = B.(UJ-T)) on I'x(0,T)
(E)}(,0) = 0 in QF

12



where Uy = (uo, vo) with ug > 0 and the interface operator B, is defined by:

U (A +uo)
H ox * 2 v

B\.(U) =

where U = (U, V). Multiplying (37) by E} and integrating over Q7 leads to:

OE2
/Q+ 8;. 2 /QJr(Uo.Vh)EiAEi _N/m AE}.E} =0 (38)

Integrating by parts and using the following relation:

OE} OE} OE}
- AE} E) = / V,E} : VLEY + Sk S + B
lL/Q+ +-Ht Hﬂ+h+ hfi4 M9+8z 92 “F8n++

= (n{r,n;,ng, )

where n denotes the unit outward vector normal to 27, equation (38) then becomes:

/ IR} S

/ (Uo.V,)ELE} = —/ (Uo.vh)Ei.Ei+/uOEi.Eini+/voEi.Ein;
Q+ Qt r r

2

2 OB}
valml [ wovume cufwm] %

Now, one has:

and as n* = (—1,0,0), this implies:

1
/m(Uo.vh)Ei.Ei = —i/ruoEi.Einl+

Equation (38) leads to:

2
& OEL _ 1 OEL A
o R L W R I A G S R
Due to the boundary condition on I', one has:
2 OB} ||? A
VAEL|| + :/ B,(E)) - 2E} ) E}
2dt H .‘£2++M“ R Q++ 0z || g+ r +(B3) 2t +
and therefore:
2 OE) A 2
ViE) + 2|E :/B/ E)).E) 39
2dtH +MH ! +Q++MH 0z Q++2 e r (BB (39)
The right-hand side of equation (39) reads as follows:
—G —G
[B@EhE ~ [ BwE-T) (vi-T) - v) (40)
r r

A

- [BE-T)). (v -T) - [ s - T (41)
N r

Due to the relations (15) and (16), one has:

U§ - Ty =0()

13



Then, due again to the relations (15) and (16), it is reasonable to assume that B/ (UY — ﬁf) = O(1), so that
one has:

[ Bws -0, (uf - TF) = o)

r

Now we will focus on the term / B, (U¢ —Ty).U,. In the same way and as in [22], if we assume that Lo < L1,
r

so that the 3D effects are insignificant in Q" N {Lo < = < L1}, and applying a similar asymptotic analysis as in
the first section to the 3D model, we can deduce:

Uy = U + 0(?)

H L L
I Lo = . :Lo €. We denote in the sequel § = ﬁ, therefore:

’
where &' =

—A
U, = Upr — U, = 0(8%%)
So that, there exists a positive constant C'; depending continuously on A and ¢ such that:

OE}
0z

2
1d Nk Nt )‘H >\H2 b

E < + 42
2dt H +HQ+ NH " +HQ+ MH ar 2 Fllr Ci(1+0%)e (42)

Integrating between 0 and ¢ for ¢ € [0;7] and using the initial conditions, (42) leads to:

2
L |I? i A2 /t OE} /\/t A2 2\ 2
2 le HVE 2 EH < Ca(M)(1+6 43
1 Y e e B[ cnna e (43)
and then one has:
A2 24 _2
HE+H L <20\ 1)(1+6%)e (44)
Q
and we can also deduce that:
Tl |2 r A2 2, 2
EH / HVE H < C3(N)(1+6 45
LI+ [ 7R, < oo+ o (45)
Finally, we can establish the error majoration (36). a

5 Numerical schemes and tests

The aim of this section is to illustrate the previous theoretical results with some numerical experiments. In a
first step and to illustrate the theoretical convergence result of the Schwarz coupling algorithm, we study the
numerical convergence of the domain decomposition method applied to the shallow water equations. Then, in a
second step, experiments with the dimensionally heteregeneous coupling method are conducted.

5.1 Domain decomposition for the 2D shallow water equations

In this subsection, we numerically study the convergence of the domain decomposition method for 2D linearized
shallow water equations. We first present the monodomain solution, i.e. the numerical solution to the system
(17) throughout the whole domain w, and then we numerically set up the Schwarz algorithm and illustrate its
convergence.

5.1.1 Reference monodomain solution

In this paragraph, we detail the parameters of the numerical monodomain configuration and the resulting sim-
ulated solution. This reference solution will allow to estimate the convergence of the domain decomposition
algorithm.

14



Domain and boundary conditions The 2D linearized shallow water equations are solved in w = [—L; L] X
[0; Ly]. Although the mathematical analysis has been developed with a null right-hand side, we consider for
the numerical tests a non-zero source term 7 = (7,0)7 (wind stress). We impose also homogeneous Dirichlet
conditions for the velocity uy and for the water height ¢ on the boundary dw.

Numerical schemes Model equations are discretized using a finite difference scheme on a N, x N, cartesian
staggered Arakawa C-grid [1] (velocities are computed on the edges of each cell and water height in the center
- see Figure 1). The space steps are Az and Ay and the time step is At = N% The cell C,; is defined by
Ci; = [zi;Tit1] X [ys;¥i+1], where z; = —L 4+ iAzx and y; = jAy for 0 < i < Ny and 0 < 5 < N,. We define

also t, = nAt for 0 < n < N;. The discrete unknowns are: u;'; ~ u(tn, i, y;), vi; v(tn,a:H%,ijr%) and

Cz?fj ~ C(tnax¢+%7yj)'

| || [ | Ghost
points
*

MO

H - H
TUiLh ?Z(ﬂ.j) G TZ(MJ)

P &
@

V(i j-1)

=
i {(+1j1)

P é

Figure 1: Staggered grid in space

e Discrete u-equation: the equation for u

%+u@+vaﬁ+ % _ &Jr& + T (46)
ot "% %9y "7oxr T\ 022 T 0y2 v
is discretized using standard explicit schemes as follows:
1 n n Uo n n Vo n n g n n
E(“J1 = uig) + (i = uieag) + Fy(ui’j = uig-1) + 2 (Gl = G)
(47)

po(0u\" g (Ou\" Usg+1 — 2Ui5 + U
() (Z) et
J

i—1,7

Note that the discretization of 9*u/dz? can also be written as

wivay —2ui; tuitay 1 [ (ou\"  (ou\"
Ax? T Az ox /). . ox . (48)

2% i—1,j
where (g—z)?j = % ~ S%(t,,2i,y;). This will be used later for the discretization of the Schwarz
algorithm.
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e Similarly the equation for v

@-FU@-FU@-F %- 8721} & (49)
ot " or T oy "oy TH\ 62 T 92
is discretized as
1 n n Uuo n n Vo n n g n n
E(’Ui,;—l — i) + E(”m‘ —vit1y) + m(vi,jﬂ —vijo1) + m(@,jﬂ —Cij—1)
(50)

It <8v>" p (371)” +u”ﬁj+1—2vﬁj+vﬁj—1

T Az \0z),, Az \ox),, Ay?

i,J
e Finally, the discrete equation for ¢ is:
1 n+1 n H n n H n n uo n n Vo n n
E(Q’,;‘L = Gig) + E(Ui,j —ui—1;) + ?y(vi,j —vit1;)+ E(Q,j —Git1,) + Ky(Ci,j —(i—1) =0 (51)

Monodomain reference solution. For this reference simulation, we choose a 600 km x 120 km rectangular

I

2
basin. The values of the physical parameters are g = 1100m?s™*, 7, (z,y) = —7o cos (L—Try) with 79 = 10" °ms ™2
y

uo = vo = 0.0075ms~! and T = 3.5 days. The numerical scheme described above is used with the space steps
Az = Ay = 1.2km and the time space At = lmin. The simulation is started at rest uo = vg = 0.The simulation
lasts for 3.5 days. The zonal velocity u of this reference solution at ¢t = 3.5 days is displayed in Figure 2.

Reference solution U at t = 3.5 days

100000

80000

60000

Ly in meters

40000

20000

100000 200000 300000 400000 500000
Lx in meters

-0.001949 -0.001462 ~0.000974 -0.000487 0.000000 0.000487 0.000974 0.001462 0.001949

Figure 2: Zonal velocity u of the reference monodomain solution at ¢ = 3.5 days

5.1.2 Numerical scheme for the domain decomposition algorithm

We now numerically study the domain decomposition algorithm (27) and (28) with Robin-like boundary conditions
at the interface. Let split w = [—L; L] X [0; Ly] into two non-overlapping subdomains w™ = [—L;0] x [0; L] and
wt =[0; L] x [0; Ly]. Boundary conditions for (u, v, ¢) are exchanged at the interface v located at x = 0. The
grids of w™ and w" have N; x N, and N x N, points respectively. As the grids are staggered, the physical
boundary on the y-axis is located on wu-points, while it is located on v-points on the z-axis, resulting in the
need for ghost points on other axes. The boundaries are respectively called north, south, west and east for each



subdomain. Since the two problems are similar, we describe only the discretization in w™.
For the domain w™, and at each step of the algorithm, one has to solve the following problem:

Lrsw ("¢ = 7 in (w0 x(0,7))

B (ufH FF) = G2 on (why, x (0,T))°
Bo(uft M) = Bo(uh,¢h) on (v x(0,7))°
(uﬁ“,(ﬁ“) (,0) = (ﬁl_m, i_m) in w”

The index k refers to the Schwarz iterations. As in [16], we focus on two key points: the discretization of the

boundary condition B_ (u—,(~) = G for a given G, and the extraction of the quantity B_ (u},¢%) from w.

Recall that the transmission condition on ~ reads:

ourtt 1 ouk 1
g — 96T G w)utt = gt — gC o 5 (8 —uo)u
(52)
vt ok 1
T 5(/\ — o)ttt = M% + 5(/\ —uo)vl

The discrete value of u and v at the interface v should satisfy simultaneously this transmission condition and the
discrete interior equations for u and v. Let consider the discretization of the first equation of (52):

k+1, k,

% ni k+1,n +1()\7 ) k+1,n __ % ni Ck,n +1(/\7 ) k,n

P\ oz N 95— Nej T 5 wo)U— N = P\ on o 954,05 T 3 Uo)Uy 0,5
@] »J

We note that the two first left terms are present in the discrete equation for u (47). We isolate then these two

terms:

au_ k+1,n ktln _ Ak l A k+1,n 53
H O _gc—,Nm,j = + = 2( _uo)u—,N,,,j (53)
Nx,j

where A’j_ denotes the right-hand side of the first equation of (52), i.e. all the terms depending on uﬁ_. The main
objective in the sequel is to identify Ai in the discrete equation for u in w™ and then to extract it from the model
defined in w™.

From the discrete interior equation for v in w™, we deduce:

1 ktint1  ktin U0 [, kt1n k+1,n Vo, ktln k+1,n
ApUSNey T Ul ) o (N —ul N ) 2Ay(u j -1)

k n k+1,n k+1,n k+1,n
9 pktim o (‘9“—> A M“—7N17.7'+1 — 2o Ny FUS N1 (ro)n
— Ny—1,5 z)Ng,j
Ax 7 Az \ Oz No—1.j Ay?
k+1,
_ N ou— thn _ ick-klyn. (54)
Az \ Oz ) 5 Ag >~ Neod
Therefore, we replace the right-hand side by (53):
1 ktin+1  k+in U0 ¢ kt1,n kt1,m VO, ktln k+1,m
ANy T UmNeg) Ry (Ui TSN 1) g, (N e T U -)
k n k+1,n k+1,n k+1,n
9 i M (3u7> o N g T2ui N FUCN o (o) Nos
— Nz—1,5 x)Ng,j
Az 7 Az \ Oz No—1,j Ay?
Ai 1 k+1,n
= Ar " oAy (A T U (55)
The next step consists in extracting A% from the model defined in w™. We have:
A% po(Oui\" 9 .k 1 k
ol S _ Lkm o~ (A= n 56
Az Az \ Oz ) ; AacCJ“O’J + 2A:c( uo )i, (56)
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The equation for u in w™ at iteration k& of the Schwarz algorithm and at the interface v reads:

1 k,n+1 k,n Uo k,n k,n Vo k,n k,n
AU —ud0) T A (U —uio ) + 2Ay (Wi —uylo, 1) +
k,n k,n k,n
g (€ P Y (rp)oy — (uilo 1 —2uilo; +uilo 1)
A o Li T 5405 z)0.j — H Ay
AT\ Oz )y AT\ ) 4
We deduce then that:
k n
B[ Ou” _ 9 ek _i(uk,nfl B PEL A Y
Ax or 0 Ag 203 At 03 +,0,5 Ag " Tl +,0,5
k,n k,n k,n
I (ui o, 41 = 2uiloy +ui,-1) o o Y
H Ay? Ay 01 T 051
k n
g k,n I (au )
o ST I el (e + (72)o,5
Az Az \ Oz L
and then we have:
AF 1 1 w v
+ k,n k,n+1 k,n 0 k,n k,n 0 k,n k,n
Ar TAx(/\ — u0)uy0,; E(“Hw —uyo,) ~ Az (it = uilo ) — 27y (U041 — Uy 0,5-1)
k,n k,n k,n N\ ™
I (uilo i1 — 2uioy +ui05-1) g chn o M Ou + (T2)o,;
a Ay? A>T D Az \ Oz 1 /03
+.1,5

Substituting A% in (55), we obtain the final discrete equation for u in w™:

1 ki1t k+1,n U0 , kiln k+1,n V0, kiln ktl,mn g k+ln
A U=y T UDING) T oAy (WIIN T U ) 2Ay (WZIN g+ ~ U= N 1) T A SmNe— 1
k+1,m k+1,n _ k+1,n k+1,n

po [ Ou- U NG T 2UC N, T USIN, 1 () 1 (= ug)utim

T , _ 1

Az \ Oz )\ ; Ay? el 2Azx Nasi

k,n k,n k,n

+L(/\ —up)utn . — i(ukv"ﬂ —ubn - ﬂ(uk,n by M(“+,o,j+1 — 2uio T U0 1)

2AT +,0,5 At 507 +,0,J Agx s i +,0,J Ay2

(58)

(60)

Finally, we note that the discretization of the equations in w' and of the boundary condition B is the same
at each iteration of the algorithm. In fact, the third component of B implies a Dirichlet-Dirichlet transmission

condition. No special treatment is then needed.

5.1.3 Numerical results

We split the channel into two subdomains of similar dimensions, see figure 3, and implement the discrete domain
decomposition algorithm described in the previous paragraph. In order to avoid heavy computations by solving
the algorithm over a long time interval and because Schwarz algorithm is more efficient on small windows, we
decompose the time interval (0,7"), where 7' = 3.5 days, into P windows of equal lengths, as in [2] and [16].
Since the aim of this numerical test is to validate the convergence of the decomposition domain algorithm for any
X > 0, Figure 4a displays the the relative L? norm, integrated in time over the period, of the difference between
the solution of the eastern model and the corresponding reference solution as a function of the Schwarz iteration
k, for different values of A\. We can see that the algorithm converges in relatively few iterations. The errors are
of the order of 1072, which is similar to those obtained in [16] in the case of a non-overlapping algorithm. As
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Figure 3: Configuration of the splitted domain
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mentioned in this work, an overlapping of one grid point could accelerate the convergence for a low extra cost.
We do not test this possibility in the present work. We also notice that some “extremal" values of A imply a very
slow convergence (A = 0.5) or even a non-convergence (A = 8.15) of the algorithm. This could be explained by the
fact that these values make the algorithm behaving approximately as a non-overlapping domain decomposition
algorithm with “Dirichlet-Dirichlet" interface conditions or with “Neumann-Neumann" interface conditions. We
also show in Figure 4b the L? norm of the error at the third iteration of the algorithm as a function of .
The numerical results suggest that some values of A give a better convergence of the algorithm. One can then
numerically optimize the rate of the convergence.

5.2 Coupling hydrostatic linearized Navier-Stokes system with correspond-
ing linearized shallow water system

First, let us note that for the sake of simplicity, and since the boundary conditions (29) and (31) do not depend

on y, we will numerically illustrate the coupling of the one dimensional x version of (17) with the two dimensional

(z,z) version of (18). For obvious reasons, we consider a finite domain. We set then in this section Q =
[-L;L] x [-H;0] and w=][-L;L].
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5.2.1 Monodomain reference solution

The numerical reference solution is obtained by solving the z-z version of the system (7) on the whole domain .
We do not detail the discretization of the models and of the interface boundary conditions, since it is quite similar
to the discretization of the linearized shallow water equations. The physical dimensions of the whole domain are
L = 160m, and H = 2m. Consequently the aspect ratio for the 2D model is equal to 0.0125. The other physical
parameters of the simulation are detailed in the following table:

Az Az At I To uo
01m [ 01m | 0.001s | 0.8m?/s ' | 1077 N/m? | 0.01 m/s

Due to the explicit Euler time scheme discretization, the time-step is very small. We first perform a preliminary
100000 time-step simulation, starting with an initial constant horizontal velocity (uo = 0.01m/s) and with a local
surface forcing d,u(x;) = —719 exp(z;/L1), in order to create some vertical motion in the right part of the domain
(L1 is the length of the zone in which we apply the boundary condition). The final state of this preliminary
simulation, displayed in Figure 5, will be used as the initial condition for the following numerical experiments:
solution of the discrete version of (7) on the whole domain § (reference 2D solution), and solution of the Schwarz
coupling algorithm between the 1D model and the 2D model. In these experiments, the surface friction is reset to
zero, in order to fulfill the boundary conditions of the 2D model. As we can see on the figure, the vertical effects
of the preliminary friction on a part of the surface are still present in the horizontal velocity field.

5.2.2 Numerical results of the coupling algorithm

We split now the domain 2 into two subdomains of equal size, and in the left subdomain, we replace the z-z
version of the linearized hydrostatic Navier-Stokes system (designed in the sequel by the 2D model) by a x version
of the linearized shallow water system (designed by the 1D model) — see Figure 6. The discretization and the
boundary conditions for both 1D and 2D models are calculated in the same way as in the domain decomposition
method.

Convergence Figure 7 presents the L? and the relative L? norms of the difference between the successive
iterates of the Schwarz algorithm. We can see that the algorithm converges for the different tested values of \.
However the convergence is slow.

Sensitivity to the parameter A\ As mentioned and studied in section 2.4, unlike the classical domain
decomposition methods, the converged coupled solution is not equal to the restriction of the reference solution on
each subdomain. In theorem 1 we highlight a dependence of this modeling error with respect to A, to € and to
the interface position. Figure 8 illustrates this dependence w.r.t. \. We can see that, for the tested values of A,
this error remains of the order of 1072 all along the coupling windows. And we observe that the L? amplitude of
these variations actually does not depend on A, similarly to the numerical results obtained in [21] in the ellipitic
case.

Sensitivity to the interface position We also performed experiments to illustrate the dependence of the
modeling error on the interface position. We fixed the value of X to 0.2, already used in the previous experiments
(Figures 7 and 8). We can see on Figure 9 that the error regularly increases with the shift of the coupling interface.
The error begins to increase significantly for an interface located around 75% of the entire 2D domain length,
which means that the coupled solution is not able to mimic a real 2D behaviour when the 2D subdomain becomes
too small. This numerical result is similar to the one obtained in [22] in the case of a 1D Laplace equation coupled
with a 2D Laplace equation.
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Figure 5: Horizontal velocity at initial and final time of the 2D reference simulation.

z1(nx)
1D model ui(nx-1)

Figure 6: Grids of the 1D/2D domains
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Figure 8: Evolution of the L? norm of the modeling error, as a function of time, for some relevant values
of A

6 Conclusion

We presented in this work a Schwarz-like algorithm to couple the 3D linearized hydrostatic Navier-Stokes system
with corresponding 2D linearized shallow water system obtained from the 3D equations under a small aspect
ratio hypothesis. After introducing the iterative coupling method, we prove that, if we assume a frictionless
condition at the bottom, the convergence of the coupling algorithm is equivalent to the convergence of classical
domain decomposition method applied to the shallow water system. The main contribution of this work is the
study of the role of the coupling interface location. This work can be extended in several directions: numerical
optimization of the convergence rate of the domain decomposition algorithm for the linearized shallow water
equation, study of the sensitivity of the modeling error to the aspect ratio, or set-up of a method to calculate
the optimal interface location. Moreover, if we consider a non-zero friction on the bottom, which is often the
case in real applications, there is no more equivalence between the convergence of the coupling algorithm and
the convergence of the classical domain decomposition of the shallow water system. Therefore the convergence
of the multi-dimensional coupling algorithm with Robin-type conditions, as well as the control of the modeling
error, could be more complicated to obtain. This is essentially due to the expression of the extension operator:
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Figure 9: L? norm, integrated in time, of the modeling error as a function of the interface position
(expressed as a percentage of the total length of the domain)

the quantities coming from the 2D model are no more uniformly extended on the vertical through the interface,
but rather follow a parabolic distribution. The study of this case is therefore an interesting alternative. This
work is also a first step for more realistic coupling problem of 2D shallow water system, 3D hydrostatic Navier-
Stokes system and 3D nonhydrostatic Navier-Stokes system. The most challenging perspective of the present
work remains the design of a Schwarz algorithm to couple dimensionally heterogeneous non linear systems.
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