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Abstract Active seismic surveys are routinely employed by academia to study geological structure of the
crust and upper mantle. Wavefields generated during these surveys are sampled at the receiver locations, but the
wave‐paths traveled from a source to a sensor remains unknown. Although seismic acquisition layouts designed
to investigate complex crustal‐scale environments are often two‐dimensional, the seismogram recorded at the
receiver location represents information gathered along the three‐dimensional wavepaths that might offset from
the 2D source/receiver profile along its transverse direction. This so‐called 3D‐effect distorts the results of 2D
seismic imaging, which is unable to handle the out‐of‐plane propagation. Despite the numerous 2D seismic
imaging case studies, the assessment of this issue is often overlooked. However, the problem exists ‐ especially
for crustal‐scale profiles, where seismic energy propagates over distances of hundreds of kilometers and probes
different crustal units. In this work we investigate the impact of 3D‐effect on the results of 2D velocity model
building from the academic ocean‐bottom seismometer data. We show with polarization analysis how the 3D‐
effect can manifest itself in the data domain. Using various scenarios of acquisition we evaluate the imprint of
the out‐of‐plane propagation on the data and the results of full‐waveform inversion. We show that 2D velocity
model building from the seismic profiles acquired in the complex geological setting can lead to wrong solution.
Looking for the remedy to this issue we couple different configurations of acquisition geometries with 3D full‐
waveform inversion that allow to handle the 3D effect and provide correct model reconstruction.

Plain Language Summary Subsurface structures can often form complex geological settings.
Assumption that 2D seismic surveys and 2D imaging of resulting data is sufficient to reconstruct such complex
environment might often be wrong and can lead to false geological interpretation. In this study we demonstrate
how the 2D seismic data acquired in a subduction zone environment can be affected with various intensity by the
out‐of‐plane wavefield propagation and how this can bias the velocity model reconstruction. We demonstrate
how this issue can manifest itself in the data domain and how it can be solved by changing the approach to the
crustal‐scale seismic acquisition from 2D to 3D. We show that 3D velocity model building at wavelet resolution
from academic seismic data is possible nowadays with available computing power and efficient source codes.
Through this work we want to promote this kind of seismic data acquisition and processing for better and less
uncertain reconstructions of the key crustal‐scale geological settings that shape our planet.

1. Introduction
Regional‐scale active seismic surveys became over recent decades the methods of choice to probe the lithosphere
(e.g., Carbonell et al., 2000; Collins et al., 1989; Corbalán et al., 2021; Fujie et al., 2016; Funck et al., 2001;
Gorszczyk et al., 2019; Gómez de la Peña et al., 2020; Klingelhöfer et al., 2005; Kopp et al., 2002; McGeary &
Warner, 1985; Minshull et al., 1994; Schultz & Crosson, 1996; Stern & Benson, 2011; Van Avendonk
et al., 2006). This is because of their ability to generate and record redundant broadband wavefields that can be
exploited with inversion methods (e.g., traveltime tomography, migration, full‐waveform inversion) to build the
models of subsurface at much higher resolution than it can be achieved with passive seismic or non‐seismic
methods. Theoretical resolution of full‐waveform inversion (FWI, Tromp, 2019; Virieux & Operto, 2009) is
as high as half of the inverted wavelength making it possible to reconstruct complex structural details of sub-
surface ‐ given that the multidirectional wavefield illumination is provided. This condition is, however, rarely met
for academic deep crustal seismic surveys. In practice, these experiments assume compromise between the survey
logistic (e.g., pool of available instruments, costs and time of shooting) and the key parameters of acquisition
geometry (e.g., fold, offset and azimuth range). This compromise leads to sparse 2D acquisition geometries. In
particular, marine OBS surveys are often conducted with a few tens of receivers deployed along the 2D profiles
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that can be up to few hundreds of kilometers long (Abramovitz et al., 1997; Christeson et al., 2014; Grevemeyer
et al., 2022; Janik et al., 2022). As a result the high costs of dense 3D surveys are mitigated at the price of the
quality of the resulting data. This in turn limits the potential of these datasets to be fully exploited by advanced
processing techniques of seismic imaging ‐ such as wave‐based migration and inversion methods (Monk, 2020).
In particular, the 2D data acquisition and subsequent 2D imaging pose the inconsistency between the 3D
wavepath traveled during the survey and the 2Dwavepath forced during the processing. To minimize the potential
impact of the 3D effect on the 2D seismic data there is a tendency (where possible) to orient the seismic profiles
perpendicularly to the structural trend ‐ assuming cylindrical shape of geological structures. However, if the 3D‐
effects are strong due to the complexity of the underlying setting, then the 2D assumption of wavefield propa-
gation cannot honor the field conditions and ultimately must lead to certain errors in the reconstructed velocity
model or migrated image. Consequently, further geological interpretation driven by the results of such seismic
imaging is biased and leads to potentially false conclusions that might be difficult to verify if no other supporting
data are available. This is especially important when the key quantitative or structural interpretation is based on
the subtle changes of the reconstructed parameter.

The limitation of 2D seismic acquisition and processing has been well understood by the seismic exploration
industry where nowadays the densely sampled marine (also land where possible) surveys brought the tremendous
increase of the standards in seismic imaging (Operto et al., 2023; Sedova et al., 2019). Introduction of nodal
systems allowed for recording long offset wide azimuth multicomponent data that opened wide range of pos-
sibilities in terms of how they can be utilized during processing (Jack, 2021). Indeed, recent decade has shown a
massive development of FWI (e.g., ultra‐high frequency FWI (Kalinicheva et al., 2020)) and migration methods
(e.g., Reverse Time Migration—RTM and Least‐Squares Reverse Time Migration–LSRTM (Zeng et al., 2014;
Zhou et al., 2018)), that coupled with the leading‐edge acquisition systems of multicomponent seismic data
constitute nowadays a powerful technology to reconstruct the subsurface models. Perhaps one of the key obstacles
that was certainly hampering this development was the suboptimal sampling of the subsurface provided by 2D
surveys. This is because lithological heterogeneities cause changes in the wave propagation regime, as well as in
the direction of propagation indicated at any point of subsurface P by the wave vector k that is three‐dimensional
(see Figure 1). The spectrum of k vectors spanned at each point P by a certain acquisition geometry translates to
the resolution power of FWI (Beylkin, 1987; Miller et al., 1987; Vermeer, 2012). Intuitively, denser 2D sour-
ce/receiver deployments enable fine‐scale sampling of the subsurface and have the potential to probe the structure
of interest from a broad range of perspectives, albeit sharing a single azimuth. In this context, Beller et al. (2018)

Figure 1. (a) Sketch of the single source/receiver (S/R) acquisition and the wavenumber vectors mapped by FWI at scattering points P/P′. (b) Zoom on (a). The 3D
vector k corresponds to the true 3D SPRwavepath while the 2D vector k′ is its 2D representation obtained during 2D wave modeling along 2D SP′Rwavepath. P′ is the
projection of scattering point P on the vertical plane associated with the axis of the (S/R) profile. Local wavenumber vectors k/k′ are sums of ks/k′s and kr/k′r vectors
respectively associated with the raypaths emerging from the source S and receiver R creating the scattering angle θ/θ′ at the scattering point P/P′. Dip and azimuth of the
wavenumber vector k is defined by the ϕ and φ angles (adapted from Górszczyk and Operto (2021)).
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demonstrated in a teleseismic study that the reconstruction of a velocity model from a dense 2D acquisition
geometry is actually worse than when considering a coarse 3D array of receivers. This is because an areal
deployment of receivers provides the illumination of the target, which generates wider range of the scattering
angles θ at various azimuths φ. This in turn translates to the broader spectrum of wavenumber vectors k spanned
at a given point P to better constrain its reconstruction. The 2D acquisition geometry is therefore unable to solve
the clear inconsistency between the 3D wavepath that has been taken during the field experiment and the 2D
wavepath imposed during 2D processing. In Figure 1b the 2D and 3D wavepaths SP′R and SPR are different, and
so are the coordinates of the points P and P′, as well as the wavenumber vectors k′ and k. The scale of this
inconsistency can vary from negligible to critical depending on the complexity of the media. However, one may
expect that processing of seismic data from complex geological setting under 2D approximation must lead to the
biased reconstruction (e.g., errors in velocity models or artifacts in the migrated image) regardless used imaging
approach. In terms of regional scale seismic imaging, despite the lack of spatial sampling, low‐frequency content
or multiazimuthal coverage in the archival academic seismic datasets, there are documented onshore and offshore
case studies that attempted to process such data with FWI and extracted useful structural information beyond the
resolution‐limit of the traveltime tomography (Adamczyk et al., 2015; Górszczyk et al., 2017, 2021; Kamei
et al., 2013; H. Li et al., 2023; Operto et al., 2006; Ravaut et al., 2004). However, the limitations originating from
the legacy acquisition design (e.g., sparse 2D deployments) made it difficult to fully exploit the potential of FWI
—that is, the high‐confidence multiparameter and high‐resolution model reconstitution. To mitigate this issue,
recently sparse 3D OBS surveys started to emerge (e.g., Boddupalli et al., 2021; Heath et al., 2019; Morgan
et al., 2016) that have potential to provide multiazimuthal coverage. Despite this, further detailed optimization of
these type of surveys for the purpose of academic regional‐scale FWI is needed.

The purpose of this study is to evaluate the ability of 2D regional‐scale FWI to handle the out‐of‐plane propa-
gation within complex media and to investigate how this effect can manifest itself in the data and the final results.
Through the insight into the wave propagation within the different subsurface models we want to clearly show the
existence and the scale of the problem and make the first attempts to broader investigation of the optimization of
regional‐scale 3D academic surveys designed for high resolution subsurface model reconstruction.

Our investigations of 3D effect are based on the high‐resolution GO_3D_OBS synthetic model of subduction
zone (Górszczyk &Operto, 2021). This benchmark model was created to test various seismic imaging approaches
at the crustal scale. From the full model we extract 3D target models in various configurations and we use those
models to generate the seismic data along the 2D OBS lines (located at central inlines of the models). Subse-
quently, we use 2D FWI to evaluate how the out‐of‐plane propagation affects the results of the velocity model
building when the processed data are generated within the 3D target models but extracted along the 2D receiver
profiles. We compare those results with the idealized scenario where the 2D FWI is applied to the data extracted
along the same 2D receiver profiles, but generated within the 2D velocity models coincident with the geometry of
these profiles. We analyze the wavepaths and OBS gathers of 2D and 3D seismic data that clearly show the
differences in the anatomy of the arrivals—not only in terms of the amplitude trends but also significant phase
shifts. We perform polarization analysis of the multicomponent data that allows us to estimate the horizontal
azimuth angle at the receiver locations and assess the scale of the 3D effect. Finally we also run 3D FWI with
different OBS acquisition settings to investigate their impact on the final model reconstruction. We also present
that the problem of the out of plane propagation can introduce significant errors to the input data for ray based
methods like First Arrival Tomography (FAT).

In the following section we briefly introduce our FWI scheme, experimental setup and the data we use in this
study. Then we describe the FWI results obtained with two different acquisition scenarios that are less and more
prone to the 3D effect. We further present how polarization analysis can be helpful to identify the out‐of‐plane
propagation in the data space and how various 3D acquisition layouts coupled with subsequent 3D FWI can
solve the problem of 3D effect encountered during 2D data processing. Finally we discuss some of the practical
aspects related to the problem of 3D effect and conclude the paper.

2. Methods and Data
2.1. Full‐Waveform Inversion

In this study we consider velocity model building with acoustic isotropic FWI, which is a sufficient approxi-
mation to evaluate the out‐of‐plane wavefield propagation. Waveform modeling is performed with 2D and 3D
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finite‐difference time‐domain modeling (2nd order in time and 4th order in space; TOYXDAC_TIME code (P.
Yang et al., 2018). To minimize the computational costs we take advantage from the reciprocity of the Green's
functions and we simulate the vertical force source at the OBS position and extract the pressure wavefield at the
receivers placed at the air‐gun shot position. Accurate positions of the sources and receivers in the finite dif-
ference grid is set using the sinc interpolation (Hicks, 2002). During modeling we allow for generation of the
multiples from the free surface boundary imposed at the sea level.

For the inversion we use classical FWI formulation where the mismatch between observed dobs and synthetic dcal
datasets generated with Ns sources and Nr receivers is expressed in the least squares sense as:

J(dcal,dobs) =
1
2
∑

Ns

s=1
∑

Nr

r=1
∫

T

0
(dcal (xr,t; xs) − dobs (xr,t; xs))2dt, (1)

where T is the recording time for the seismic trace associated with given source xs and receiver xr. For a given
model of physical parameters m the corresponding L2 FWI misfit function can be written:

C(m) = J(dcal[m],dobs). (2)

with dcal[m] corresponding to the synthetic data generated in this model.

During FWI the cost function C is minimized through local optimization techniques (Métivier & Brossier, 2016).
Starting from an initial model m0, at each iteration k the updated model mk+1 is obtained as follows:

mk+1 = mk + Δmk, (3)

where Δmk is the model update given by:

Δmk = − αkQk∇mCk, (4)

In Equation 4, − ∇mC is the steepest‐descent direction, that is, the opposite direction of the gradient of the misfit
function ‐ where the gradient is computed with the adjoint‐state method (Plessix, 2006). The gradient is scaled by
αk, a positive scalar estimated during the linesearch process (Nocedal &Wright, 2006) andQk is an approximation
of the inverse Hessian computed following the l‐BFGS strategy (Byrd et al., 1995), combined with a diagonal
pseudo‐Hessian approximation (Shin et al., 2001) acting as a preconditioner of the gradient and compensating for
the amplitude decay with depth.

2.2. Data

Our numerical tests rely on the data generated in the GO_3D_OBS synthetic model of subduction zone
(Górszczyk & Operto, 2021). The model was designed to test the performance of various regional‐scale seismic
imaging approaches dedicated to volumetric and geologically complex environments. From the full‐scale model
(30 × 175 × 100 km) we extract two 3D target Vpmodels of dimensions 30 × 100 × 20 km presented in Figure 2.
Both target models contain structurally complex part of the accretionary prism with highly deformed folds and
major faults cutting through them. The strong velocity variations associated with these structures represent a
challenge for velocity model reconstruction with seismic methods. The inline dimensions of the model from
scenario I (Figure 2a) and II (Figure 2b) are roughly perpendicular and parallel to the axis of subduction front
respectively. For both scenarios the OBS profiles are located along the central inline of the target model. Such
experimental setting satisfy the geometry of the wide‐angle OBS profiles acquired in subduction zones regions
(see e.g. Figure 1 in Arnulf et al., 2022). From a structural point of view, the OBS profiles in scenario I and II cut
along the dip and strike direction of subduction zone respectively. Accordingly, the changes in lithology and
corresponding interfaces are expected to be roughly normal to the profile for scenario I and parallel for scenario II.
In turn, from the point of view of wave propagation, for scenario I the wavefront shall maintain relative symmetry
with respect to the axis of the profile, while for scenario II we expect channeling of the waves along the interfaces
and structures with higher velocity that are not aligned with the profile. The data from scenario II shall, therefore,
be significantly affected by 3D effect.
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To generate our testing datasets we design two 2D seismic profiles cutting through the center of the target models
(see the red line in Figures 2a and 2b). Along these profiles, for each scenario, we generate two datasets assuming
2D and 3D wavefield propagation. In the first case we force the 2D wave propagation within the 2D models
extracted along the central inlines that overlaps with the acquisition profile. 3D dataset is generated with the same
acquisition parameters, but the wave propagation is now conducted within the 3D volume of the target models
allowing waves to probe the area of the model that is not aligned with the 2D seismic profile. We simulate 40 OBS
stations deployed with 2.4 km intervals and 999 shots with 100 m intervals. To mitigate the computational burden
we use low‐frequency data generated with 1.5 Hz Ricker source wavelet (max frequency ∼3.5 Hz) and propagate
the wavefield for 21 s to reach the full‐offset range (100 km). We assume acoustic wavefield propagation with
constant density model.

3. Results
3.1. Experiment Setup

To test what is the influence of 3D effect on the 2D velocity model building we apply 2D FWI to the 2D and 3D
datasets from scenario I and II. Initial FWI models are generated with a Gaussian smoothing applied to the true
model. The smoothing parameters are tuned to remove most of the details from the true model without causing
cycle‐skipping. To focus only on the effect of out‐of‐plane propagation we invert the data without any band‐pass
filtering or added noise.

3.2. Scenario I

In Figures 3a and 3b we present OBS generated in the 2D and 3D models from scenario I (see Figure 2a for the
OBS location). For seismograms in Figure 3b we applied 3D/2D phase correction (convolution in time with

̅̅̅̅̅̅
t− 1

√
)

and amplitude correction (multiplication by
̅̅
t

√
(Q. Yang et al., 2021). As expected, the simple amplitude scaling,

which is routinely applied to correct from 3D to 2D amplitude decay, is not enough to match precisely the
amplitudes of the data in Figure 3b to their 2D equivalent in Figure 3a (note difference in the colorscale in
Figures 3a and 3b). In Figure 3c we present in the interleaved manner intervals of 50 seismograms from Figures 3a
and 3b (shaded traces correspond to the data from the 2Dmodel). One can observe that despite high complexity of
the wavefield after the phase shift correction the continuity of the arrivals at the boundaries between subsequent
intervals is preserved. This means the wavefield generated in the 3Dmodel traveled the wavepath aligned with the
axis of the profile. To visualize the wavepaths we compare the wavefield snapshots extracted from the modeling
in 3D model and its 2.5D version (resulting form the projection of the central inline—2D model—toward
crossline direction). In Figures 3d–3f and 3g–3i the 2.5D and 3D wavefield snapshots extracted at 6 s, 9, and
12 s are superimposed on the depth slices showing the velocity structure of the 2.5D and 3Dmodels at 5 km depth.
Indeed, the alignment of the geological structures in the 3D model that are nearly perpendicular to the profile
(Figures 3g–3i) do not cause significant out‐of‐plane propagation and the corresponding wavefield snapshots are
generally similar to those in Figures 3d–3f.

Figure 2. 3D target models extracted from the full GO_3D_OBS. Two models correspond to scenarios I (a) and II (b) with the inline direction of the models oriented
roughly in the perpendicular (a) and parallel (b) manner to the subduction front. The red lines mark the central inlines of each target model and the white circles at the
seabed mark the OBS positions for gathers presented in Figures 3 and 5.
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In Figure 4a we show the true 2D inline Vp model extracted from the target model along the seismic profile. The
initial model (Figure 4b) is generated with a Gaussian smoothing applied to the true model. In Figure 4c we show
the perturbation model ‐ namely the difference between the true and the initial model—that has to be recovered
during FWI. During our acoustic FWI we invert for P‐wave velocity (density model is homogeneous 1,000 kg/
m3) using 50 FWI iterations with L‐BFGS optimization method.

Figure 4d shows the perturbations reconstructed by 2D FWI of 2D data. This FWI test can be considered a
reference point inverse crime, since we use exactly the same experimental settings (modeling engine, acquisition
geometry, source signature, density model, no noise) as for generating the input data, with the initial velocity
model being the only difference. Not surprisingly, we were able to recover precisely velocity perturbations
(compare Figures 4c and 4d), although the FWI resolution limited by the maximum inverted frequency (3.5 Hz)
disallow for perfect reconstruction of the sharp interfaces (e.g., Moho). This is why, despite the fact that after 50
iterations the drop of the L2 data misfit reaches 98%, the reduction of the model misfit is around 42% (see the inset
in Figure 4d).

In the following test we apply 2D FWI to the 3D data. As we mentioned before, first we apply 3D/2D phase and
amplitude corrections. However, since after amplitude correction (multiplication by

̅̅
t

√
) the seismograms

Figure 3. OBS gathers generated for scenario I in (a) 2D model, (b) 3D model. (c) OBS gather consisting of interleaved intervals of traces from (a) and (b). (d)–(f) and
(g)–(i) Wavefield snapshots extracted after 6 s, 9 s, 12 s of propagation in scenario's I 2.5D and 3D model respectively.
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generated in 3D model does not match to the amplitudes of their 2D counterparts (see Figures 3a and 3b) we
additionally scale the amplitudes of the source wavelet by the factor of 0.000375. We derive this value through a
line search over different scaling factors, each time checking the misfit value at the initial FWI iteration and
choosing the one that gives the smallest misfit (see Text S1 and Fig. S1 in Supporting Information S1). Despite
this, the AVO trends in the corrected input OBS gathers and gathers modeled during FWI with the scaled source
wavelet are still not the same. This fact is reflected by the perturbation model presented in Figure 4e, where the
general shape of the velocity perturbations is reconstructed relatively well. However, due to the problem with the
reconstruction of the AVO during our FWI, amplitudes of some parts of the data are underfitted ‐ while others are
already overfitted. This leads to the oversaturation of the velocity perturbations that causes accumulation of the
kinematic error along the wavepath. General degradation of the reconstruction in the deeper parts of the model
(where the wavefield illumination is reduced) is most likely caused to compensate for this kinematic error and
maintain the phase matching. The overfitting of the data is also reflected by the plot in the inset of Figure 4e.

Figure 4. 2D true (a) and initial (b) velocity model for FWI in scenario (i) (c) Velocity perturbations—difference between (a) and (b). Final FWI perturbations from
(d) 2D FWI of 2D data and (e) 2D FWI of 3D data. Insets in (d) and (e) show normalized L2 data and model misfit reduction with FWI iterations (black and green line,
respectively).
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While the black curve representing L2 data misfit flattens after 50 iterations around 27%, the model misfit—
denoted by green curve—drops only for 20% and starts to slowly increase after iteration 35.

The two tests presented here show that the 2D FWI has potential to recover meaningful structure from the data
acquired in the 3D environment if they are not severely affected by the out‐of‐plane propagation. Here we
consider classical FWI implementation with L2 misfit function, which takes into account both phase and
amplitude information and leads to the local over‐and underfitting of the amplitudes. It is true that the velocity
model reconstruction with FWI is mainly driven by the phase information, however, the amplitude mismatch can
still introduce errors in the final model. The results in Figure 4e most likely leave room for further improvement
with more elaborate multiscale FWI workflow—perhaps focusing more on amplitude normalization or phase only
fitting.

3.3. Scenario II

In the same manner as for scenario I in Figures 5a and 5b we present the OBS gather generated for the OBS
located in the central part of the 2D and 3D models from scenario II (see Figure 2b for the OBS location). The
same amplitude and phase corrections as for scenario I are applied to the seismograms in Figure 5b. Unlike for

Figure 5. OBS gathers generated for scenario II in (a) 2Dmodel, (b) 3Dmodel. Black arrows indicate the most pronounced differences between two wavefields. (c) OBS
gather consisting of interleaved intervals of traces from (a) and (b). (d)–(f) and (g)–(i) Wavefield snapshots extracted after 6 s, 9 s, 12 s of propagation in scenario's II
2.5D and 3D model, respectively.
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scenario I, the gathers in Figures 5a and 5b are significantly different. With black arrows we mark the most
obvious differences not only in amplitudes but also in terms of position of various arrivals ‐ first breaks as well as
short‐spread and wide‐angle reflections. The differences are better underlined in the gather of interleaved 2D/3D
seismograms in Figure 5c. Clearly, the mispositioned phases (except the water wave) at the edges between the
groups of the seismograms indicate significant 3D effect for this scenario. Orientation of the acquisition profile in
the parallel manner to the subduction front causes splitting and channeling of the wavefront along the geological
structures characterized by different velocities as presented in Figures 5g–5i. The wavefield snapshots extracted
during 3D modeling are very different from these generated in 2.5D model—Figures 5d–5f. In particular, one can
observe how the wavefield lack symmetry with respect to the axis of the model and takes various wavepaths on
the both side of the acquisition profile. This effect ultimately must cause problems for the 2D model recon-
struction presented hereafter.

In Figures 6a and 6b we present the true and initial 2D model extracted along the central inline of the target model
for scenario II (see Figure 2b). The difference between these models ‐ namely the perturbation model—is pre-
sented in Figure 6c. Applying 2D FWI to the 2D data again leads to the good reconstruction of the velocity
perturbations presented in Figure 6d. The normalized data misfit reduction is 99% and the respective model misfit
drop is roughly 60% (we remind here the resolution limit of our FWI which hampers reconstruction of sharp
interfaces). The 2D FWI of the 3D data for this scenario fails to converge to a meaningful reconstruction. In
Figure 6e the reconstructed perturbations are meaningless indicating severe problems to find the 2D model that
can explain the data with 3D effect. Interestingly, the inversion was able to run 50 iterations with significant drop
of data misfit (around 80%) and at the same time, the model misfit increased by a factor of 4 with respect to the
initial error. We have tried to improve the FWI performance by windowing the input data in time and offset
domain, applying weighting with offset in the misfit function, re‐estimating the source, changing the optimization
scheme and gradient preconditioning, and so on. However, none of these approaches lead to substantial
improvements—while some of them caused lack of convergence of FWI. For this case, we also analyze the
performance of graph‐space optimal transport misfit function (GSOT, Métivier et al. (2019)). The GSOT is the
cost function with improved convexity which has potential to converge toward a correct solution despite cycle‐
skipping. Indeed, the perturbations in Figure 6f show some evidence of the original structure, however, the overall
reconstruction of the model is still wrong, which is illustrated by the increasing model misfit (see the inset in
Figure 6f). Therefore, we can conclude that the improved convexity of the cost function allows for a comparison
of some shifted phases and introduce less artifacts related to the 3D effect than the classical L2‐norm. However, it
cannot compensate for the fact that these shifted arrivals are linked to the 3D‐effect and cannot contribute to a
meaningful geological reconstruction under the 2D approximation.

The two results presented in Figures 6e and 6f show how severely the results of 2D FWI from the 3D data can be
affected by the 3D effect. In general the difficulties can be divided into fitting the amplitude information and
phase information. The problem of amplitude mismatch between 2D and 3D data can be mitigated in different
ways with more elaborate corrections and scaling or ultimately with misfit functions that do not consider AVO
information—although at the cost of loss of information. The problem of 2D/3D mismatch of the phases, which is
the driving factor of the kinematic accuracy of the reconstructed model, seems more severe. In the case where out‐
of‐plane propagation leads only to the shifting of the arrivals in time the 2D inversion can still converge and
explain the data. Even when local cycle‐skipping occurs, more convex misfit functions have potential to fit the
corresponding phases. Unfortunately, the model perturbations introduced during such 2D FWI will be biased by
the inconsistency between the 3D wavepath and its projection on the 2D plane during 2D FWI. In more complex
cases ‐ as the one presented here in scenario II ‐ out‐of‐plane propagation causes not only phase shifts but also
generates the arrivals that are originating from the structures that are offset from the 2D profile and are not present
in the 2D data. If these arrivals are used for 2D FWI, the inversion must fail as it will be unable to explain them by
the geologically meaningful 2D structure. One possible way to evaluate howmuch the data are affected by the 3D
effect is to perform a polarization analysis presented in the next section.

3.4. Polarisation Analysis

One of the advantages of the seismic surveys conducted with receivers deployed at the sea‐floor—like the OBS
surveys—is the ability to record 4‐component seismic data. The richness of the recorded wavefields can be
explored to better constrain mono‐parameter P‐wave velocity reconstruction or to reconstruct both P‐ and S‐wave
velocity models. Recent results of multi‐parameter FWI in fluid‐solid coupled medium (Cao et al., 2021) or
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Figure 6. 2D true (a) and initial (b) velocity model for FWI in scenario II. (c) Velocity perturbations—difference between (a) and (b). Final FWI perturbations from
(d) 2D FWI of 2D data; (e) 2D FWI of 3D data; (e) 2D GSOT‐based FWI of 3D data. Insets in (d)–(f) show normalized L2 data and model misfit reduction with FWI
iterations (black and green line respectively).
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polarization‐based FWI misfit function (Sambolian et al., 2022) demonstrated great potential of multicomponent
seismic data for reconstruction of subsurface models in marine environment. In this study we perform polarization
analysis (available in Seismic Unix toolbox; Cohen & Stockwell, 2008) to estimate the horizontal azimuth angle
of the wavefield (see φ in Figure 1b) at the airgun shot position ‐ namely receiver position within the reciprocity
rule considered in this study. In the idealized assumption of 2D seismic experiment (namely without 3D effect)
the wavepath follows the plane of the profile and therefore the horizontal azimuth angle shall be 0. This situation
is illustrated in Figures 7a and 7b, where two gathers generated in 2.5D versions of models from scenario I and II
respectively are superimposed on the value of the horizontal azimuth angle at the receiver location. In 2.5D
medium there is no lateral velocity variation along the strike direction, and therefore there is no out‐of‐plane
wavefield propagation (see the symmetric wavefront in Figures 3d–3f and Figures 5d and 5f). Indeed, in
Figures 7a and 7b the calculated horizontal azimuth is nearly everywhere equal to 0 ‐ blue color (hyperbolic bands
of light‐red color at the later times are most likely due to the imperfect absorbing boundary condition at the
bottom‐edge of the model). The situation changes drastically when instead of 2.5D models we consider the true
3D models for both scenarios. In case of scenario I (Figure 7c) we can still observe that the horizontal azimuth of
early arrivals is close to 0 (blue and light blue color). However, for the gather from scenario II (Figure 7d) we
observe that the horizontal azimuth of early arrivals can reach more than 40° (e.g., red color between channels 1
and 250) and can vary along the offset depending on the type of arrival (see variations between blue and red color
starting from channel 400 to 999). This analysis, though efficient when considering only pure wave modes (in our
case early P‐wave arrivals), demonstrates how polarization analysis can be helpful in evaluating the 3D effect in
the seismic data acquired along the 2D profiles.

3.5. 3D FWI

Intuitive panacea solving the problem of the out‐of‐plane wavefield propagation is to account for it at the velocity
model building stage. When FWI is considered this can be achieved through an application of 3D rather 2D
waveform modeling and inversion of the seismic data acquired along the 2D profiles. Extensions of the model
space toward third dimension shall allow for free wavefield propagation along all directions, and therefore
provide closer representation of the field experiment. To test this hypothesis here we consider the dataset from
scenario II, where the 2D FWI of the data generated in the 3D model was unable to converge toward meaningful
reconstruction (Figure 6e). Instead of using 2D FWI we now process exactly the same dataset but applying 3D

Figure 7. Examples of 2D OBS gathers for scenario (a) I and (b) II superimposed on the on the colormap representing horizontal azimuth angle of the wavefield at the
receiver location. Panels (c) and (d) show the same analysis for corresponding 3D OBS gathers. Shaded areas in (c) and (d) cover the part of the wavefield where the
polarization analysis is biased by interfering arrivals.
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FWI starting from the smooth 3D initial model. Figures 8a and 8b present the reconstructed velocity perturbations
(after 120 FWI iterations) along the central inline coinciding with the 2D acquisition profile and the depth slice
extracted at 8 km of model depth respectively. Unlike in case of 2D FWI (Figure 6e), this time the inversion
converges toward correct model—though its deeper part is not well reconstructed (compare with true pertur-
bations in Figure 8i). Specifically, there is a problem with correct imaging of complex structure around 80 km of
model distance below 10 km of depth marked by black ellipse in Figure 8. On the depth‐slice in Figure 8b one can
observe that the reconstruction is focused mainly around the acquisition profile and become noisy with the
increasing distance from its axis—which is intuitive.

Despite imperfect model reconstruction (comparing to model in Figure 6d) the 3D FWI was able to handle the
out‐of‐plane wavefield propagation and produce geologically consistent models. Mentioned errors in the final
model come from the faster accumulation of kinematic error in case of 3D FWI rather than its 2D version due to
the additional degree of freedom of wave propagation associated with horizontal azimuth angle φ (Figure 1b). We
can now consider different scenarios to solve this problem at the acquisition design stage. In the following test we
assume denser 2D deployment of 120 receivers instead of previously considered 40. The results after 120 FWI
iterations are presented in Figures 8c and 8d. Though one can observe an increased continuity of the recovered
interfaces the problem of recovering the deep complex structures remains. The depth‐slice in Figure 8d appears
less noisy but the velocity structure away from the 2D acquisition profile is still blurry. The third acquisition we
consider here consist of a 2D deployment of 40 OBS stations and 3 shooting lines—one over the OBS profile and
two ±5 km from the OBS profile in crossline direction (see Figure 8f). With 40 OBS the reconstruction becomes
noisier (comparing to 120 OBS) but importantly, the region marked by black ellipse in Figure 8e is now better
reconstructed. Comparing the depth‐slices in Figures 8b and 8f, we can clearly observe howwith the same number

Figure 8. Velocity perturbations recovered with 3D FWI for scenario II using (a)–(b) 40 OBS, 1 receiver line and 1 shooting line; (c)–(d) 120 OBS; 1 receiver line and 1
shooting line; (e)–(f) 40 OBS; 1 receiver line and 3 shooting lines; (g)–(h) 120 OBS; 3 receiver lines and 3 shooting lines. (i)–(j) True perturbations. Left and right panels
show perturbations extracted along central inline and depth‐slice at 8 km of model depth, respectively. Triangles mark the OBS positions and dashed lines mark the
shooting profiles. Black ellipse in left panels mark the complex target that is the most problematic to recover.
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of 40 OBS but additional shooting lines we improve the reconstruction of the velocity model away from the OBS
profile. The obtained model is also better reconstructed than in case of 2D acquisition with 120 OBS (compare
Figures 8d and 8f). Finally we consider a deployment of three OBS and three shooting profiles (40 OBS each; see
Figure 8h). The resulting model clearly demonstrates the superior reconstruction among all considered acquisition
geometries. Despite narrow azimuth coverage, we recover 3D extension of the structure along the crossline di-
rection of the model (Figure 8h). Also the problematic structure marked by black ellipse in Figure 8g is better
recovered. Importantly, the final model in Figure 8g is better reconstructed comparing not only to model in
Figure 8a but also Figure 8c. This means that in complex media oversampled 2D OBS deployment may still lead
to lower quality imaging than a sparser 3D OBS deployment of the same number of receivers.

4. Discussion
4.1. 3D Effect in FAT

2D waveform inversion methods like FWI seem prone to errors associated with 3D effect due to their limited
tolerance to the discrepancy in the input data. In other words, if during the 2D FWI the out‐of‐plane waveforms
are fitted, then it must lead to a wrong velocity model reconstruction. On the other hand, if such waveforms are not
fitted during 2D FWI or are not reconstructed in the synthetic data, then the mismatch leaks into the associated
adjoint source and is consequently accommodated into velocity model update—though toward wrong direction.
However, the 3D effect shall not only influence the velocity model building with 2D FWI but also traveltime
tomography—even when we consider only first‐arrival traveltimes as in case of FAT. In Figure 9 we show the
first‐arrival traveltimes differences between the traveltimes picked from 2D and 3D data organized in OBS versus
channel coordinates. The traveltimes were picked using STA/LTA algorithm and manually corrected for the
outliers. One can observe that the traveltime differences for scenario I (Figure 9a) can be considered negligible,
however they are significantly higher for scenario II(Figure 9b). Generally, the red color in the traveltime map
means that the 3D traveltimes are faster than their 2D counterpart. Locally the difference between two traveltimes
reaches more than 0.45 s. We do not consider detailed analysis of 2D FAT approach and results here, however, it
is clear that this range of traveltime error caused by 3D effect has impact on the reconstruction of smooth FAT
model and can potentially lead to misinterpretation of large‐scale structures. Resulting 2D FAT velocity models
and their description are presented in supporting information (Fig. S2 and Text S2 in Supporting Information S1).
It is also worth to consider what is the meaning of routinely used total root mean square (RMS) traveltime error in

Figure 9. Difference between the first‐arrival traveltimes generated in 3D and 2.5D models from (a) scenario I and (b) scenario II.
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such case. Indeed, forcing the 2D FAT to fit the out‐of‐plane traveltimes will lead to decreasing of RMS error, but
at the same time it will increase the actual error in velocity model reconstruction.

4.2. Acquisition Logistics

In the 3D FWI examples presented in Figure 8 we have considered few ad hoc acquisition approaches. Moving
from a single 2D seismic profile to the 3D experiment consisting of three such 2D profiles obviously generates
additional financial burden. On the other hand, the benefit of having an access to the 3D extension of the
geological structure (compare Figures 8b and 8h) is also clear and priceless from the point of view of geological
interpretation. The fundamental factor for choosing between 2D and 3DOBS acquisition is therefore the expected
complexity of the investigated target. While for the environments with lack or little velocity variations along the
crossline direction the 2D acquisition is probably enough, then for more heterogeneous media the 3D acquisition
geometry shall be considered. Here we considered 120 OBS stations, which in the similar range as 100 OBS used
during SFJ‐OBS survey in 2001 (Górszczyk et al., 2017). Therefore gathering the similar pool of OBS nowadays
(and their deployment) shall not be a prohibitive factor for 3D academic surveys. A more challenging aspect is
related to increased time of shooting operation. Registration of far‐offset seismic data (∼100 km) requires long
listening time and therefore sufficient breaks (low speed of the seismic vessel) between consecutive airgun shots
to avoid interference with water‐wave of previous shot. Alternatively, the shots could be fired in two passes of the
vessel (forward and back the line) in the interleaved mode at each second shot position but this effectively in-
creases the sailed distance twice. To mitigate this issue, more advanced shooting approaches based on the source
blending/deblending (Berkhout et al., 2008) could be considered. The efficient shooting approach shall be further
coupled with optimized source/receiver spacing providing good illumination of the geological target (e.g.,
Abdellaziz et al., 2023; Guo et al., 2023; Krampe et al., 2020; Maurer et al., 2017; Vermeer, 2003;Wu et al., 2022)
and supported at the processing stage by regularization approaches that are robust against sparse seismic
acquisition (e.g., Aghamiry et al., 2021; D. Li & Harris, 2018; Zand et al., 2024; Zhu et al., 2017). Successful
tuning of all these parameters can only be possible if the seismic experiment is prepared for the purpose of
reconstruction of certain target using specific imaging technique. Synthetic modeling shall therefore be one of the
key points to consider allowing optimization of the large scale 3D OBS surveys.

4.3. Computational Costs of 3D FWI

Moving from 2D to 3D FWI velocity model building brings additional burden in terms of availability of high
performance computing (HPC) resources and robust source‐code implementations. Though it might indeed be a
barrier the additional expense comparing to the cost of seismic survey itself is rather minor. The computing power
available under CPU or GPU architecture in HPC centers or cloud computing services is still increasing and shall
be efficiently utilized by well optimized modeling and inversion codes. In our acoustic time‐domain 3D FWI we
consider relatively low frequency band of seismic data (up to 3.5 Hz). 3Dmodel dimension was 25× 100 × 20 km
(100 m grid space). We used 21 s of wavefield propagation, which allowed to accommodate full offset‐range of
the generated data. During computation we used two levels of parallelism offered by TOYXDAC_TIME code
with one MPI process and six OpenMPI threads per OBS—leading to total number of 720 cores (120 OBS × 6
OpenMPI threads; 30 nodes × 24 cores). In such configuration it took c.a 1 hr per single FWI iteration. Inversion
of higher frequencies would ultimately require resampling of the computing grid automatically increasing the
demand of computing resources. Computing complexity of time‐domain FWI scales with number of time‐steps to
O(N), number of sources to O(N2) and dimension to O(N2) in 2D and to O(N3) in 3D. Therefore, if the fre-
quency range of the data is doubled the computational time of 3D time‐domain FWI will increase by factor of 16.
This can be mitigated by another level of MPI parallelism over the decomposed model domain, which allows to
involve more cores and reduce the computing time. Alternatively, frequency‐domain FWI (theoretical computing
complexity O(N6) ) can also be considered for stationary receiver seismic acquisition like the one considered in
this study. Though limited by memory requirement, this approach has its advantage in terms of fast wavefield re‐
computation for large number of seismic sources once the LU factorization of so called impedance matrix is
performed. Recently Operto et al. (2023) demonstrated feasibility of this approach solving forward problem with
the massively‐parallel multifrontal direct solver MUMPS, when applying FWI to the moderate scale 3D real‐data
from the Gorgon field (650 OBS). Generally each FWI approach has its pros and cons and can be more favorable
for specific application in terms of computational burden (depending on approximation of physics, size of
computing domain, number of sources, acquisition geometry, frequency band, etc.). In any case, HPC resources
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available by computing centers make it possible to apply 3D (acoustic) FWI in regional scale (Morgan
et al., 2013) routinely rather than exceptionally ‐ which is confirmed by the fact the it is now standard in oil & gas
exploration industry.

4.4. 3D FWI of 2D OBS Data

In Section 3D FWI we presented the FWI approach where data from 2D OBS profile affected by 3D effect are
processed within the 3D models, which allowed the inversion to converge toward the correct direction of
reconstruction (Figures 8a–8d). 3D FWI—on top of natural ability to handle the 3D effect—is also more
consistent with the field data in the sense that it can account for the true position of the shot/receiver (e.g., when
due to the currents the OBS is pushed offset from the 2D profile—especially at deep water). Moreover, during 3D
FWI the input data do not require amplitude trend and phase adjustments from 3D to 2D geometrical spreading—
that typically provide only crude corrections. One obstacle for practical application of the proposed approach
might be the building of the initial FWI model (typically derived with ray‐based FAT), which would already
incorporate the velocity variations along the crossline direction. In our synthetic test we used the smooth version
of the true model eliminating this problem. However, in case of real 2D OBS data, recovering velocity pertur-
bations that offset from the seismic profile might not be straightforward if there is no additional shot or receiver
coverage on both side of the 3D profile. Information that might be possibly used to force the 3D propagation
during FAT initial model building is the horizontal azimuth angle—as it is estimated in Figure 7d. Using this
information to shoot the ray with a given azimuth would force the propagation on the side of the profile axis and
could potentially lead to correct initial model—in the sense that the smooth velocity variations along crossline
direction are properly reconstructed. Another possibility to extract information about the underlying 3D structure
is to analyze regional seismicity data in the area of the OBS profile. While this approach is theoretically sound and
potentially valuable, there are practical challenges associated with data availability, spatial coverage, and the
resolution limits of the models resulting from this type of analysis. Ideally, therefore, this issue shall be addressed
at the acquisition design step with either additional shooting lines (Figure 8f) either narrow‐azimuth 3D OBS
survey incorporating certain number of OBS and shooting profiles.

5. Conclusions
Reconstruction of physically and structurally complex subsurface geological settings will always require certain
level of approximation in terms of parametrization and spatial probing of the target. While the development of
robust seismic imaging and inversion techniques obtained over last decade is striking, its application for crustal‐
scale academic seismic studies is often prohibitive due to the deficiency of the high‐quality data. In particular, the
paradigm of acquiring 2D OBS profiles in geologically complex environments causing 3D‐effect may be no
longer valid if one aims at high‐resolution model reconstruction. We show how the data from the 2D acquisition
can be biased by out‐of‐plane wavefield propagation and how this effect influences further velocity model
building with FWI. Comparison of various ad hoc 2D and 3D OBS survey configurations coupled with 3D FWI
clearly demonstrates how the model reconstruction and its geological interpretation can benefit from 3D OBS
experiments. In a broader perspective, overcoming the limitations tied to 2D velocity model reconstruction opens
up opportunities for advancing the exploration of FWI in multi‐parameter model reconstruction. Achieving a
more realistic parameterization of the subsurface, including elastic, viscoelastic, and anisotropic properties,
necessitates high‐quality datasets to minimize cross‐talk between parameters and mitigate the leakage of
acquisition‐related artifacts into specific model. Complex geological settings, such as subduction zones, offer an
ideal environment for conducting multi‐parameter studies. However, their effectiveness relies on the seismic
surveys being pre‐designed to specifically accommodate this type of investigation. It is worth to mention that in
this study we consider classical FWI approach without any sophisticated sparsity‐promoting regularization,
compressive sensing methods or optimized acquisition design. Integrating this kind of solutions to FWI workflow
can further help to reduce the logistic overburden associated with moving from 2D to 3D OBS deployment and
shooting, and optimize the acquisition parameters for future academic regional‐scale seismic surveys.

Data Availability Statement
The GO_3D_OBS synthetic model (Górszczyk & Operto, 2021) can be accessed through the official data portal
of IG PAS (https://dataportal.igf.edu.pl/dataset/go_3d_obs). The modeling and inversion code
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TOYXDAC_TIME is developed within the framework of SEISCOPE project, sponsored by the private com-
panies, which makes it unavailable for open access.
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