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INTRODUCTION: BIG DATA AS A MOMENT

It may be difficult to delineate clear boundaries of big data or arƟficial intelligence. This is about 
collecƟng large amounts of data points about any given phenomenon and compuƟng it with various 
algorithmic methods. How much data qualifies as big data? What kinds of algorithms and compuƟng 
techniques should be included? 

From the standpoint of learning about Global China, these technical quesƟons don't maƩer that 
much though. We can approach big data as a parƟcular moment in the tech industry. It happened 
gradually at about the turn of the 2010s, when businesses and states idenƟfied big data as a 
strategic asset and started to act upon it when deciding on business plans and government prioriƟes.
This moment is as much a technological turn as it is an ideological one, when key economic and 
poliƟcal actors are consumed with the belief that technology will inevitably change socieƟes. As they
work to make it happen, and to keep an upper hand on it, they enact somewhat of a techno-
determinisƟc self-fulfilling prophecy.

This moment, this technological turn, played a key role in redefining China's place in globalizaƟon, 
precisely because of the fundamentally transnaƟonal nature of cuƫng-edge digital technology, and 
because of its strategic importance in China's ambiƟon to be a leading technological power. In other 
terms, digital technology finds itself at the crossroads between globalizaƟon and techno-
naƟonalism.

In this chapter I look at this conundrum, mostly by synthesizing and connecƟng recent literature 
from various disciplines: science and technology studies, anthropology, poliƟcal economy, 
internaƟonal relaƟons and more. First, I examine how China emulated a global trend of beƫng on 
big data and used some of its specific assets to achieve the excepƟonally fast and vast development 
of the digital industry. Secondly, I highlight how globalized and interdependent the technology 
sector is, from hardware to soŌware and to labor. This means that the Chinese tech sector is deeply 
enmeshed in the global poliƟcal economy, and a key stakeholder in global issues raised by tech 
development, from sustainability to labor and to ethical concerns. Thirdly, I show how China, the US 
and other countries have grown to see this interdependence as a liability in a context of increasing 
geopoliƟcal tensions, and fourthly, how they took measures to "decouple", or to miƟgate that 
perceived risk. In conclusion, I reflect on what that means for the global issues that China shares in 
common with the rest of the world, and which have not disappeared.



CHINA IN THE ERA OF ALGORITHMS

In his 2018 book AI Superpowers, Lee Kai-Fu, a China-based pioneer of arƟficial intelligence and 
influenƟal opinion leader, predicted that "the invenƟon of deep learning means that we are moving 
from the age of experƟse to the age of data. Training successful deep-learning algorithms requires 
compuƟng power, technical talent, and lots of data. But of those three, it is the volume of data that 
will be the most important going forward." (Lee, 2018: 12) This statement was in line with a 
commonly-held, though disputed, vision that "data is the new oil" (Arthur, 2013) and that it is 
fuelling a new industrial revoluƟon with tremendous social and poliƟcal impact. Lee believes that 
China will emerge as one of the most powerful players out of this.

Lee was not alone in thinking that big data, broadly defined, held the key to economic and 
technological dominance. By the end of the 2000s, tech companies around the world had made data
collecƟon a central part of their business, notably to refine adverƟsement and product 
recommendaƟon, but also to repackage data into tradeable market knowledge. "When something 
online is free, you're the product", says the aphorism. Chinese tech giants made data a key part of 
their growth as well. Jack Ma, at the Ɵme CEO of Alibaba, famously said that Alibaba was not merely 
a retail company, but a data company. 

ApplicaƟons of big data-related technologies now range across vast domains of economic life across 
the whole country. Facial recogniƟon technology enables idenƟficaƟon of customers and securing 
online payments. Algorithms enable paƩern recogniƟon in very large amounts of data, with 
potenƟal implicaƟons in health and medicine, environmental protecƟon, educaƟon, and crowd 
management for instance. AutomaƟon of tasks also means that job markets could be affected 
massively within just a few decades. Of course, big data was also put to use in the fight against the 
Covid-19 pandemic (Pandaily, 2021).

The appeƟte for data entails abysmal paradoxes. In rural areas, for example, arƟficial intelligence is 
being applied by Chinese farms to combat food safety issues, in an aƩempt to control all parameters 
and predict outcomes of any event.  Ever larger amounts of data are requested to make predicƟons 
accurate, but operaƟng at larger scales generates ever more problems to solve (Wang, 2020: 84). 
Even then, public and private support for such technology is only picking up speed.

To support this trend, the Chinese government dedicated billions of RMB to the funding of AI-related
research projects, and research centers (for instance via the China Academy of Sciences), and 
startups. It helps with adapted regulaƟon and infrastructure, for instance by placing AI on 
Catalogues of Industries for Encouraging Foreign Investment (with favorable tariff policies and looser
land use policies), and with the establishment of 8 "AI InnovaƟon Zones" as of 2021 (Baruzzi, 2021).

Algorithmic government

The government gradually idenƟfied compuƟng large amounts of data as a game changer in 
governance work too, and started building the necessary infrastructure, oŌen in partnership with 
private companies. For example, in 2013 the "naƟonal bureau of staƟsƟcs signed an agreement with 
11 internet firms, incorporaƟng the use of big data into government staƟsƟcs" (Liu, 2021: 56). In 
2015 a naƟonal data centre was built in Guizhou province, a relaƟvely underdeveloped region now 
set to become the epicenter of Chinese big data. 

In 2017, the State Council published a NaƟonal Strategy for AI Development (State Council, 2017), 
indicaƟng a clear ambiƟon to lead the world in AI. It notably forecast an output of 1 trillion RMB for 



the "core AI industry." AI is idenƟfied as a key economic engine, but also an important instrument to 
improve government work across all sectors including judicial services, medical care, and public 
security, thus ensuring social stability (Ding, 2018). Now, data and algorithms are at the centre of 
every significant public policy project, from smart ciƟes to educaƟon and to the military (Kania, 
2021).

EmulaƟng a global trend

In some respects, the vision of an algorithmic society promoted by the CCP and big tech corporaƟons
is not parƟcularly different from some of the promises made by techno-opƟmists elsewhere in the 
world, a trend someƟmes criƟcized as "soluƟonism" (Morozov, 2013). In fact, Chinese leaders have 
long been inspired by American futurists and thought leaders like Alvin Toffler and Thomas 
Friedman, who chanted the advent of a fourth industrial revoluƟon through digital networks as early
as the 1980s (Gewirtz, 2019).

However, nowhere has this vision been deployed so fast and so vastly, both in the commercial and in
the state sectors. The underdevelopment of telecommunicaƟon networks unƟl the 1990s enabled 
China to "leapfrog" with the deployment of wireless technology across the territory. This facilitated 
the rapid adopƟon of smartphones and app-based ecosystems even in rural areas. Similarly, 
obstacles in the development of credit and credit card payments unƟl the 2000s opened the way for 
e-commerce giants to fuel the rise in domesƟc consumpƟon with dedicated mobile payment 
services, though oŌen in a grey area of finance regulaƟon. Free of the path dependency that 
characterizes many Western countries, and with enormous public and private investments, China's 
turn to digital technologies in all sectors of society has been spectacularly fast.

This was certainly facilitated by comparaƟvely greater acceptance of such technologies among 
Chinese ciƟzens. The World Values Survey shows that China is a global outlier, with higher posiƟve 
views towards science and technology than most countries. It is also among the countries where 
surveillance is seen with a relaƟvely posiƟve eye (Fu, 2021). However, this seems to depend on 
circumstances and to be changing over Ɵme, as ciƟzens are increasingly aware of privacy issues. For 
instance, in a 2021 survey "over 80% of respondents opposed the use of facial recogniƟon in public 
spending places" (Wang, 2021).

For a long Ɵme, the fast development of digital technologies was also facilitated by a relaƟve lack of 
regulaƟon and tolerant policies. Few checks and balances enabled start-ups as well as tech giants to 
collect large datasets and experiment with algorithms in ways that would not have been permiƩed 
under a European or even American framework. This era seems to be coming to an end, as a wave of
regulaƟon is unfolding, with the Cybersecurity Law in 2017, a draŌ Data Security Law (NaƟonal 
People’s Congress, 2020a) and a draŌ Personal InformaƟon ProtecƟon Law in 2020 (NaƟonal 
People’s Congress, 2020b). In the winter of 2021, a vast campaign against anƟcompeƟƟve pracƟces 
also showed a signal that the industry would be under more scruƟny going forward.

Besides, Chinese corporaƟons were encouraged to develop ethical standards (Roberts et al., 2019)
(ArcesaƟ, 2021). Corporate and public actors are acƟve in studying and translaƟng exisƟng ethical 
standards developed in other countries, like the Asilomar AI Principles and the IEEE's Ethically 
Aligned Design report, for instance (Ding, 2018: 5).

Overall, China's foray into algorithms, and parƟcularly arƟficial intelligence, has been impressive, but
it remains difficult to assess whether China is really securing a dominaƟng role in the field. A 
tentaƟve "CapabiliƟes" assessment conducted at the University of Oxford in 2018 concluded that 
China "trails the US in every driver except access to data" (Ding, 2018: 5). According to Li, Tong and 



Xiao in the Harvard Business Review (2021), the strengths that helped China spring to its current 
posiƟon may also be long-term weaknesses, as future progress in AI will need much investment, 
especially in basic research, while China's strengths are more in applied science. In their view, the 
relaxed regulatory environment can also backfire, as some businesses are very cauƟous about 
stepping into sensiƟve fields like health data or into fields targeted in the trade war. O'Meara 
suggests in Nature that China sƟll lacks "high-impact papers, people and ethics" (O’Meara, 2019).

Such assessments tend to reflect a view of China's technological rise in terms of great power 
compeƟƟon, opposing China and the US in relaƟvely binary terms. This view is shared across the 
board, including in China itself, where development plans do reflect a form of techno-naƟonalism 
that counts on leadership in the field of AI to establish China as a new great power. However, this 
view is in fact complicated by the inherent relaƟonship of these technologies with globalizaƟon.

IN THE AGE OF ALGORITHMS, TECH IS INHERENTLY GLOBALIZED

TransnaƟonal flows

On the one side, the algorithmic turn of the tech industry in China has been a major contribuƟon to 
China's economic growth and self-reliance, helping China rebalance an excessively export-led 
economy. The Great Firewall and other restricƟons to foreign investments in telecommunicaƟons 
largely helped to shield Chinese corporaƟons from foreign compeƟƟon, and to develop a local digital
ecosystem. Further to this, e-commerce and the plaƞorm economy, powered by algorithms, 
enhance domesƟc consumpƟon, parƟcularly in rural, remote areas (Luo, Wang & Zhang, 2019). This 
sector is a powerful engine in China's efforts to catch up with cuƫng edge technologies.

These achievements are not the product of an autarkic Chinese tech sector. On the contrary, China's 
digital technology sector is fundamentally enmeshed in the global economy.

First, supply chains are incredibly globally integrated. China produces 90% of global PCs and mobile 
phones (Woetzel et al., 2019: 63), and Chinese companies like Huawei and ZTE occupy an important 
place as global suppliers of telecommunicaƟon equipment. China needs to import large quanƟƟes of
parts and intellectual property to fuel its technology industry, though this varies depending on the 
type of technology. For instance, over 50% of components of smartphones made in China, and over 
65% of inputs in cloud services, are sourced from mulƟnaƟonal players (Woetzel et al., 2019: 65).

China is also very globalized through transnaƟonal investment and finance. Even as there are 
limitaƟons to foreign direct investment in the Chinese telecommunicaƟons sector, digital services 
sƟll offer important investment opportuniƟes for transnaƟonal finance. Many of the Chinese 
Internet giants are listed in the New York Stock Exchange, someƟmes through workarounds like 
Variable Interest EnƟƟes. In 2014, Alibaba's $25 billion IPO was deemed the largest in history. Even 
when not publicly listed, many of China's leading companies count internaƟonal investors among 
their main shareholders, which also means that those insƟtuƟons have a seat at the board (Jia & 
Ruan, 2020). Reciprocally, Chinese investors are eager to invest in companies in the US and in 
Europe, notably to access customer bases, markeƟng data or proprietary technologies. In 2017 
before the trade wars, one could write "China’s tech giants are pouring billions into US start-ups"
(Fannin, 2017).

Indeed, intellectual property and innovaƟon are essenƟal to feed China's ambiƟons to lead in AI and 
digital technology. This requires high-skilled engineers and scienƟsts, human resources best 
nurtured through internaƟonal academic and business exchanges. For instance, many of the CEOs of 
China's unicorns hold a foreign advanced degree. Lee Kai-Fu himself is a notable example. Born in 



Taiwan and trained in the US, he was an execuƟve at MicrosoŌ and Google before he became a 
prophet of China's dominaƟon in AI. 

To accelerate this transfer of knowledge, and to limit potenƟal brain drain, the Chinese government 
set up the Thousand Talents Plan, designed to enable Chinese-born scienƟsts established abroad to 
seƩle in China, with generous funding and infrastructure at their disposal, as well as a Foreign 
Talents Plan for non-Chinese scienƟsts (Zweig & Kang, 2020). 

Meanwhile, many global companies outsource research and engineering jobs to China for cost-
saving purposes and to get closer to the Chinese market. Zoom, for instance, is headquartered in the
US but has product development teams in China (Kim, 2019). Most of the outsourcing happens at 
the lower end of the talent scale, though, as AI generates a boom in the data labelling business. 
Indeed, AI requires vast amounts of low-skilled labor to clean datasets and label informaƟon so that 
algorithms can "recognize" items in an image or calculate proper correlaƟons. To fulfil this need, 
several "data  annotaƟons  villages" emerged in rural areas (CAICT, 2020: 29). They oŌen work for 
overseas customers, through crowdsourcing plaƞorms like Amazon's Mechanical Turk, or perform 
tasks for AI firms in projects as diverse as autonomous driving and online ancestry services (Cadell, 
2019).

Global issues

This embeddedness of the Chinese digital sector into global flows of goods, ideas and people means 
that China is a key stakeholder in some of the most pressing global issues today, which criƟcal 
studies of technology have already highlighted, like labor condiƟons or sustainability.  

The quesƟon of labor is oŌen seen through the angle of automaƟon replacing millions of workers. 
However, in the short term, a more pressing global issue revolves around working condiƟons of the 
millions of workers engaged in oŌen invisible "digital labor." Chinese IT workers organized protest 
movements about the "996-ICU" work culture in the sector, denouncing a 9am-to-9pm workday, 6 
days a week, leading some to the Intensive Care Unit. Such resistance of workers echoes other 
countries like the US, where tech workers protested in recent years against unfair treatment on the 
workplace or unethical projects (He & Shen, 2021: 11). 

To conceptualize the global quesƟon of worker exploitaƟon by transnaƟonal capitalist enƟƟes, 
Antonio Casilli talks about "coloniality" (Casilli, 2017). In Goodbye iSlave, Jack Qiu chooses even 
stronger terms, drawing our aƩenƟon to the global alliance of Apple, the Taiwanese Foxconn and 
local Chinese governments to produce the very devices that keep us addicted to digital contents, on 
the back of millions of laborers whose working condiƟons are oŌen edging closer to forced labor and
displacement (Qiu, 2016). At a broader level, the extent of China's surveillance regime and the 
parƟcipaƟon of tech companies inspires criƟcal comparisons with "surveillance capitalism", a 
concept forged in the US (Zuboff, 2019). Indeed, Chinese tech is also subject to a movement of 
transnaƟonal financializaƟon that has a taste for measuring humans' future preferences, based on 
today's behavioral data (Barclay, 2019). Even though each of these proposed conceptualizaƟons 
lends itself to debate, this is a conversaƟon worth having at a global level, considering that all actors 
are transnaƟonal in nature.

There is also, of course, the contribuƟon of digital technology to global environmental issues. China 
has long been a major provider of Bitcoin mining, that consumes enormous amounts of electrical 
power, due to compeƟƟve energy pricing in certain provinces; and the country used to be a major 
importer of electronic waste. Even as such loopholes have been closed in recent years, this only 
prompted Chinese actors to expand operaƟons overseas (Schulz, 2020).



Such important global issues would certainly warrant more acƟve cooperaƟon at the global level. In 
recent years, though, tech was much more oŌen discussed under the lens of geopoliƟcal 
compeƟƟon. 

GLOBALIZED TECH CREATE FRICTION IN A CONTEXT OF GEOPOLITICAL TENSIONS

Mutual dependency as vulnerability

In a context of increased geopoliƟcal tensions, the mutual dependence between China and its 
foreign trade partners in the tech sector is increasingly seen by all actors as a dangerous liability. 
Many factors contributed to this, like the reinforcement of a tech-enabled authoritarianism in China,
and the rise of populist poliƟcs in the US under the Trump presidency, both of which eroded mutual 
trust and enhanced a sense of compeƟƟon for global dominaƟon. The centrality of digital technology
in today's economic, poliƟcal and social change all but enhanced the subject's sensiƟvity. Concerns 
range from strategic dependency over key industry assets, to potenƟal spying and public opinion 
manipulaƟon, and to ethical dilemmas faced by industry actors.

One issue is the dependency of the tech industry over assets mainly dominated by one country. 
Semiconductors have become a major point of concern for the Chinese government, as these are 
essenƟal to the development of the tech industry, and parƟcularly for the next generaƟon of 
arƟficial intelligence and for 5G technology. There are chokepoints in the value chain, including 
technologies, equipment, and intellectual property, whereby Taiwanese, South Korean, US and 
European companies are in posiƟons of oligopoly (Duchâtel 2021). China has been prioriƟzing 
investment in semiconductors in every policy document, but the most advanced technology requires
so much investment and research that the task is daunƟng. 

However, China also has a number of hard-to-replace assets, including its large-scale manufacturing 
capacity and know-how, which once got Tim Cook, Apple's CEO, to highlight that the tech sector 
does not choose China just for low wages anymore (“Apple’s Tim Cook Tells Why Use China 
Manufacturing CapabiliƟes”, 2018). China's soil also produces about 80% of the world's rare earths, 
which are essenƟal inputs into the manufacturing of electronic devices (Seaman, 2019).

Cross-border data flows

Moreover, access to sensiƟve data is also an important source of fricƟon. RevelaƟons by Edward 
Snowden in 2013 that the NSA had been massively spying on global telecommunicaƟon networks 
served to reinforce Chinese thought leaders' percepƟon that cybersovereignty was of paramount 
importance (Arsène, 2016). 

Meanwhile, Chinese digital corporaƟons' inƟmate, though complex relaƟonship with the Chinese 
Communist Party makes foreign governments wary of poliƟcal risks. Since 2017, under the Chinese 
NaƟonal Intelligence Law, businesses must comply with assistance requests from intelligence 
agencies (Dorfman, 2020). This forces foreign companies operaƟng in China to make difficult choices 
about customer data security. It also encourages observers to believe that Chinese tech companies 
contribute data-processing capabiliƟes to the Chinese party-state, to help it make sense of data 
obtained through murky channels, such as the 2015 hacking of the US Office of Personnel 
Management. 

Even more importantly, there is growing concern about Chinese companies expanding in overseas 
markets. The asymmetry between the openness and loose regulaƟon in Western markets, and 
protecƟonist policies on the Chinese market provide Chinese companies with opportuniƟes to access
sensiƟve data in client countries (Kokas, 2018). For example, there have been controversies about 



potenƟal uses of Huawei's networking devices to collect data. The 2020 TikTok standoff revolved 
mostly around two concerns: that Tiktok could provide personal data from its wide user base in the 
US to its owner, the Chinese corporaƟon Bytedance; and that it could influence American public 
opinion by censoring posts or by tweaking its recommendaƟon algorithm at key moments such as 
elecƟons (Ryan, Fritz & Impiombato, 2020). 

There is indeed a form of extraterritoriality of Chinese censorship through users of Chinese social 
media plaƞorms. SomeƟmes this works in unexpected ways. The CiƟzen Lab in Toronto showed, in 
two separate reports, that Wechat users registered in China conƟnue to undergo censorship even 
aŌer they transfer their accounts to Canada; and, even more intriguingly, that conversaƟons 
between two overseas users of Wechat are subject to surveillance, and that files are used to train 
automaƟc censorship systems desƟned for Chinese users (Ng et al., 2016; Knockel et al., 2020).

As Liu Lizhi explains (Liu, 2021: 56), the very nature of data means that it is impossible for 
mulƟnaƟonal corporaƟons to completely alleviate these worries, because naƟonal regulaƟon may 
force them to share personal data with their home government, and because datasets could stay for 
many years, meaning it is impossible to commit credibly not to repurpose it in ways that might 
encroach on civil liberƟes.

In fact, Chinese tech companies' appeƟte for foreign markets and investments is also of concern to 
the Chinese authoriƟes. As cross-border data flows have now become a key focus of sovereignty 
concerns, informaƟon sharing obligaƟons of lisƟng abroad raise red flags for Chinese authoriƟes. 
Didi, the monopolisƟc ride-hailing company, experienced it with the suspension of new downloads 
just 2 days aŌer an IPO in New York (Yuan, 2021). More companies are likely to follow at the Ɵme of 
wriƟng.

Ethical dilemmas

In the most sensiƟve areas, cross-border data flows generate acute ethical problems. The 
asymmetry of ethical norms and regulaƟon between countries make cross-border arrangements in 
data management problemaƟc. For example, applicaƟons of arƟficial intelligence in genomics could 
range from enhancing medical research to empowering ethnic discriminaƟon and to advancing 
military objecƟves, with ethical red lines very difficult to draw. Advanced research in this field oŌen 
involves cross-border exchange of experƟse and datasets, for example with US researchers going to 
China to explore quesƟons that they could not at home.

Issues with consent in data collecƟon in China have led US scienƟfic journals to revise their ethical 
guidelines, with some scienƟsts calling for a stricter screening of arƟcles from China. This is because 
ethical rules are impossible to enforce with certainty, and because of frequent involvement of police
or military insƟtuƟons in such research (Wee & Mozur, 2019).

In 2020, the geneƟcs company BGI was put on a sancƟons list by the US government for its role in 
"abusive DNA collecƟon and analysis schemes to repress its ciƟzens", referring mostly to DNA 
collecƟon among the repressed Uyghur populaƟon. BGI's collaboraƟon with the Chinese military also
raises concerns. Besides, a 2021 Reuters report showed that the company repurposes geneƟc data 
from prenatal tests, including from overseas customers, and processes it using arƟficial intelligence 
methods to advance genomics research (Baldwin, 2021). This is also a sensiƟve topic for the Chinese 
authoriƟes. In recent years, China started forbidding foreign researchers from working with Chinese 
genomic data. 



Similar problems have arisen around other applicaƟons of arƟficial intelligence, such as facial 
recogniƟon (Noorden, 2020), emoƟon recogniƟon (which scienƟfic basis are oŌen weak) (ArƟcle 19, 
2021), and public opinion measurement (Wu, 2020), all of which can have ethically problemaƟc 
applicaƟons, such as abusive surveillance and discriminaƟon.

DECOUPLING AND ITS LIMITS

Decoupling: Chinese and US measures

As a result of this increased focus on algorithms and data as strategic assets and as potenƟal sources 
of vulnerability and conflict, states around the world have been encouraged to regulate the tech 
sector more conservaƟvely, with state sovereignty and global compeƟƟon in mind. 

China has long had a very cauƟous approach to cross-border digital services, with the Great Firewall, 
policies supporƟng indigenous innovaƟon, and limitaƟons to foreign investments in the 
telecommunicaƟons sector. In the 2010s the country ramped up control even more, based on a 
consolidated doctrine on cybersovereignty. Beyond normaƟve principles outlining states' sovereign 
rights in controlling contents, the Chinese regulator gradually focused more on securing the pracƟcal
means of ensuring sovereignty, through "territorializaƟon, indigenizaƟon, and investment"
(Creemers, 2020: 8). This meant gradually reducing China's reliance on foreign technology and 
equipment, for instance by mandaƟng administraƟons to source items from Chinese suppliers, or by 
subsidizing the industry, via such plans as Made in China 2025 and Internet Plus. As stated in policy 
documents, the overall intent is to make sure that networks are "autonomous and controllable"
(Huotari et al., 2021).

A major milestone in this effort was the Cybersecurity Law, passed in 2017. It included mandatory 
security reviews and data localizaƟon requirements for "criƟcal informaƟon infrastructures," a 
vaguely defined and broad category. Following this, the Cyberspace AdministraƟon of China 
published an avalanche of applicaƟon measures, notably Guidelines for Data Cross-Border Transfer 
Security Assessment (2017), DraŌ Measures on Security Assessment of the Cross-border Transfer of 
Personal InformaƟon, and DraŌ Measures for Data Security Management (both in 2019) (Liu, 2021: 
52), among others. In April 2020, Measures for Cybersecurity Review were published, with a focus 
on supply chain security (Ross & Zhou, 2020). 

In December 2020, the NaƟonal Development and Reform Commission and the Ministry of 
Commerce jointly issued Measures for Security Review of Foreign Investment, with key informaƟon 
technologies as a clearly idenƟfied area of focus. Finally, in 2021, the NaƟonal People's Congress 
promulgated the Data Security Law, to be implemented on September 1st, while a Personal Data 
ProtecƟon Law is in preparaƟon.

Enforcement is also becoming more stringent, with recent high-standing cases, like severe sancƟons 
on e-commerce giant Alibaba for anƟcompeƟƟve pracƟces, and placement of the ride-sharing 
company Didi under naƟonal security review. In both cases, invesƟgaƟons happened just before or 
just aŌer a planned IPO in New York. As the companies list abroad, concerns arise about potenƟal 
informaƟon sharing with foreign regulatory authoriƟes and potenƟal buyers. Business informaƟon, 
such as operaƟon procedures or data collecƟon pracƟces, may be conceived by the Chinese state as 
important to naƟonal security. There is also concern about potenƟal influence over strategic 
business decisions in a direcƟon incompaƟble with Beijing's policy prioriƟes.

Meanwhile, the United States also ramped up measures to reduce potenƟal vulnerabiliƟes in light of
the US-China compeƟƟon in technology, a trend that accelerated under the Trump administraƟon 



and in the context of the trade wars between China and the United States (see a list of measures in 
Rhodium Group 2021). 

This included restricƟons on foreign investment and trade in the United States. The powers of the 
CommiƩee on Foreign Investment in the United States, which reviews business deals for naƟonal 
security concerns, were gradually strengthened. In 2018 Huawei, ZTE and other Chinese companies 
were excluded from public procurement of telecommunicaƟon services. Furthermore, the 2018 
Export Control Reform Act listed arƟficial intelligence and data analyƟcs among 14 broad “emerging 
technology” sectors under consideraƟon for further export controls. 

Separately, several companies were individually targeted with various forms of sancƟons and 
exclusion from the American market, under a mix of trade, security, and human rights 
consideraƟons. Between 2018 and 2020, the Bureau of Industry and Security under the US 
Department of Commerce added dozens of Chinese organizaƟons on an EnƟƟes List which restricts 
export of US technology, including Huawei and chip manufacturer SMIC. In 2020, execuƟve orders 
banned transacƟons with TikTok and Wechat on naƟonal security grounds, although this ban was 
contested in courts. The list goes on.

RestricƟons also concerned human resources. In June 2020, the United States put several Chinese 
universiƟes on the restricted enƟƟes list, like the Harbin InsƟtute of Technology, thus prevenƟng 
scienƟfic partnerships. The US also revoked the visas of over 1000 Chinese students, who were 
considered at risk of transferring sensiƟve technologies to China.

Overall, the measures taken on both sides usually referred to as "decoupling", bear high costs, 
notably in terms of disrupƟon of technology supply chains, potenƟal loss of future interoperability, 
and reduced cooperaƟon between scienƟsts and experts, as The US Chamber of Commerce warned 
in a report (Rhodium Group, 2021). Some rules enacted on both sides are incompaƟble, which could 
force transnaƟonal companies to withdraw from either market. For instance, the Clarifying Lawful 
Overseas Use of Data (CLOUD) Act, enacted in 2018 in the US, authorizes law enforcement agencies 
to compel US-based tech firms to hand over data, while the Cybersecurity Law in China mandates 
data localizaƟon, a conundrum for US service providers with customers in China (Liu, 2021). Overall, 
this decoupling movement, with trade wars as a background, represents great uncertainty for 
market actors, who have started lobbying against it (Rhodium Group & Covington, 2016). 

Standards as a baƩlefield compaƟble with globalizaƟon?

Considering the high costs of a full-blown movement of deglobalizaƟon for all actors, and its 
detrimental role for tech development itself, risk-miƟgaƟng strategies are moving onto the 
internaƟonal stage, with global negoƟaƟons over technical standards, in such insƟtuƟons as the 
InternaƟonal OrganizaƟon for StandardizaƟon, the Internet Engineering Task Force and many others.
Standards can ensure interoperability of devices across markets, compaƟble security protocols, or 
recogniƟon of personal data privacy, for instance. Pushing one standard over another can favor 
certain companies or states, depending on their access to proprietary technologies, on their specific 
objecƟves, and on their past choices of infrastructures. Therefore, standards emerged over the years
as a key geopoliƟcal baƩlefield (Seaman, 2020). 

Historically, the world inherits American and European dominaƟon over global standards. In the 
early 2000s, aƩempts to mandate domesƟc standards on the Chinese territory were oŌen 
unsuccessful, precisely because of the globalized character of high technology. There were 
conflicƟng interests between coaliƟons of industrial and policy actors eager to secure the domesƟc 
market on the one side, and corporaƟons catering for global markets. The laƩer were not so 



favourable to having to duplicate manufacturing arrangements for separate markets on the other 
side (Qiu, 2010; Ahmed & Weber, 2018).

A concerted effort by Chinese public and private actors to increase parƟcipaƟon in global 
standardizaƟon organizaƟons was much more successful, with Chinese engineers contribuƟng an 
increasing proporƟon of technical work in key organizaƟons (Arsène, 2015, 2021; Nanni, 2021). This 
makes rights defence organizaƟons worried for future choices in terms of human rights. According to
ArƟcle 19, "internaƟonally, a head start on technical standards-seƫng could enable Chinese tech 
companies to develop interoperable systems and pool data, grow more globally compeƟƟve, lead 
internaƟonal governance on AI safety and ethics, and obtain the 'right to speak' that Chinese 
representaƟves felt they lacked when technical standards for the Internet use were set." (ArƟcle 19, 
2021: 14)

The Chinese leadership is also beƫng on trade partnerships to secure the expansion of tech 
markets, on China's terms. The Belt and Road iniƟaƟve, including a digital Silk Road project, is part of
this drive (see Creemers in this volume). Private iniƟaƟves complement this effort, like the eWTP 
project promoted by Alibaba and focused on developing countries. Branded as a "world trade 
organizaƟon for e-commerce", it is a logisƟcs plaƞorm designed to help economic actors navigate 
trade barriers, regulaƟon and financing hurdles (Harris, 2017).

The US and the European Union are also working to make a globalized tech landscape more 
compaƟble with their interests, with a view to keeping China's interests in check. That is the goal of 
the Clean Network project launched by the US. In the context of a disputed 5G rollout, the US rallied 
over 60 naƟons and 200 telecom companies around common principles. The European Union, 
meanwhile, is searching for a "third way", with regulatory steps like the General Data ProtecƟon 
regulaƟon, and infrastructure projects like Gaia-X as a soluƟon for "sovereign" cloud compuƟng.

CONCLUSION

In the era of algorithms, big data and the algorithms used to process it have become essenƟal 
instruments of China's economic development, facilitated by favorable policies, liƩle path-
dependency and a relaƟvely welcoming user base. Despite the role of techno-naƟonalist policies and
discourses in this trend, Chinese digital technologies are fundamentally enmeshed with globalized 
supply chains, circulaƟon of intellectual property, and flows of human resources. It shares with the 
world some of the most pressing issues about economic growth, labor and ethics that large-scale 
data processing is raising. 

However, in a context of rising geopoliƟcal tensions, and under the influence of impulsive poliƟcal 
styles, these interconnecƟons have been increasingly seen as sources of vulnerabiliƟes or, 
reciprocally, levers of pressure, by China, the US, and other global actors like the European Union. To
miƟgate such risks, a wave of "decoupling" measures was adopted in recent years, especially as 
heightened poliƟcal tensions meant that poliƟcal and economic costs weighted differently in the 
balance. This came at a great cost to the sector but with arguably limited effect in reducing global 
risks. 

As more and more actors are coming to terms with the fact that global interconnecƟons cannot 
(and, to some, it should not) completely be undone, the geopoliƟcal compeƟƟon is moving onto the 
global stage, in internaƟonal organizaƟons like the InternaƟonal OrganizaƟon for StandardizaƟon, 
and in technical fora like the Internet Engineering Task Force. In fact, if anything, China doubled 
down on globalizaƟon during the last decade, through projects like the Belt and Road IniƟaƟve, 
which may enable the country to get global connecƟveness on their own terms.



This means that although there is resistance to deglobalizaƟon, and criƟques of protecƟonism and 
techno-naƟonalism abound, debates are overwhelmed by noƟons of geopoliƟcal compeƟƟon and 
rather binary worldviews. As He and Shen argue, "with its singular concern for uƟlitarian gains, [the 
great power compeƟƟon narraƟve] risks equaƟng technological advances and economic growth with
societal well-being." It also "tends to underplay the transnaƟonal interests and struggles of social 
groups and classes impacted by innovaƟon development and diffusion" (He and Shen 2021, 6-7), 
while leaderships lose sight of actual, broader well-being objecƟves. 

Indeed, this compeƟƟon tends to strengthen, rather than alleviate, long-term global sustainability 
issues. As countries focus on developing local digital champions, data hoarding is more likely to 
happen at the expense of privacy protecƟon; intensive, low-cost labor is more likely to be exploited; 
natural resources are extracted in greater quanƟƟes; and global debates to address these issues are 
deprioriƟzed. An important thing to watch will be whether future debates in standards seƫng are 
dominated by naƟonal interests or by a more global, long-term view of the public interest.
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