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NONLOCAL HAMILTON-JACOBI EQUATIONS ON A
NETWORK WITH KIRCHHOFF TYPE CONDITIONS

GUY BARLES, OLIVIER LEY, AND ERWIN TOPP

ABSTRACT. In this article, we consider nonlocal Hamilton-Jacobi Equa-
tions on networks with Kirchhoff type conditions for the interior vertices
and Dirichlet boundary conditions for the boundary ones: our aim is to
provide general existence and comparison results in the case when the
integro-differential operators are of order strictly less than 1. The main
originality of these results is to allow these nonlocal terms to have con-
tributions on several different edges of the network. The existence of
Lipschitz continuous solutions is proved in two ways: either by using
the vanishing viscosity method or by the usual Perron’s method. The
comparison proof relies on arguments introduced by Lions and Sougani-
dis. We also introduce a notion of flux-limited solution, nonlocal analog
to the one introduced by Imbert and Monneau, and prove that the so-
lutions of the Kirchhoff problem are flux-limited solutions for a suitable
flux-limiter. After treating in details the case when we only have one
interior vertex, we extend our approach to treat general networks.

1. INTRODUCTION.

1.1. General description of the problem. In this article, we are inter-
ested in nonlocal Hamilton-Jacobi Equations (NLHJE) posed on a general
network I' with Kirchhoff type conditions for the interior vertices and Dirich-
let (or other) boundary conditions for the boundary ones. Our aim is to
provide a complete approach in the case when the nonlocal term is of order
strictly less that 1 but may involve integral terms on several edges, and not
only the current one. This means existence and uniqueness results but also a
connection with the notion of flux-limited solutions of Imbert and Monneau
[27].

A general network I' in R? is made of a finite number of vertices ¥ €
V connected with a finite number of edges £ € E. Each edge has the
differential structure of a curve and, by using a suitable parametrization, we
can define an Hamilton-Jacobi Equation on it. In general, these equations
are edge-by-edge unrelated, but after adding Kirchhoff-type conditions on
some interior vertices Vv € V; (those which are connected to several edges),
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and suitable boundary conditions on the remaining boundary vertices v €
V3, with V.=V, UV, V; NV, =10, we are lead to a system of equations
on the whole network which may be well-posed.

We first describe the type of problem we have in mind at a formal level.
We consider the stationary Kirchhoff-Dirichlet problem

M —Zu(x) + H(x,u,) =0, ze€T\V (NLHJE),

(1.1) Z —0gu(v) = By, vev; (Kirchhoff condition),
E€lnc(v)
u(v) = hg, vev, (Dirichlet condition).

Here A > 0 is a constant, the nonlocal operator Z and the Hamiltonian
H are, in fact, some collections {Zg}gcr, {Hgp}per such that, on the one
hand,

(1.2) Tru(x) = /F[u(z) —u(z)|vg(z, 2)dz, reE,

is an integro-differential operator whose kernel v satisfies a Lévy-type in-
tegrability condition, namely

(1.3) /min{dist(m,z)"E, 1}vgp(z,z)dz < 400 for some 0 < o < 1,
r

where we have identified dz with dH!(z), the 1-dimensional Hausdorff mea-
sure in RY.

For a general network, we have no intrinsic definition of u, and therefore
no intrinsic definition of Hg. This requires a parametrization of each edge,
a definition of u, and then of Hg for any E. We do not want to enter into
details here and we refer the reader to Section [ for a complete description
of this general case.

In this introduction, and in most of our article, we are going to consider
the case of a simple junction, i.e., the case when there is only one inte-
rior point and the different edges are segments. More specifically, V; =
{0}, where O is the origin in R? connected to a finite number of fi-
nite length edges {E;}1<i<n that link it to a finite set of exterior vertices
Vi, = {¥Vi}i<i<n. In this setting, we write

and, for x € F;, we set x; := |z|, which is the parametrization by arc length
of the (open) segment F;. Finally we define u; : [0, a;] — R, where a; = |¥;],
by

ui(x;) = u(z) ifx € E;,

and we use the notation wug,(z) = ul(z;), again if + € E;. With these
notations, we can define in a proper way the Hamiltonians H; : E; x R - R



and our problem can be written as

Mu(x) — Ziu(z) + Hi(z,uy,) =0, z€ E;; 1<i<N,
(1.4) > ~u(0)= B,

1<i<N

u(ai):hi, 1§i§N,

where, for the sake of notations, we replace the dependence with respect to
the edge E; by the simpler subscript i.

We refer the reader to Sections 2 Bl and [7] for precise definitions and, in
particular for the notion of viscosity solutions: this notion of solutions is
the one which is used by Lions and Souganidis [31], [32] and which is called
“junction viscosity solutions” in the book of Barles and Chasseigne [11].

We stress on the fact that even in this simplest version of a single inte-
rior vertex, the main difficulties of the problem are still there and for this
reason we make an exhaustive study of this case. We also mention that it
is possible to implement other boundary conditions on the vertices V} such
as Neumann, or state-constraint conditions, as well as exterior conditions
which are natural in nonlocal problems, see Section [6l for more details.

1.2. Previous results. We prove the well-posedness of this simplified prob-
lem (L4 by using this notion of (junction) viscosity solutions. Though there
is an intense research activity on viscosity solutions for local Hamilton-Jacobi
Equations (HJ-Equations for short) on networks and, more generally, on
stratified structures, few is known about nonlocal equations and this paper
intends to be one of the first studying nonlocal equations in this framework.

Thus, before describing more precisely our results, we briefly review the
literature for local equations.

Despite we use a pure PDE approach, (1)) is intimately linked with op-
timal control problems when the Hamiltonians Hg are convex (or concave).
In the case of networks, the analysis of deterministic optimal control prob-
lems posed on a simple junction and its relation with time-dependent HJ-
Equations can be found in the seminal works Achdou et al. [I] (see also [4])
and Imbert et al. [28]. Then, Imbert and Monneau in [27] introduced the
notion of flux-limited solutions, a particular notion at the junction point
whose properties makes it compatible with the optimal control perspective,
and allows to weaken some of the standing assumptions on the problem. In
parallel, Lions and Souganidis [31] 32] (see also Morfe [33]) provide well-
posedness for HJ-Equations with Kirchhoff-type condition on the junction
(as in (1)), providing well-posedness for the problem and investigated its
relation with flux-limited solutions (See also [7] for more on the relation
among these two types of solutions). In the case of more general networks,
we can mention the papers of Camilli and Schieborn [35] and Siconolfi [36]
where some of their ideas are used in the treatment of general networks in
Section [7l



As far as elliptic or parabolic nondegenerate equations on networks are
concerned, existence and uniqueness of classical solutions can be found in
the work of Von Below [39] for linear parabolic equations, while weak and
classical solutions for nonlinear equations are studied in [20] [19] 2 [3, [34].
The case of degenerate equations is more delicate and is considered in [29] [32]
using the notion of viscosity solutions.

For the readers who may be interested in stratified media, a pioneering
work in this direction is Bressan and Hong [17]: they show that the value
function of a certain optimal control problem is the viscosity solution of an
associated HJ-Equation posed on the Euclidean space, but whose Hamil-
tonian encodes the main features of the stratification. The book of Barles
and Chasseigne [II] provides a more general version of their results and,
even if they do not really consider problems set on networks, their study
of HJ-Equations with a co-dimension one discontinuity contains basic ideas
to compare “junction viscosity solutions” and “flux-limited solutions”; we
borrow several of their technical arguments in this article.

Let us mention that the analysis of equations on junctions has gone be-
yond existence and uniqueness, and it have also been addressed in more
involved settings such as Mean Field Systems on networks [19] 2] 3], and
homogenization on networks [23].

1.3. Main results. In Section B we prove a (strong) comparison result for
problem (I4]), from which classical Perron’s method leads us to the well-
posedness of a viscosity solution u € C(T") to the problem.

However, we have decided to present a constructive approach that gives us
a better understanding of the problem. This is one of the aim of Section [l
The idea is to exploit the well-known vanishing viscosity method. We replace
the PDE in the edges E; in (I.4]) with the approximating equation

(1.5) A€ —eugy . — Tiu® + Hi(w,ug,) =0 in B,

for e € (0,1), where ug, . := (uf)”(x;) for 1 <i < N.

As a first step, we construct a viscosity solution u¢ € CV1(E;) N C?(E;)
following an idea of Ohavi [34]. It consists in solving the system with a
Dirichlet boundary condition at the junction O instead of the Kirchhoff
condition. By a continuous dependence result and the Intermediate Value
Theorem, we prove we can choose the value of the Dirichlet condition at the
junction in order to recover the Kirchhoff condition.

We remark that our approximate solution u€ satisfies the Kirchhoff condi-
tion in the classical sense (the derivative at the end of each edge exists). The
Kirchhoff junction condition together with the leading effect of the Hamil-
tonian allows us to prove uniform Lipschitz estimates on a neighborhood of
O for the family {u¢}.. By stability, a junction viscosity solution to (.4
is obtained in the passage to the limit ¢ — 0, and this solution is Lipschitz
continuous at the junction point. That is the content of our existence result
Theorem [£.41
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Another advantage to use this approach, instead of the direct application
of Perron’s method, is that we obtain, as a by-product, a general well-
posedness result for nonlinear viscous nonlocal Hamilton-Jacobi Equations
with Kirchhoff conditions on general networks (see Theorem [(.5]). Here, the
Intermediate Value Theorem is replaced by its higher dimensional version
encoded by Poincaré-Miranda Theorem, see Section [{l This is a new result,
extending in the framework of nonlocal equations some previous works on
local equations [20] 19 [32] 29, [2].

The next step is the uniqueness of the solution, which is presented in
Theorem 51l The proof of this result is a direct adaptation of the argu-
ments presented in Lions and Souganidis [32]. As it is usual in problems on
networks, all the difficulties are related to the vertices. Here, the Lipschitz
continuity of the (sub)solution allows us to avoid the usual doubling variables
procedure in the comparison proof, which is the main difficulty here since
the problem is naturally discontinuous at O. In general, H;(O,p) # H;(O, p)
and Z;u(0) # Z;u(O) for i # j.

Let us point out that the evaluation of the nonlocal operator at the junc-
tion is a key point in our work. It requires the assumption (L3]) for op < 1.
The case o > 1 is more delicate, starting with the evaluation of higher-order
nonlocal operators at the junction point, and its viscosity formulation. One
particular case that is considered here is when the nonlocality is censored
to the edge, meaning that the integration in (I.2]) occurs only on E;. Even
in this simpler scenario, the evaluation of Z;u(O) necessarily requires that
ug, (0O) = 0, see Guan and Ma [25] Theorem 5.3], which is not always com-
patible with prescribed Kirchhoff conditions at O. The nonlocal operators
studied in [25] have a probabilistic interpretation and may arise in possi-
ble applications of stochastic optimal control problems on networks. This
kind of difficulty also appear in the context of (local) second-order problems.
In most of the cases the authors require the ellipticity degenerates on the
junction, see [29] [32].

We address the connections with the notion of flux limited solutions in
Section B, proving its equivalence with Kirchhoff-type solutions, once an
appropriate notion of flux limiter is defined. In this task, Lipschitz regularity
of subsolutions and a relaxed evaluation of the nonlocal operator in the
extended real line R U {—o0, +00} plays a key role to isolate the role of the
critical slopes in the flux limiter, making the problem closer to the pure
first-order case. That is the reason the ideas presented here hardly can be
used on equations with higher-order nonlocal operators.

The paper is organized as follows. In Section [2] we provide the details
of the definition of the junction and the PDE we consider, as well as the
standing assumptions. In Section Bl we introduce the notion of solution
and basic properties. In Section M we prove the existence of a viscosity
solution to the Kirchhoff problem, and provide some regularity estimates.
In Section [l we prove a strong comparison result. We list some possible
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extensions concerning the boundary conditions in Section [6l Section [1 is
devoted to the case of general networks where we extend all the above results
to this more complicated setting; the aim task is to introduce a suitable
parametrization of each curve to be able to properly define u, and then Hg.
In Section B we introduce the notion of flux limited solution and prove its
equivalence with the Kirchhoff-type solutions in the context of junctions. In
Appendix [A] we present the proofs of some auxiliar results that we use in
the body of the paper.

Acknowledgement. During the preparation of this work, several research
visits have been realized, respectively to USACH and IRMAR. In each case
the concerned author wishes to acknowledge their hosts for their hospitality
and supports. O.L. is partially supported by the ANR (Agence Nationale de
la Recherche) through the COSS project ANR-22-CE40-0010 and the Cen-
tre Henri Lebesgue ANR-11-LABX-0020-01. E.T. was supported by CNPq
Grant 306022/2023-0, CNPq Grant 408169/2023-0, and FAPERJ APQ1
210.573/2024.

2. EQUATION ON A JUNCTION WITH KIRCHHOFF CONDITION AND
DIRICHLET BOUNDARY CONDITION.

2.1. Junction. We quickly recall what we already explain in the intro-
duction: we consider the case of a star-shaped network I' embedded in
R%, d > 2, where O = (0,...,0) € R? is the (unique) junction point —in
other words, V; = {O}— and we have a family of N “boundary vertices”
Vi = {¥1,...,Vn}, hence of N (open) edges {E;}1<i<n given by

E;, = {t\_/'i,t S (0, 1)}

Of course, we assume that, for any 7,5, ¥; # O and ¥;, ¥; are not collinear;
as a consequence the E; are non-empty and, if i # j, E; N E; = 0. With
these notations, we have

N
=1

where E; denotes the closure of the set E; in R
We now fix a natural parametrization of I' by arc length, namely we set

r; = |z| on Ej, a; = |¥] and J; = (0,a;), where | - | denotes the usual
Euclidean norm in R%. We denote by v; : J; = [0,a;] — Ej; the canonical
bijection ~;(z;) = x if x € E; and |z| = z;. In particular, for each x €

I'\ {O}, there exists a unique ¢ such that = € E;, and in this case we write
z; = 7; *(z) € J;. Throughout the article we will often make the abuse
of notation by identifying x € F; and x; € J;. We also mention that the
parametrization we choose is coherent with the one we will choose in the
case of general networks (see Section [7 for details).
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We are going to consider the geodesic distance p on I'. Given x,y € I,

we define
_ ’x_y’ ifxayeEiy
ple.y) = { lz| + |yl ifxe B, ye E; withi # .

Taking into account the way we parametrize the edges, we have p(z,y) =
|zi — y;| if i = j, and p(x,y) = 2; +y; if i # j. Thus, by abuse of notation,
by writing p(z;,y;) we mean p(~;(x;),v;j(y;)) for z; € J; and y; € J;. Notice
that the geodesic distance p and the distance induced on I' by the Eulidean
norm are equivalent.

2.2. Function spaces. For a function u : I' =& R, we define u; = uo~; :
J; — R, from which we have u(z) = u;(z;) for € E;. The function wu;
depends on the parametrization we chose but not its regularity.

We denote by USC(T') (respectively LSC(T")) the subset of functions w :
I' — R which are upper-semicontinuous (respectively lower-semicontinuous)
on I', that is, for all ¢, u; € USC([0,a;]) (respectively uw; € LSC([0,a;])).
The subset C(I') = USC(I") N LSC(T') is the set of continuous functions
on I'. It coincides with the usual notion of continuity on I' induced by
the geodesic distance. For further purpose, we also introduce the subset
SC(T)=USC(T)u LSC(I).

For u : I' — R, we say that u is differentiable at x € Ej if u; is differentiable
at x;, and in that case we denote

U2 (7) = ua, (2) = ui(zi).

For m € N, the space of m-times continuously differentiable functions on
I" is defined by

C"(T):={ueC(T):u € C™(]0,a;]) for all i} .

Notice that u € C™ (I') is assumed to be continuous on I, all the u; are
C™-continuously differentiable inside the edges and all their derivatives of
order less than m can be extended by continuity to [0,a;]. More precisely,
when u € C* (T'), we define

. . u(r) —u(0)
2.2 (0) = 1 o) = 1 T 2.0
) ‘ _ u(z) — u(v;)
2.3 (@)= 1 o(r) = lim =
(2.3) ua (Vi) = lim pwle)= lm p(x, Vi)

The above derivatives depend on the parametrization through the orienta-
tion we chose for the edges (notice the minus sign in the definition of the
second one).

To define more intrinsically the Kirchhoff condition, we may also use the
notion of inward derivative of u with respect to E; at O, denoted by 9;u(O);
this derivative has the advantage to be independent of the chosen orientation
of the edge but, of course, it is not independent of the parametrization. The
inward derivative is the right one to consider when dealing with Kirchhoff
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condition: in our simple framework, 0;u(O) = u,,(O), but we underline that
it can be different to u,, (O) for general networks because of the different
possible orientation.

In the sequel, for the sake of notations, we use the notation u,,(x) for
the derivatives of u in F;. We point out again that this simplification of
notation will not be anymore possible for general networks in Section [7l

We finally recall that u; € C%i([0,a;]), 0 < a; < 1, if

[wi] co.ai (0,a:]) = sup |u2(:171) u§y2)| < +00.
z5,4:€[0,ai], T:#Ys |5 — i

It allows to define the set of Holder continuous functions on I' by
co(T) := {fueC():u; € C%%i([0,a4]) for 0 < a < o < 1}.

Notice that, thanks to the inequality

(2.4) a®+b* <217 a4+ b)* forall a,b > 0,0 < a <1,

if ue C%(T) and K := max; (U] co.a; (jo,q,))» then

(2.5) lu(x) —u(y)| <217 *Kp(z,y)®, for all 2,y € T.

2.3. Hamiltonian. Now we explain the operators involved in our equa-
tion (L)), starting with the Hamiltonian H. We assume the existence of a

collection {H;}1<i<n such that H; € C(E; x R) for all i, and that satisfy

(2.6) (i) |Hi(x,p) — Hi(z,q)| < Culp—4q|, x € Ej,p,q€R,
(iti) Cy'lp| — Cu < Hi(z,p) < Cy(1+1p|), =z € E;,peR,

for some Cy > 1.

For simplicity, we choose here to deal with coercive Hamiltonians sat-
isfying the classical assumptions coming from Optimal Control, see []] for
instance. Nevertheless, several results presented here can be readily ap-
plied to Hamiltonians with superlinear growth in the gradient, and/or less
regularity on the state variable.

Remark 2.1. With these notations, given x € F; and p € R, we nat-
urally identify H;(z,p) and H;(vy; Y(x),p), meaning that the HJ Equation
depends on the parametrization of the network. For instance, if we change
our parametrization in Section 2.l with the opposite orientation, u,, changes
sign and H;(x,p) is changed into H;(z, —p). When thinking to applications,
in optimal control problems for example, we often first parametrize the net-
work to be able to write the dynamic and the cost and then we derive the
family of Hamiltonians H;, which allows to define the “abstract” Hamilton-
ian H on T'.
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2.4. Nonlocal operator. Next, we define the nonlocal operator Zu(z) for
zeland u:I' = R.

We consider a family of two-parametric measurable functions {v;;}1<i j<n
with the form v;; : E; x (0,00) — [0,40c), 1 < i,j < N, satisfying the
following conditions:

There exist A > 0 and 0 < ¢ < 1 such that for all z,y € E;, » > 0
(2.7)

A A
0< Vij(.%',?‘) < m7 ‘Vij(xvr) - Vij(:%r)‘ < T1+U’x - y"

In particular, this means that the following Lévy integrability condition
(see (LL3))) takes place

o0
(2.8) sup sup/ min{r?, 1}v;;(z,r)dr < +o0,
1<4,j<N z€E; JO

for all v > o. B
Then, setting, for all z € E;,

V‘(II}‘ Z) — Vii(x7p(‘r72)) = Vii(x, ‘.Z'Z — Zi’)7 z € Ei’
i\ Vij(ﬂiap(a:, Z)) = yij(a;,a:i + Zj), zekj,j # 1,
we define

(2.9) Tou(r) = /E [(2) — u(a@) i, o, 2))d
= / [wi(2:) — wi(ws)]vii(z, |2s — 2i])dz;.
Ji

It is convenient to introduce the further notation

(2.10) Liju(z) = / [u(z) — u(x)|vij(z, p(x, 2))dz
j
= / [ (25) = wi(wi)lvij (@, z5 + 25)dz;.
Jj
in order that we can write
(2.11) Ziu(z) = Liu(z) + Zliju(x) for x € E.
J#i
Notice that the nonlocal operator Z;u requires the values of u on all I' in
order to be evaluated. Writing Z;u as in ([2.11)), we call Z;;u the censored part
in E; (which “does not see” the other edges) and jziLiju is the exterior
part (which “interacts” with other edges). We finally say that Z;u is censored
to E; if Zju = 0 for j # ¢ (all the vy, i # j, are zero).
Thanks to (27)-(2.8), the nonlocal operator is well-defined as soon as u
is Holder continuous on I' with an exponent larger than o. More precisely,
we have the following estimate.

Lemma 2.2. Consider the nonlocal operator T given by ([29) under As-
sumption 7). If u € C®(T) for some v > o, then the map x — Liu(x) is
in COV=7(E;) for each i.
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We present a proof of this lemma in Appendix [Al

2.5. PDE on the junction. We end this section by presenting the sys-
tem (L4) we want to address. We are interested in the existence and
uniqueness of a function u € C(T'), solving in each edge F;, 1 < i < N,
the nonlocal Hamilton-Jacobi equation

(2.12) Mu(x) — Ziu(z) + Hi(x, ug, (x)) =0, for x € E;.

We complement the equations with a Kirchhoff-type condition on the
junction O,
N
(2.13) > —uq,(0) = B,
i=1

for some B € R, and Dirichlet boundary conditions at the end of each edge,
that is

The following steady assumption is in force in all the paper:

(2.15) A >0, H satisfies (20), v;; satisfy (Z71), B, h; € R are given.

3. DEFINITION OF VISCOSITY SOLUTIONS ON A JUNCTION

Using the definitions introduced in the previous section, we are now in
position to state the notion of solution of (L.I]). We give the definition for
the junction problem (L4)), leaving to the reader the extension to general
networks.

Given ¢ € SC(T), a measurable subset A CT', and z € E;; 1 <i < N,
we write

N

LAle() = [

E;nA

[p(2) = (@)l (z, pl, 2))dz,
j=1

whenever the integrals make sense. Notice that
Lip(x) = Li[Alp(x) + LT\ Alp(z).

In what follows, Bs(z) = {z € I" : p(z,2) < ¢} is the open ball of radius ¢
centered at « € I' induced by the geodesic distance p, and B§(x) = I'\ Bs(z)
is its complementary in I

For u € SC(I'), ¢ € CY(I") and every § € (0,1), we write

(31) Gi(u,p.p,x) = du(e) — Ti[B§(2)]u(z) — Ti[Bs(2)le(z) + Hi(x,p)

is well-defined for every p € R, z € E;, 1 <i < N.
Recalling (2.2]), we introduce the following
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Definition 3.1. We say that u € USC(T) is a viscosity subsolution to
problem (2.12)-2I13)-@I4) if, for each x € T, each 6 > 0 and each ¢ €

CY() such that  is a mazimum point of u — ¢ in Bs(x), we have
G (u, 0, 90, (x),7) <0 if z€ E;,
min{ min_ GJ(u, ¢, 2,(0),0), Y —¢,(0) —B} <0 if z=0,

LsisN 1<i<N
_Z_
mm{Gf(u, ¥y P, (l‘),$), u($) - hl} <0 if z=v,;

We say that u € LSC(T) is a viscosity supersolution to problem (2.12])-

EI3)-@I4) if, for each x €T, each § > 0 and each ¢ € C*(I') such that x
is a minimum point of u — ¢ in Bs(x), we have

Gl (0, 0x,(2),2) 20 if z € B,
max{ max G (u, @, ¢z, (0),0), Z —¢z,(0) —B} >0 if z=0,

1<i<N
== 1<i<N

HlaX{G?(’LL, 12 Cpmi($)7x)v ’LL(QL‘) - hl} >0 Zf T =V

A wviscosity solution is a continuous function on I" which is simultaneously
a viscosity sub and supersolution in the sense above.

As it is usual in the theory of viscosity solutions, we can always assume
that u(x) = ¢(z) (that is, ¢ “touches” u at x, from above or below depending
the case) and that x is either a strict global maxima or minima.

Next, we would like to provide an equivalent notion of solution for which
we can get rid of the viscosity evaluation on the nonlocal operator and work
directly with the function u. For this purpose, we introduce the subset of
functions u of SC(T'") such that the nonlocal operator Zu may be evaluated
at x € I' (with possibly infinite value),

(3.2) Fp= {u e sC() : lgiglli[Bg(:E)]u(x) € [—o0, +00],
for all ¢ such that = € EZ}

When the limit above exists in [—00, +00|, we denote it by Z;u(x). Notice
that it does not depend on the function ¢ chosen for computing the limit.
In the case of interest x = O, all the limits Z;u(O) for 1 <1i < N, must exist
in order that u € Fo.

Lemma 3.2. Let u € USC(T) (resp. LSC(T)) and ¢ € C*(T') such that
u — @ has a local maximum (resp. minimum) at © € E; for some i. Then
u € Fp and Zyu(z) € [—o0,+00) (resp. (—oo,+00]).

Proof. We follow the lines of [I8, Lemma 3.3]. We only prove the first
statement when v € USC(I"), the proof when u € LSC(T") being similar.
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Assume that u — ¢ has a local maximum at x € E; in Bg,(x) for some
1<i<N, & >0and ¢ € CYT) with u(z) = p(x). We have

u(z) —¢(z) <wu(z) —p(x) =0, z€ Bs,(z).

Denote ws = @xp;(z) + UXBg(z)> where x4 is the indicator function of A.
Notice that for each j,

Lijws(x) = Lij[Bs (x)lgp(x) + Lij [ B (z)]u(),

is well-defined and finite for each ¢ € (0, dy), and it is nonincreasing as § — 0.
Since ws, — ws > 0 in I' and it is nondecreasing with ¢, using Monotone
Convergence Theorem we get

giﬂollij(wéo — ws)(z) € (0, +00],

meanwhile, by Dominated Convergence Theorem, we have
lim Z;;[B = 0.
im [Bs(@)]p(x) =0
Thus, writing
Zij[Bs(x)]u(x) = =Tij(ws, — ws)(x) + Lijws, (x) — Lij[Bs (x)](x),
we get
lim T, 5 (@)]u(a) € [o0, +0)
for all j, from which u € F,. (]

In order to state the equivalent definition of viscosity solutions we need
to introduce sub/superdifferentials and the term (B1]) with 6 = 0.

Given an interval I C R and a function v : I — R, we recall that p € R is
in the superdifferential D} u(zg) of u at zg € I if

u(z) < u(zo)+p(zr—x0)+o0(|z—z0|) for all z in an I-neighborhood of zy.

In the case of junctions, we say that p = (p1,---,pn) is in the superdiffer-
ential D u(O) of u at O if, for each 1 < i < N, then we have

ui(x;) < u(O) + pix; + o(x;) for all ; in an J;-neighborhood of 0.

Similarly to the classical case, if p € fo u(0), then there exists a function
¢ € CY(I) such that ¢, (0) = p; and u— ¢ has a local maximum at O. The
above definitions can be stated for the subdifferential D u(O).

We denote G;(u,p,x) = limgg G?(u,p,x) whenever the limit exists in
R U {—00, +00} and meets the value

(3.3) Gi(u,p, z) == \u(z) — Zyu(x) + Hi(x,p).

Notice that the nonlocal term decides whether G;(u,p,z) € R or not. It is
the case when w is smooth enough at x (Lemma[2.2) but, in general, infinite
values are possible.
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Lemma 3.3. A function u € USC(T') is a viscosity subsolution to prob-

lem 212)-@2I3)-@I4) at the point x € T if and only if

Gi(u,pi,z) <0 if z€E;, p; € D}:ul(xl),

) . ' ‘ - ’ - ;
min { 11SrzugnN Gi(u,p;, O), 1<Z<:N i B} <0 if =0, pe Diu(0),
<i<

min{Gi(u,pi,az), u(z) — hi} <0 if z=%;, p;i € D}r_ui(ai).

The same equivalence holds for a LSC supersolution with usual adaptations
(opposite inequalities, “min” replaced with “maz” and the superdifferential
D7 is replaced with the subdifferential D™ ).

Proof. We only provide the proof for subsolutions at x = O, the other cases
being similar or simpler.

Assume that w is a subsolution at O in the sense of Definition Bl Let
p € D u(O). There exists ¢ € C*(T') such that u — ¢ has a local maximum
at O with ¢,,(O) = p; for all i. From Lemma B2 u € Fp and —Z;u(0) €
(—00, 4o0] for all i. Using the subsolution characterization of Definition [3.1]
at x = O, we have that, either ), —¢,,(0) — B <0, or, for every § > 0,
there exists 1 < i < N, i = i(J), such that G%(u, ¢, v, (0),0) < 0. In
the first case, we conclude that ), —p; — B < 0 since ¢,,(0) = p;. We
now suppose that the second case holds. Since there is a finite number
of edges, there exists 1 < 49 < N and a subsequence d; | 0 such that
Gfg (u, @, Py, (0),0) < 0. Since u € Fp, we can send O to 0 in the previous
inequality to obtain G;, (u, Pay, (0),0) <0, which is the expected inequality
in Lemma 3.3l Note that, in this case, we obtain that —Z;,u(O) is finite.

Conversely, assume that u satisfies the inequality of Lemma B3] at x =
O. Let ¢ € CYTI') such that u — ¢ has a global maximum at O. Then
P = (¢2,(0),++ ,un (0)) € Dfu(0). If 3, —,,(0) — B < 0, then the
viscosity inequality for the subsolution at x = O in Definition B.I] holds and
we are done. Otherwise, there exists ¢ such that Gi(u, ¢z, (0),0) < 0. In
particular, from Lemma [3:2] —Z;u(O) is finite. Then, for all § > 0, we have

G? (uv ¥ Px; (O)v O) = G; (uv Pxig (0)’ O)

Ziu(0) — L[B§(0)]u(0) — Li[B5(0)]p(0)
Zi[B5(0)u(0) — Zi[B5(0)]¢(0) < 0,

IN

the last inequality coming from the fact that, O being a maximum of
u — p, we have u — u(0) < ¢ — ¢(0) in Bs(0), hence Z;[Bs(O)]u(0) <
Z;[Bs(0)]¢(O). We conclude that u is a subsolution in the sense of Defini-
tion [3.11 O

Finally, the above definitions can be extended to second-order equations
like (), with test functions ¢ € C2?(T'). Moreover, every classical solution
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to the problem, that is, a function C?(T") such that ([2I2) or (L) com-
plemented by (2.I3)-(2.I4) holds pointwisely, is a viscosity solution in both
senses above.

4. EXISTENCE FOR THE KIRCHHOFF-TYPE PROBLEM ON A JUNCTION.

Let 8 € R and € € (0,1). The purpose of this section is to construct a
function u¢ € C(I") solving the viscous Dirichlet problem

AU — €Ug,q, — Liu+ Hi(x,uy;) =0 on E;,1 <i<N,
(4.1) u(0) =6,
ui(ai):hi, 1§Z§N

The boundary condition at a; is considered fixed since it coincides with
the boundary condition of the original problem. The more careful analysis
is performed on the dependence of the solution in terms of #, since we will
require to fix it appropriately to find a solution satisfying the Kirchhoff
condition at O.

We start by constructing viscosity sub- and supersolutions to (4.1, which
achieve the boundary conditions pointwisely.

We fix a € (0,1), and, for all L,§ > 0, we define

L(z — 2'7%), for 0 <z <4,

(4.2) Yrs(x) = { »(5) for x > 6,

and we introduce

1
4.3 C ::7< H;(x,0 0 h-).
@8 o= STy i i, 1 O 101+ e [
Lemma 4.1. Under the assumption (2.15), there exist L,6 depending on

the data, and Le, 6. depending on the data and the ellipticity constant €, such
that the functions ™, ¥~ : T — R defined by

TZ):F(fE) = min{c(]v 0+ ¢L75($)7 hl + ¢L,5(ai - $)}7 HAS ji)
¢y () = max{—Co,0 — ¢r, 5. (), hi = Yr s.(a; —x)}, x €

are continuous viscosity supersolution and subsolution, respectively, of (A1),
satisfying v (0) = 0 and T,Z);t(ai) = h;.

Proof. Throughout the proof, we systematically identify E; with J;, x with
x;, and ¢ with ;.

At first, notice that the constant functions x € I' — +Cjy, where Cj
is defined by (43]), are obviously supersolution and subsolution of (A1),
respectively. But they do not satisfy the boundary condition pointwisely.

We divide the proof in several parts.

Supersolution property for 1. Since the minimum of supersolutions is still
a supersolution, it is enough to prove that, for 1 <i < N, both 6 + ¢, 5(z)
and h;+1r, 5(a; —x) are supersolutions in J; for L enough large and § enough
small. The two proofs being similar, we concentrate on 6 + ¢, 5(x).
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For simplicity, we write v for ¢ 5. Straightforward computations drive
us to

Yo(z) = L1 — (1 + a)z%), tpe(z) = —L(1 + a)az®t, z€[0,0).

Set § < (2(1 +))~'/* and § < min; a;. Then, we have L/2 < 9,(z) < L
for x € [0,6) and L§/2 < 9(z) = ¥(6) < Lo for = € [0,a;]. In particular, 1
is nondecreasing and Lipschitz continuous with constant L in each J;.

Now we estimate the nonlocal operators. Let x € E; with z; € J; N[0, ).
We have that

Tat(2)| < / i(2) — (@) i, pla, 7i(2)))dz
Jin{p(z,7i(2))<6}
T / i(2) — (@) v, p(e, 31 (2)))dz
Jin{p(z,7i(2))>d}
z;+0
< AL/ lz; — 2|z — 2|71 7dz
0

a;

+A¢(5)1‘“/ (Llzi — 2)) |z — 2|1~ dz
z;+0

zi+90 a;
< AL/ |z; — 2|7 %dz + ALél_U/ |z — 2|tz
0 6

21—0
< AL ( + log a; — log 5> s,

1—0

For 1 < j < N, j # i, similarly we have

@) < / 1 (2) — ) g (s (s 5 (2)) )z
Jin{p(z,v;(2)) <260}
+ / i (=) — Wil vij (@, pla i (2)))d=
T30 o, (2))>25}
20—x; a;
< AL/ |xi+z|_0dz+AL51_U/ ’ |lz; + 2| dz
0 )
<

1—0

21—0’
AL < + log a; — log 5) §t=e.
We summarize the nonlocal estimates as
(4.4) |Zip(z)| < Cr(1 + |log§|)L6 ™7, 1 <i < N,

where C, > 0 depending on the data is of order (1 — ¢)~! as ¢ — 1~ but
remains stable as o — 0T.

We use the notation Gf, G; of Section [B] adding the vanishing viscosity
term accordingly.
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From the above computations together with the coercivity assumption
in (2.6]), for all ¢ and all z € J; N (0,0), we have

Gi(0 + 1, g, (z), 2)
= A0+ ) — Yo, — Tip(@) + Hi(w, s, ()

> N0+ L1+ @) — Co(1 +|logd) 157 + 'L — Oy

Since o < 1, it is possible to choose § possibly smaller in order to

1
1—0 < .
Col1+ log8)5"7 < 4o

Under this choice, and taking L > 8C12{, we obtain

Gi(0 + Y, Yy, (z),2) > N0+ LL on J; N (0,4).
’ 8Cy
Choosing L > 8Cy |6, the left-hand side of the above inequality is nonneg-
ative, from which 6 + 1) is a viscosity supersolution in J; N (0, J).

Similar computations yield that h; + 1 (a; — ) is a supersolution on (a; —
d,a;), choosing L large and ¢ small enough. Enlarging L if necessary, we
can assume that

0 +(6), hi +11(6) > Co.

Then, the value Cy is active in the min defining " on (§,a; — §), from
which we infer the viscosity inequality on the full interval J;. Thus, ¢ is a
viscosity supersolution for the problem with *(0) = 6 and ¥;" (a;) = h;.
Subsolution property for ¥~. As, for the construction of the supersolution,
the property that a maximum of subsolutions is a subsolution allows to check
the subsolution property for  —(x) and h; —1)(a; — ) in .J; separately. Here
also, the computations being similar, we make them in the case of 6 — ().

Recalling ([@.4), for all € J; N (0,d) we have

Gl(e - 1/}7 _wxi (‘T)7 LZ')
= /\(0 - 7/)) - Ewmimi - Iﬂ[)($) + H2($7 _Tz)ml)
< M —eL(a+1)az® !t +Cp0' 7 + Cp(1 + L)

< XN +Cpg+L(—e(a+1)az® ' +Cr0""7 4+ Cy).

Here, we need to use the ellipticity of the PDE (4.6]), which will provide a
subsolution depending on €. We first choose

_1
5=, < (o) \T=
Cr+Chx+1
yielding
Gi(0 — o, —tpy,(2),2) <N+ Cy — L, x€J;N(0,5).

Choosing L > MA|6| + Cp, the left-hand side of the above inequality becomes
nonpositive. Therefore 6 — 1) is subsolution in (0, d.). Similar computations
can be made with h; — ¢ on (a; — o, a;).
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Enlarging L = L. > 261 (6 + Cp), we get

from which, as before, we get 1), is a viscosity subsolution for the problem
on I', with ¢~ (O) = 6 and ¢; (a;) = h;. O

Thanks to the above lemma, the existence of a unique viscosity solution
to ([@J) is an immediate consequence of Perron’s method and comparison
principles for this type of Dirichlet problem on I', see Theorem [B.3] in the
Appendix.

However, we give an alternative proof, which consists, roughly speaking,
to construct a solution branch by branch. The proof uses only Theorem [B.3]
in the very particular case of the nonlocal Dirichlet problem censored to a
unique interval,

A — €Ugy —Tu+ H(xz,uy) =0 on (0,1),
u(0) =a, wu(l) =79,

where Zu = Z;;u with I' = J; = (0, 1) (in the sense of Section [2.4]). We think
that our proof below has its own interest since it is constructive once we can
solve (4.5 efficiently.

(4.5)

Let us turn to our construction. For n € (0,1), for each 1 < 1,5 < N and
x € E;, r > 0, we consider the modified kernel

y?j($7 ’r’) = min{n_l, Vij($7 T)}v

and the nonlocal operator 7' defined as in (Z9) but taking into account
this kernel. It is easy to see that V?j(a;, p(z,z))dz; is a bounded measure on
J;, which satisfies (27]) with the same constants A, o, independently of 7.
Moreover, if u € C%Y(T'), v > o, then we have Z"u — Zu uniformly in T' as
1 — 0 (the proof is similar to the one of Lemma [2.2)).

We consider the following approximate problem

A — euglh, — T'us" + Hi(z,ug,) =0 on E;,1 <i<N,
(4.6) us"(0) = 6,

uf’"(ai) =h;, 1<i<N.
Lemma 4.2. Under the assumption [2.15), there exists a viscosity solution
us" € C(T) to problem ([&0), and we have the estimate

(4.7) [u| Loo (r) < Co,
where Cy is defined in (43]).

Proof. Since 1/;7]- are bounded measures, we can set

)\Z(x) = /J y?j(a:,p(a:,z))dzj for x € B,

J
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from which we can write
(4.8) Igu(a;) :/J uj(zj)y?j(x,p(x,z))dzj — )\Z(x)u,(a:)

We construct the solution of the problem (4.0) as the uniform limit of a
sequence {u*}, that we define inductively as follows. After relabeling the
set of indices 1 < i < N if necessary, we split it as {1,...., N',N' +1,.... N}
such that, for all N'+1 <i < N, Izn = IZ is censored to E;, in other words,

)\Z(x) =0, forallxc E;.
For each N’ +1 < ¢ < N, we solve the censored Dirichlet problem

(4.9) { AN — €Uy, — Liu(z) + Hi(z,uy,) =0 in J;,
w(0) = 0, u(a;) = hi,
which has a unique viscosity solution u; € C([0, a;]) in view of Theorem [B.3]
For all k€ Nand N’ +1<i < N, we set uf := u,.
Now we deal with the edges 1 < i < N’. We initialize the sequence
{uF}r1<i<ns with affine functions v) € C(J;) taking values uf(0) = 0,

uY(a;) = h; for each 1 < i < N’. This concludes the definition of u® € C(T').
For k > 0 and uF already defined, using again Theorem [B.3] we construct
uf“ € C(J;),1 < i < N’ as the unique solution to the censored Dirichlet
problem
A (@)u — eug,q;, — Lu(x) — > f{}(x) + Hi(xz,uy,) =0 in J;,
(410 j#i
u(0) = 0, u(a;) = hi,
where we have denoted
Alz) = A4+ A(z) = A+ > A(2),
J#i
lez(a:) = /J u?(zj)uyj(a:,p(a:,z))dzj, j # .

In the construction of each uf“, we only require the information of the

continuous functions u* the functions fZ’; Notice that fikj is continuous by
Lebesgue Theorem.
The key step on the proof is the following

Claim. There exists \* € (0,1) such that, for all k large enough we have
k _

(4.11) lglifgv | HLOO(Jl-) < Co,

(4.12)  fuf = ufll ey < Al — uF ooy, forall 1 <i <N,

where Cy is the constant in (£3).

We start with (@II)). For k& = 0 this is evident, as well as for each u¥
with N/ +1 < i < N by the comparison principle Lemma Bl for (£9]). If
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the bound is true for u*, then we have that for each 1 < i < N/, uf“ is a
viscosity subsolution to

ANu— euy,z, — T+ Hi(x,ug,) < CoNl(z) in Jj,

with its respective boundary conditions. From here, recalling that A] =
A+ A, it is easy to see that the constant function equal to Cp in J; is a
supersolution for the problem solved by uf“, from which uf“ < Cp. The
lower bound can be found in the same way, and (411 follows. Notice that
the estimate in (AI1]) does not depend neither on k, e nor on 7.

Next, we prove ([£I2]). Notice that this inequality trivially holds for N+
1 < i < N since in that case we have uf“ = uf for all k > 0. Thus, we
concentrate on the case 1 < i < N'.

For each k, denote w¥ = uf“ —u¥ € C(J;). Under the Lipschitz assump-

tion on H in (2.6), w! solves the problem

Awh —ewk  — T — Clwk | < N |[w*= | poo(ry, in J;,
w®(0) = wk(a;) =0,
see [8, Lemma 5.3] or [9, Lemma 3.7]. Denote

A ()
A= —— € (0,1).
B8 I W) €O
It is easy to see that the constant function z +— )\*”wk_l”Loo(F) is a su-

persolution for the problem solved by wf, from which by comparison we
get
wf < )\*”wk_l”Loo(F) in Jj,
and since a lower bound can be established in the same way, we arrive at
k k—1
[will oo 7y < AWl Loo ry,

which concludes (£.12]).
Thus, we can pass to the limit as k& — +oo in (@I0), and by stability
properties of viscosity solutions we arrive at a solution to (4.6l). (]

We now deduce the well-posedness of (£I]) from the above lemma and
give properties of the solution.

Proposition 4.3. Assume (2.15]). For each 6 € R, there exists a unique
viscosity solution u¢ € C(T") to problem ([@dl). For each 1 <i < N, we have

(i) There exist L,6 > 0, not depending on €, such that

(4.13) uj(z) <0+ Lz, z€]0,9],

(4.14) ui(z) < h; + L(a; —x), x € la; — 9, aq.
(ii) There exist Le, 0 > 0 such that

(4.15) 0 — Lex <uj(x), x€]0,0,

(4.16) hi — Le(ai — x) < ui(z), x € [a; — O, a;].
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(iii) For every r > 0, there exists C, > 0, independent of €, such that
(4.17) ui(z) —ui(y)| < Crlz —yl, =y €[ra—r]
If Ce = max{L, L., Csps. }, then
(4.18) uf () —uf(y)| < Cclz —yl, =,y €.

(iv) u€ € C%1=(T).
(v) The map 6§ € R+ u¢ € C>%(T) is continuous for all a < 1 —o.

Proof. Let u®" be the solution found in Lemma In what follows, we
are going to prove that this solution satisfies the estimates given in the
statement of this proposition, and that these estimates are independent of
7. Thus, the results for the problem (£I]) follow by Ascoli Theorem and
stability, sending 7 — 0. The uniqueness of u¢ comes from Lemma [Bl

(i) and (ii). The proofs of the barriers are a direct application of the com-
parison principle Lemma [B.I], which yields ¢~ < u®" < 4% in I', where ¢*
are the sub and supersolution constructed in Lemma[Il Notice that (d.13])
and (4.I6]) depend on the ellipticity constant e since 1)~ depend on € in
Lemma 411

(iii) Lipschitz estimates.

Step 1. Claim: There exists Ky = Ko(N,\, A, 0,Cp,Co,oscr{u®"}) such
that, for any o € T' and o(z) = Kp(z,x¢) with K > K,

(4.19) itellg{uf’"(fv) —u“N(xg) — ¢(7)}

1s achieved either at T = xq, or at a vertex T € V.

Let us underline that this claim relies on the coercivity of the Hamiltonian
and does not depend neither on the ellipticity constant € nor on 7 since u*"
and oscp{u®"} are bounded independently of €, 7.

We prove the claim, assuming without loss of generality, that £ € F; and
T # xg. It follows that we can use ¢ as a test-function for the subsolution
u¢ of (A1) at z. For any ¢ > 0 we have

(4.20) Gf(ue’", ©, 05, (Z), ) <0.
We estimate the different terms: we have

u®"(z) > —Co,
H(z,¢,,(z)) > C’I}l\gpxi (Z)]|—Ch = CﬁlK — Cqg, and
Spu’vzl‘z(j) =0.
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On the other hand, we have

| Zi[B,(7)]u(z)] < oscr{u’ ’”}Z/ Z(f,p(w(Z)’f))dz

1005 (),2)

S p(0y(2). )77
Ji0{p(v; (2),2)> 0}
< 2oscr{u®"}NAc o7,

and using that ¢ is K-Lipschitz, we have
N

TB,@)e(@)| < / .
j=1 Jin{p(v;(2),Z)<e}

N

< KA /
j=17JiN{p(v;(2),%)<e}
NEKAo'™

1—0

Plugging these estimates into the viscosity inequality (£20]), we arrive at

NKAo'™—®

C’I}lK < 20scr{u“"}NAc 1o + -5

+ Ch + ACy.

, from which

. 1
At this point, we fix ¢ small enough in order that N AQ < C
we get

C 1

< 20scr{uS"}NAc 1077 + Cg + A\Cy.
Therefore, choosing K > K, with
Ko = 2Cy (20scr {u“"}NAo 077 + Cpy + ACp) +
we reach a contradiction with (£.20).
Step 2. Interior Lipschitz estimates. Let 1 <i < N, r > 0 and zg € E; such
that (z¢); € [r,a; —r]. We consider
(4.21) K > max{4TCO,KO},

with K as in Step 1.
The supremum in ([4.19) is nonnegative and it is achieved at some z € I'
such that

(4.22) Kp(z,x0) < u"(Z) — u®"(xg) < 2C),

from which, by the choice of K, we conclude that z; € J; N [r/2,a; — r/2].
Thanks to the claim, we get & = zy and therefore the supremum is 0. Since
xg is arbitrary in the set of points at distance at least r to the vertices, we
conclude the interior Lipschitz estimates ([A.I7]).
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Step 3. Lipschitz estimates near the vertices and global Lipschitz estimates.
These estimates rely on the barriers and will concentrate on O, the estimates
near other vertices being similar.

Consider the constants L, d, L, dc appearing in (£13])-(4.14])- ([4.15)- (£.16])
and now choose

K > max{L, L., 45&
€
and zg € I'N 356/2(0) in (4.19).

From (£22]) and the choice of K, we obtain that the maximum in (ZI19)
is achieved at = € By, (O). From the claim in Step 1, we have that either
T = xg and in this case we are done since the maximum is 0, or Z = O. In
this latter case, using the barriers (4.13]) and (4.15]), it follows that

u®(O0) — u(zg) — Kp(O,x0) < (max{L,L.} — K) p(O,x9) <0,

and the maximum is also 0. This proves the Lipschitz estimates near the
vertices.

Putting the previous results together, we conclude for the global Lipschitz
bound (4I8]) (depending on e since the barriers (ii) depend on €, but not
depending on 7 since V;?j satisfies (2.7) uniformly wrt 7).

Let us mention that the proofs of the Lipschitz estimates work readily
when u is a USC viscosity subsolution of ([4.1]). In fact, Steps 1 and 2 do
not rely on the ellipticity constant e in (4.1]), so we can take e = 0 in ([41]), or
consider (2.12)-(2.13)-(21I4]), see Lemma [5.2] below. Step 3 needs the whole
set of barriers (£.13))-(4.14)- ([AI5)-(4I6]), and the last two may be lost when

the ellipticity vanishes.

7K0}

€,
7

(4.23) —eugl = f == u;" + Tl — Hi(x,ug!) in (0, a;).

LTy

(iv) C*1= regularity. The function u{"" is a continuous viscosity solution of

Since uy" is Ce-Lipschitz continuous on [0, a;], thanks to Lemma 2.2, we
obtain that f € L°([0,a;]) and the L* bound depends on Cy and the
Lipschitz constant C. of u;". Therefore, by Han-Lin [26, Theorem 5.22], we
obtain that u;" € VVlif ([0,a;]) for all 1 < p < co. By Sobolev inequalities
(see e.g., Evans [22, Theorem 6, p.270]), it follows that u" € C17([0, a;])
for all v < 1. It means that one can upgrade the regularity of f in (£23]):
from Lemma once again and since H; is Lipschitz continuous, we get
that f € C%'77([0,a;]). Thus ugy, € C%'=7([0,a;]) and we conclude uj" €
C*'77([0,a;]) as desired. Note that ||u;”||c21-0(7,) depends on the L™
bound (£.7) and the Lipschitz constant C. of uy" (see (ZIS)).

All the above estimates are independent of 7, from which we can pass to
the limit as n — 0 in problem (&.6]) and conclude the existence of a solution
u® to (4I)) by stability. Reproducing the arguments above, we obtain that
ut € C2177([0, 1),

(v) Continuous dependence with respect to 6. Let 6, — 6 and denote ug"
the associated solution of (L)) in J;. By (ii), the family {u;"},, is uniformly
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bounded as n — co. Since uy" € C177(.J;) with a C*177 norm depending
only on |6,| through the L bound and the Lipschitz constant of u§, it fol-
lows that ||u“"||c21-0(,) is bounded with respect to n. By Ascoli Theorem,
we can extract a subsequence still denoted by {u;"}, such that u;" — a$ in
C?2(J;) for 0 < a < 1 — o, and such a function @¢ must satisfy (&) Wlth
pointwise Dirichlet condition thanks to (i)-(ii). By uniqueness of the solution
of ([@.J)), all the subsequences converge to the same limit from which we infer
that the whole sequence ;" converges to the solution of (L)) associated
with #. This proves the result. U

The following is the existence result for the original Kirchhoff-type equa-
tion.

Theorem 4.4. Under assumption [2.15)), there exists a viscosity solution
u € C(T') for the Kirchhoff problem [2I2)-2I4)-@2I3). Moreover, u €
CO(T) for any~ € (0,1), and is locally Lipschitz continuous in T\{¥; }1<i<n-
Proof. We divide the proof in several steps.

Step 1. Getting the Kirchhoff condition. For § € R, denote by u®? €
C?*!=9(T") the unique solution of (I associated with 6 given by Proposi-
tion 3l At this point we follow the arguments of Ohavi [34]. Let

and p = (p;)1<i<n be any vector in RY such that

N

Z —pi = B.

i=1

Define U € C*(T') by Uj(z) := 6 + piz; for z € E;, 1 <i < N. We have
(4.24) Gi(U, Uy, (z),z) = N0 + pix) — L;U(x) + Hi(z,p;),
with
U =] [ e = e ()i
+Z/ bjz — DiZ; sz($ p($ 7]( )))dz‘
JFi
<Alp| / R "dz+Z/ i + 2) "dz
J#i

_(20) "7 NAJp|

1—0 ’

and |H;(z,p;)| < Cu(l+ |pi]) < Cu(1 + |p|). Here we have adopted the
notation |p| for the Euclidean norm of p € RY and @ = max; a;.
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We claim that, if § = 0 is large enough, then U is a supersolution of (£.1]).
Indeed, from (£24)), for = € E;, we have

“\1—0o
Gl Us, (2),2) > N0 —alpl) — P AL

provided % > a|p|+A~1((2a)! =7 (1—0) "' AN|p|+Cx(1+|p|). If, in addition,
6% > alp|+max; |h;|, then U(O) = 6 and U;(a;) = 0T +p;a; > h;. Therefore
the boundary conditions at the vertices are satisfied. Notice that 0T does
not depend on e.

By Lemma [BIl we can compare the solution u“?" to (A1) associated
with % with U to obtain that, for all 1 <i < N and = € J;,

Cu(1+pl) =0,

€0t

O (2) <Ui(x) = 0F + piz = v’ (0) + pia,

U;

from which we deduce

Then
N N
Fr) =Y —ug? (0)-B>> —pi—B=0.
] =1

In the same way, if we consider § = §~ adequate (say, negative and large
in absolute value), then U is a subsolution of (&I). Similarly, we obtain

that the solution u“’" to problem (&I)) satisfies

N N
F(O)=> —ul® (0)-B<> —pi—B=0.
i i=1

=1

Then, by continuity of § — F(6) (Proposition 3] (v)), there exists 6. €
[0~,67] such that the associated solution u*% to problem (&I]) satisfies

(4.25) F(6.) =0,
which is the Kirchhoff condition ([2.13)).

Step 2. The family {uS%}. is uniformly Lipschitz continuous on a neighbor-

hood of O. We will take profit of the Kirchhoff condition. At first, since §*

do not depend on ¢, the value 6. is bounded from above and below uniformly

with respect to e. Thus, it follows that u¢ := u*% is uniformly bounded with

respect to €, with L>-bounds given by Cj in (&3] with |#| = max{|67|, [0~ |}.
Let § < minj<;<n |a;| and consider

(426) T°:={rel:p(,¥)>61<i<N}=T\ ] B(¥;d).
1<i<N

Our goal is to prove that u¢ is Lipschitz continuous in I'® uniformly with
respect to e.
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We proceed as in the proof of Proposition [4.3] (iii) borrowing some argu-
ments of [7, Proposition 6.3]. Let zg € I'° N E; and consider the maximum

as in (£I9), that is

(4.27) iglg{uﬁ(w) —uf(wo) — p(z)}

but this time with the modified function ¢ = ¢* defined by

i | Kp(z,xo) ifxeE;
#'(x) = { Kp(O,z0) + Lp(x,0) ifx € Ej, j #1,
for K, L > Ky, where K is defined in the proof of Proposition .3](iii) and
does not depend on €. With a straightforward adaptation of the proof of
Proposition [£.3](iii), we obtain that (£27) is achieved at £ = xo or at a
vertex. On the one hand, if Z = x(, then the maximum (@27 is 0, from
which we get the Lipschitz estimates on I'°.

On the other hand, up to enlarge K, L in order that K, L > 4|u¢||/d, we
have p(Z, o) < §/2 and therefore T cannot be equal to any exterior vertex
v, 1<i<N.

It remains to prove that the case £ = O # xq is not possible either. If
Z = O, then, using that u° is a classical (hence, viscosity) solution to the
Kirchhoff problem, we have

1<G<N
A direct computation shows that
from which the Kirchhoff condition reads
K- (N-1L<B.
and from here, fixed L as above and enlarging K, we get a contradiction.
Finally, taking K, L > max{Ky, 4||u‘||o/0} and K > (N — 1)L + B, the
maximum @27) is 0. Since, this is true for all 29 € T'%, we obtain that u€ is

Lipschitz continuous in T'°, with a constant max{K, L} depending on & but
independent of e.

Step 8. Sending € to 0. In the previous steps, we have obtained that u€ :=
u% is bounded independently of € on I", and uniformly Lipschitz continuous
in I'® for every 6 > 0 small enough. Denote =T \ {Vi}1<i<n. By Ascoli
Theorem and a diagonal process, we can extract a subsequence {u¢}. (not
relabeled) which converges locally uniformly to some u € C(I), which is
locally Lipchitz continuous in I (notice that we loose both the Lispchitz
continuity and the barriers on {¥;}1<;<y when € — 0). Thanks to the
coercivity assumption (28) (iii), from [15, Theorem 2.1], we have u € C%7(I)
for any v € (0,1), with finite Hélder seminorm in I' ([I5, Theorem 2.1] is
applied with m = 1 and § = 0, yielding vy = 1). It follows that u can be
extended by continuity up to the ends of the edges into a function (still called
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u) in C9(I"). By standard stability for viscosity solutions, u is a viscosity
solution of (2I2]) in each edge F;. It remains to establish the boundary
conditions.

We first prove that u satisfies the generalized Kirchhoff condition at O.
We only check the subsolution property since the proof for the supersolution
is similar. If ¢ € C?(I") is such that u — ¢ has a strict maximum point at O,
by uniform convergence of u€ in a neighborhood of O, there exists a sequence
¢ — O of local maximum points of u¢ — ¢. If ¢ = O along a subsequence
e — 0, we use the classical Kirchhoff condition for u¢ to conclude that

B=- Y u5,0)>- > 6,,(0),

1<i<N 1<i<N

from which the Kirchhoff condition is satisfied by u. On the other hand, if
x€ € T'\ {0} for all € small, then we can assume that there exists ¢ such that
x¢ € E; for all € (up to subsequences). Tt follows G9(u€, d, by, (), 2c) < 0
and, since ¢; € C'(.J;) and u¢ — u uniformly as ¢ — 0, we can pass to the
limit in the inequality to get G¢(u, @, ¢z, (0),0) < 0 and conclude that the
generalized Kirchhoff condition holds.

We turn to the Dirichlet condition at ¥;. Since the barrier (AI4]) from
above is independent of ¢, we can pass to the limit ¢ — 0 in the equality
uf(x) < hj+ L(a; —x) to obtain u;(z) < h;+ L(a; —z) for 0 < z < a;. Then,
sending z — a; and recalling that u is extended by continuity at a;, we get
u;(a;) < h;. Therefore, the boundary condition for subsolutions is satisfied
pointwisely.

For the supersolution property at ¥;, the barrier from below depend on
¢ and we cannot conclude in the same way. Consider ¢ € C?(I') such that
u— ¢ has a strict minimum point at v;. For every € > 0, let . be a minimum
of u¢ — ¢ on I, which by standard arguments is in E;, i.e.,

(4.28) u(2) - ¢ile) > ul(xd) — o), € T,

By (41, we can extract a subsequence (still denoted €) such that z, —
zg € J; and uS(z.) — £ € [~Cp,Co]. If g # a;, then, thanks to the
local uniform convergence in [0, a;), passing to the limit in (4.28]), we obtain
ui(z) — ¢i(x) > ui(z0) — ¢(wp) for all € J;, which is a contradiction with
the strict minimum at a;. Therefore z. — a;. Sending € — 0 in ([4.28)) for
0 <z < aj, we have u;(z) — ¢;(x) > £ — ¢;(a;). Then, letting x — a; , we
obtain

(4.29) ui(a;) > lim u(x.) = L.
e—0

It remains to consider the case when z. — x¢9 = a;. If z. = a; along a
subsequence, then, using that u€ satisfies the Dirichlet condition pointwisely
at v;, yields at the limit u;(a;) > ¢ > h;. In this case u satisfies also the
condition pointwisely. Now we deal with the case when z. < a; for all e.
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Writing the viscosity supersolution inequality for u€, we get

G?(UE’ G, b, (Te), Te)
= M (xe) — L[ B§(we)|u(ze) — Li[Bs(we)|p(xe) + Hi(ze, b () = 0.

We want to pass to the limit ¢ — 0 in the above inequality. On the one
hand, by Lebesgue Theorem, using (2.7)) and (£29]), we have

11_% A (@e) = Li[ B (we) Ju(xe)

= M- [uj(z) — v (¥4, (V4,75 (2)))dz

1<j<N/{ZjerZP(‘_’iv’Yj(z))>5}
< Dwifa) — Y / u]() ui(ai)|vij (i, p(¥4,7;(2)))dz

1<j<n 7 {z1€J:p(Viyy;(2)) 26}
= )\’LLZ(CLZ)—IZ[B(;(VZ)]’LL(\_/Z)

On the other hand, thanks to the smoothness of ¢, the convergence of
the other terms is obvious, and we arrive finally at G (u, ¢, b, (¥;),¥;) > 0,
which proves that the generalized Dirichlet condition holds at v;.

Hence, we have concluded the existence of v € C%Y(I") for any v € (0, 1),

solution of the Kirchhoff problem (212])-(213)-(214). O

Remark 4.5. (i) Using the same global sub/supersolutions for the Kirchhoff-
Dirichclet problem in Step 1 in the proof above, we can complement the
standard Perron’s method with the strong comparison principle given by
Theorem 5.1l below, and directly obtain the existence and uniqueness of the

generalized Kirchhoff problem (212))-(2.I3)-(2I4) at once.

(74) Since all the subsolutions we use to have the estimates from below,
namely (£I5)-(.10), depend on e, we may have a loss of boundary condi-
tions at the vertices when passing to the limit ¢ — 0. This comes from the
fact that there is no enough ellipticity in the nonlocal term to counterbalance
the coercivity of the Hamiltonian in absence of classical diffusion. At the
junction O, the the Kirchhoff condition allows to recover some control from
below and to prove that the solution u€ is Lipschitz continuous uniformly in
€, providing a continuous limit u at O. In contrast, at the boundary point,
the limit u may be discontinuous. But thanks to Holder regularity results for
coercive equations, we can extend it by continuity up to the boundary into
a function satisfying the generalized Dirichlet boundary conditions (see [13]
for related discussions).

5. UNIQUENESS FOR THE KIRCHHOFF-TYPE PROBLEM ON A JUNCTION.

The comparison result is the following

Theorem 5.1. Assume ([2.15). Let u € USC(T') be a viscosity subsolution
and v € LSC(T") be a viscosity supersolution to the problem (212])-2I3])-
@I4). Then, u <wv onT.
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In particular, there exists a unique continuous viscosity solution u €
CYY(Ts) to the problem, which coincides with the solution found in The-

orem [{4] (recall that T is defined by ([E20)).

Lemma 5.2. Let u € USC(T) be a bounded viscosity subsolution of ([2.12])-
@I3). Then u is Lipschitz continuous on I'§ for some 6 > 0.

Proof. We follow the proof of the Lipschitz estimates in Proposition [3](iii).
Steps 1 and 2 work readily for any USC viscosity subsolution of (2.12])-
2I3)-214); they rely only on the coercivity of the Hamiltonian and do
not depend on the ellipticity constant in the equation.

Nevertheless, we cannot follow the proof of Step 3 since the barriers from
below are not true anymore due to the degeneracy of the equation. To
recover the Lipschitz estimate at the junction point, we revisit the proof
of the uniform Lipschitz estimates near the junction in Theorem A4l Tt
is enough to prove that the maximum in (4.27)), with u¢ = u subsolution
to (212)-(2I3) and xg € I's N E; for some ¢, cannot be achieved at z = O
for K, L large enough.

Indeed, we first notice, as a direct consequence of Step 1 in the proof
of Proposition A.3I(iii), and the choice of K > Ky, that the PDE (212
cannot hold at Z = O for subsolutions, i.e., G¢(u, ¢, ¢, (0),0) > 0 for any
1 <7< N. We then prove that the Kirchhoff condition at O does not hold
neither for large K, L exactly as in the proof of Theorem [.4], Step 2. Thus,
the maximum in (£27) holds in the interior of the branch, from which the
result holds by the choice of K, L. O

In order to prove Theorem [l we first have to examine the viscosity
inequalities which are satisfied at the junction on each branch in terms of
sub- and superdifferential of the solutions (see [32] [11]).

To do so, for each ¢, we define

_ . o o Uy
P; = limsup ——————~, p. = liminf ——4—"—
2;—0+ X; - z;—0t x;

¢; = lim sup —Uz(xl) — Ui(o), q. = liminf —v,(a:,) — Ui(o).
z;—0t X = z;—0t T;
Notice that, if DVu;(0) # 0, then p; < +oo, meanwhile, if D~v;(0) #
(), then q, > —o0. And both cases happen if either Df:u(O) # () or

Drv(0) # 0.

Lemma 5.3. Let u € USC(I") (respectively v € LSC(T'")) be a bounded
viscosity subsolution (respectively supersolution) of (Z12)-2ZI3) such that
D u(O) # 0 (respectively Dru(O) #0). Then

(i) If pi is finite, then D¥u;(0) = [p;, +00), Ziu(O) € R and
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Similarly, if g, is finite, then D~ v;(0) = (—oo,gi], Z;v(0) € R and
Gi(v,q;,0) > 0.

(ii) If, in addition, u is C%°+¢ in an T -neighborhood of O for some e > 0,
then we have

(51) Gi(u7p7 O) <0 fOT allp € (827132)7

and the inequality holds for p = P, and/or p = p; if some is finite.
Similarly, if v is C%°*¢ in an T-neighborhood of O for some ¢ > 0,
then we have

Gi(vv q, O) >0 fO’f’ all VIS (gz’ (jl)v
and the inequality holds for q = q, and/or q = q; if some is finite.

Part (i) of Lemma[5.3]is a basic result: it is the nonlocal analogue to [11,
Proposition 2.10, p. 84] and it does not require any additional regularity.
On the contrary, Part (ii) is a more sophisticated result inspired from Lions
and Souganidis [31), B2] (see also [1Il Lemma 15.1, p.258]) and it is also
surprising because none of the p € (Qi’pi) is in D%u;(0) and none of the
q€ (gi, i) is in D~ v;(0). Unfortunately, we were unable obtain this stronger
result without the additional regularity we impose; of course, the difficulty
was to take into account the nonlocal term. This additional assumption is
automatically satisfied by subsolutions since they are Lipschitz continuous
by Lemma but it is not the case for supersolutions. For this reason,
in the comparison proof, we can use Result (ii) for subsolutions but only
Result (i) for supersolutions.

Proof. We first prove (i). We provide the proof for supersolutions, the one
for subsolutions follows from the same arguments.

Since Dy v(0) # 0, there exists a function ¢ € C(T') such that v — ¢ has
a minimum at O. It is possible to choose ¢ is order that the minimum is
global over I' and strict at O. Using that g, is finite, we have that D~ v;(0) =
(—oo,gi] (see [1Il, Proposition 2.10, p. 84]), and, up to a modification of ¢
in E;, we can take ¢ such that ¢;,(0) =g..

Now, for € > 0, we consider the perturbed test-function ¢° given on F;
(j=1,..,N), by

©5(xj) = pj(x)) + dijex;,
where 0;; is the usual Kronecker symbol.

We claim that there exists a sequence x° € F; of global minimum points
for v — ¢, and this sequence tends to O. The existence of a sequence of
global minimum points z° € I', which tends to O, is given by standard
arguments since O is a global, strict minimum point of v — ¢ on I.

It remains to prove that ¢ € E;. In fact, if 2° € E; with j # 4, then we
have v(z%) — ¢(2%) = v(z%) — @(2%) > v(0) — ¢(O) = v(0) — ¢*(O) by the
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strict minimum property. Thus, ¢ € E;. If 2° = O along a subsequence,
for each x € E; we have

vi () — 5 (i) = vi(;) — i) — ex; > v;(0) — ;(0),
from which we deduce
vi(xi) = vi(0) + (pi(xi) + exi — i(0)) = vi(0) + (g, + €)zi + o(w),

and ¢, + € € D7v;(0), which contradicts the maximality of g, in the subdif-
ferential of v; at 0. It ends the proof of the claim.

It follows that we can write the viscosity inequality for the supersolution
at ¢ € F;, and since the testing is global, for all § > 0, we have

Gl(v.¢7 g, +€,2) > 0.

Using that v € LSC(I"), we have v(zf) — v(O) by standard arguments.
Adding that ¢° is Lipschitz continuous with a constant bounded uniformly
with respect to €, we can control the nonlocal terms Z;[Bs(z°)]¢®(2f) and
Z;[B§(2%)]v(2®) with Dominated Convergence Theorem, for all fixed § > 0.
It allows to pass to the limit ° — 0 in the previous inequality to obtain

G?(”? (107g,i7 O) 2 O

By Lemma[3.2] v € Fp and we can send ¢ | 0 to conclude that G;(v, 4 0) >
0 holds. As a by-product, we have that Z;v(O) is finite.

Now we turn to the proof of (ii) which is strongly inspired by [11, Lemma
15.1, p.258]. We concentrate on the subsolution’s case, the proof for super-
solution being similar. Since Dfu(O) # 0, we know, by Lemma 3.2 that
u € Fo and we can find ¢ € C1(T') such that u — ¢ achieves a maximum at
O. We can even assume that u(O) = ¢(O).

We fix 1 < i < N. We first assume that p, < Di and we take any
p € (Bi’ﬁi)‘ By definition of P, Di, there exists sequences 0 < ap < by
converging to 0 such that

(52)  wi(bk) —ui0) < (p, + k™ N)br,  wilar) —ui(0) = (B — k™ )ay.

For k large enough, in order to have p. + k= < p < p; — k™!, we consider
the function

yi € [0, br] = x (i) := wi(yi) — ui(0) — pys.
We have x(0) = 0, x(bx) < 0 and x(ax) > 0 and therefore the function x
has a maximum points yr € (0,b;). Of course, yr — 0 and, by classical
arguments, u;(yx) — u;(0).

Modifying the function ¢ by setting ¢;(y) = u;(0) + py on the branch E;,
we obtain that u — ¢ has a local maximum inside the branch E; at v;(yx)-
Since w is (o + ¢)-Holder continuous, we use Lemma 2.2l and Lemma B3] to
arrive at
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and since (; is continuous, using Lemma again we conclude that
Gi(u,p,0) <0.

When P is finite (respectively p; is finite) with P, < Di, the same inequality
holds for p = P (respectively p = p;) by continuity, letting p tend to P,
(respectively to p;).

It remains to treat the case when both p. and p; are finite with p = p. = p;.
In this case, we perturb u in the branch E; by setting

€

u§(z) = ui(z) + exsin(log(x)), = € J;, wui(0) = u;(0),
which converges uniformly to u; in J; as € — 0, and satisfies
ui(z) — ui(0)

i

€(z) — u(O
lim inf :pezp—€<ﬁl—|—€:p§ :hmsupw
707 t - z—0t x

Denote ¢(x) = zsin(log(x)). As in the first step above, since P <p <P,
the function

y € Ji = ui(y) —ui(0) — py = ui(y) — wi(O) — py + ed(y)
has a sequence of local maximum points yr — 07. We modify the test
function ¢ in E; by setting ¢;(z) = pr + ep(x). Noticing that ¢ is Lips-
chitz continuous. Writing the viscosity inequality for u at yi, and using the
regularity of u, we obtain G;(u,p + €z (yx),vi(yx)) < 0. Using (2.6]) (ii),
it follows G;(u,p,v(yx)) < O(€), where O(e) is independent of k. Sending
yr — 0, we infer G;(u,p,0) < O(e). We then send € — 0 and finally ¢ | 0
to conclude. O

Proof of Theorem [5.1. By contradiction, we assume that

sup{u — v} > 0.
r

Since I' is compact, the supremum is attained at some point zg € I'.

If zp € T'\ 'V, where V is the set of vertices, then the proof follows
standard arguments in the viscosity theory. If g = ¥v; for some ¢, then the
proof follows the boundary analysis presented in [38], 37], which is possible
since u € C7(T") for all v € (0,1). So, we consider only the case o = O,
that is

mlgx{u —v}=(u—0)(0) =M >0,
which concentrates the main difficulties. We follow closely the lines of [32],
see also [11), Section 15.3].

At first, notice that u is Lipschitz continuous on I'y for some 6 > 0 by
Lemma From Lemma [2.2] we obtain that Z;u(O) € R for all i. Next,
since u is touching v from below at O, from Lemma [B.2] we obtain that
v € Fp and
(5.3) —00 < Ziu(0) < Zjv(0) < +oo, for all 1.

Notice that v ¢ C*(I's) as required in the statement of Lemma but
u € C%1(Ts) is enough in the proof. Using the Lipschitz continuity of u, we
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can apply Lemma [5.3 (ii) to u and then Lemma [5.3] (i) to v. Since O is a
maximum point of u — v, we also have

—00<p <p;<+oc and p <g <+oo foralli

We divide the analysis in two cases.

Case 1. There exists i such that q, < pi- We have q, is finite and we can
choose g, in the viscosity 1nequahty of u and v, from which we get

Gi(u,q,,0) = Z / uj(z) — u(0)]vi;(0, 2)dz + Hi(O, g,) <
1<j<N

Gi(v,q,,0) Z / vj(z 0)]vij (0, 2)dz + H;(O, q,) > 0
1<j<n 7 Ji

where both nonlocal terms are finite.
Subtracting both inequalities, we arrive at

AM < Z / uj —v5)(2) — Mvi;(0, 2)dz,
1<j<N

and since O is the maximum point of u —v on I', we arrive at 0 < AM < 0,
which is a contradiction. This concludes this case.

Case 2. For all i, p; < q, < +o0. In this case, for each i, we define

u(0) +v(0)

€ [ping] = Uilr) i= A2

— IZU(O) + HZ(O, 7’).
By Lemma (.3 (ii), we have
M
Ui(pi) = Gi(u, pi, 0) = A < 0.

Meanwhile, if ¢, < +oo, then, by Lemma (.3] (i), we have that Z;v(O) is
finite, and

Ui(g,) = Gi(u,q,,0) — )\% > Gi(v,q,,0) + )\% > 0.

If q;, = 00, then, thanks to the coercivity of H; at 400, we can find §; > p;
such that

M
Ui(¢i) = Gi(u,q;, 0) — )\7 > 0.

By continuity of U;, there exists r; € (ﬁi,gi) (or in (p;, ;) in the case
¢, = +00) such that
43
Ui(r;) =0 for all 4,

hence

M
Gi(u,ri,0) = U(r;) + )\7 >0, foralll<i<N.
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Using the continuity of H;, it follows that there exists ¢ > 0 small enough
such that r; — o > p; and
(5.4) Gi(u,m; — 0,0) >0 for all 1.
For all 1 <4 < N and x € J;, by definition of p;, we have
ui(xz) —u(0) < pix + o(x),
thus

ui(x) = u(0) = (ri — @)z < (pi — (ri — @)z + o(x).
Since p; — (r; — 0) < 0, we obtain that the function z € T’ — u(z) — ¢(x),
where ¢ € CH(T') is defined by

¢i(x) =u(O) + (r; — 0)x, =€ J;,

has a local maximum at « = O.
Then, recalling (5.4]), the Kirchhoff condition at z = O is activated in the
viscosity inequality of Lemma [B:3] from which

(5.5) Z—(ri—p):Z—ri—l—Npr.
On the other hand, by (5.3)) we have —oo < —Z;v(0) < —Z;v(0) < +o0,
hence

(5:6)  Gi(v,ri,0) < Gilu,rs,0) — AM = Us(r) — A% <0 foralli.

Since r; < q,, arguing as above, we have that the function x € T' —
v(x) — ¥(x), where ¢p € CH(T) is defined by

Yi(x) =v(0) +rw, x € J;,

has a local minimum at z = O.
From (5.6]), the viscosity inequality of Lemma B3l at x = O for superso-
lution implies again that the Kirchhoff condition holds, that is

Z - 2 B7
i
which contradicts (B.5]). This concludes Case 2 and the proof of the com-
parison. 0

6. OTHER CLASSES OF BOUNDARY CONDITIONS.

In this section we briefly discuss some possible extensions of our results
for other boundary conditions on the exterior vertices {¥;}1<i<n.

The key point here is that the arguments around the junction point O
can be isolated from the boundary conditions imposed on the exterior ver-
tices {¥V;}1<i<n. For instance, Lipschitz regularity of subsolutions and/or
local barriers around at the junction point O can be performed in the same
way by localizing the analysis on the set I' in ([@26]). Analogously, the lo-
cal analysis on each of these boundary points {V;}1<i<n when other type of
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boundary conditions are imposed is not substantially modified by the Kirch-
hoff condition on the junction point O. This remark is valid both for the
arguments presented in Sections [4] and (f).

Since a precise presentation of the result would very demanding and would
enlarge too much the manuscript, we provide the main ideas of other bound-
ary conditions, referring to the articles where the main ideas to address the
problems can be found.

1.- Unbounded edges. It is possible to assume that for some 1 <i < N, a; =
400, and conclude the existence and uniqueness of a bounded solution for the
problem, provided the datas are bounded, that is, sup,¢ . [H;(z,0)| < +oo,
following the approach in [14, Theorem 3].

2.- Exterior data. For a given subset I C {1,--- ,N} and i € I, let 0 <
A; < +oo with a; < A;, EY" = {we; : © € [a;, A;]} where e; := V;/a;,
and g; € Cp(E?") (the “exterior datas”). Then, we define a new nonlocal
operator with the formula (2.9]) with an extended domain of integration, by
replacing J; with with J;* = (0, 4;) for i € I. We complemented (2.12))-([2.13)
with (2Z1I4) for i € {1,--- , N} \ I and the exterior condition

u(z) =gi(z), zekEfiel.

In this case, the arguments in [38, Theorem 2.1] can be adapted to conclude
the existence and uniqueness of a viscosity solution.

3.- State-constraint conditions. Instead of (ZI4]), we can impose the state-
constraint boundary condition

/\u(\_fl) — IZ"LL(\_/Z') + Hi(\_/i, uml(\_fz)) >0,

where the inequality is understood in the viscosity sense: for each ¢ €
C1(I') such that u — ¢ has a minimum point constrained to F; at ¥;, then
G2(u, ¢, ¢, (¥i),v;) > 0 (see (Z3) and Definition (FI) for the notations).
Here, it is possible to follow the arguments discussed in [16, Proposition
4.1] to provide a strong comparison principle for problems with this type of
boundary conditions.

4.- Neumann boundary conditions. Instead of (2.14]), we can impose the
Neumann boundary condition

Ug; (‘_’2) =0,
where the boundary condition is understood in the generalized (viscosity)

sense, see [2I]. The current setting fits into the assumptions considered by
Ghilli [24, Theorem 3.1], to conclude the well-posedness of the problem.

7. THE PROBLEM ON A NETWORK.

7.1. Problem set-up. In this section we address the problem on a general
connected network, that is, in the presence of more than one junction point.
Most of the basic definitions and notations were already presented in the
introduction, and we complement it here for sake of clarity.
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We consider a nonempty, finite set of vertices V.C R? and a finite set
of edges E € E, which are straight lines joining a pair of vertices. More
specifically, for each edge FF € E, there exists exactly two vertices v1,vy € V
such that ENV = {¥,¥>} and

(7.1) E={w +t :t e Jg},

\ Vo — 1\
where Jg = (0,ag) C R, ag = [¥1 — ¥2| is the length of the edge F and F
for the closure of the subset F in RY. We assume that, for any F;, Fy € E,
if By # Es, then E; N Ey = (; this means that, if Fy, E5 have a common
point, this is necessarely a vertex.
A network I' ¢ R? is the set
r=_J~E

EcE

We parametrize the network I' by arc length in the following way (Notice

that it is not exclusive). We label the vertices, namely V = {¥ }Card(v).

Therefore, for each F € E, there exist a unique pair of indices ¢, j with ¢ < j
such that

_ V;: — V; _
:{vi+t J - Lt e Jg},

and we denote yg(t) = V;
the edge E.

We treat the case of connected networks, that is, for each pair of vertices
V1,Ve € V, there exists a finite set of edges {E; } 1 connecting them, i.e.,
such that E; contains ¥;, E) contains Vs, and E; N E,+1 £ (). Therefore
a := Ey U ..U E} is connected with respect to the usual topology in R¢.
Such an « is called a path between v and V5.

Given two points z,y € I', the geodesic distance p(z,y) between = and y
is defined by

p(x,y) = inf{length(a) : « is a path between z and y}.

(closure) of

For each ¥ € V, we denote by Inc(¥) the set of the incident edges to v,
that is the edges E € E such that v5(0) = ¥ or vg(ag) = v. The vertices
are divided according to their nature in terms of its role in the equation.
We write V. = V; UVy, where v € V; are like junction points (where we
will impose a Kirchhoff condition), and ¥ € Vj, are like boundary vertices
(where we will impose Dirichlet boundary conditions, or possibly, another
boundary condition, see Section [G).

We define the function spaces as in Section 2.2 with straightforward adap-
tations. In particular, given E € E, for each « € E we denote g € Jg such
that yg(xg) = x. In this setting, for u:I = R, we denote ug : Jg — R
as up(t) = u(yg(t)), which can be equivalently written as u(x) = ug(zg).
When u € CY(T"), we write

uz(v) = up(zg) forx e E, E € E,
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and we extend the derivative at the vertices by setting, if E € Inc(v),

)=l o),

Then we define the inward derivative of u at v with respect to E as
(7.2) opu(@) = lim U ZuE)
a—vzeE  p(x,V)

Be careful, Ogu(¥) and u,, (¥) do not always coincide as it was the case for
junctions when v = O. More precisely, defining the index of incidence of ¥
with respect to E € Inc(v) as

LN +1 if\_’:’yE(O),
ZE(V) - { -1 if v = ’YE(CLE)a

we have
(7.3) Uz (V) = ig(V)0pu(v).

Next, we introduce the terms involved in (ILI) and the assumptions of
each one. These conditions, together with the previous definitions and as-
sumptions, are going to be the standing ones throughout this section.

We start with the Hamiltonian H. We intend it as a collection {Hg}per
with Hg € C(E x R), satisfying (Z.6]), which reads here,

(7.4 Cy'lpl = Cu < Hp(x,p) < Cu(1+ p)),
| |Hp(,p) = Hp(y, )| < Cur (L+|pl Alal) = — 9l +Ip — al).

forall z,y € E,E € E,p,q € R.
For u € SC(T'), E € E and x € E, we set

(7.5)  Zpu(z) = Z/J [ur(2) — u()ver(z, p(z, v (2)))dz.

The kernels vpp satisfy condition (2.7)), that is there exist A > 0 and
o € (0,1) such that

{ 0 <vpp(z,t) < At=0+9)
ver(z,t) = vEr(y.t)| < Az —y|t= 0+,
for each E,F € E, z,y € E, and t > 0.
We then fix some B, € R for each v € V; and h, € R for each v € V to
state the Kirchhoff and Dirichlet boundary conditions in (I]).
Before defining the solutions of (1), we extend the notations of the

beginning to Section B to the network case. -
Given ¢ € SC(T"), E € E, A C T measurable, and z € E, we write

T Alp(a) = FZE /{ oo [P P @l )

which is the natural extension of the nonlocal operator defined in (2.9])- ([210])-

EII).

(7.6)
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Then, for viscosity evaluation, given u € SC(I'), ¢ € clI), § > 0,
EcE, z € E and p € R, we write
Gy(u, . p, ) = Mu(z) — Tp[B§()]u(z) — Tp[Bs(z))p(z) + Hp(z,p).

Definition 7.1. We say that u € USC(T) is a viscosity subsolution to
Problem (1)) if, for each x € T, each § > 0 and each o € CY(T') such that
x 1s a mazimum point of u — ¢ in Bs(x), we have

G (u, ¢, pz(x),2) <0 if z € E,

min{ min  G%(u, @, Prp (), ), Z —0pp(x) —Bm} <0 if zeVy,
Eelnc(z) E€Inc(x)

min { Qi G0, e (2), ), () — hh <0 if zEV,

We say that uw € LSC(T') is a viscosity supersolution to Problem (LI) if,
for each x € T, each § > 0 and each p € CYT') such that x is a minimum
point of u — ¢ in Bs(x), we have

G%(u, 0, 00(x), ) >0 if z€E,

maX{EgIlri}((x) Ghlu, @, prp(@),7), D —Opp(r) - Bx} >0 if zeVi
E€cInc(x)

A { E'gllr?c)gm) G (u, @, pup (), 7), ulz) - h:c} >0 if x€Vy.

A wviscosity solution is a continuous function on I" which is simultaneously
a viscosity sub and supersolution in the sense above.

Remark 7.2. The definition depends on the parametrization we choose at
the beginning, which is close to what is done in Siconolfi [36]. Notice that,
even in the case of a junction, the parametrization is not canonical, see for
instance [27] and [32].

Finally, since we also use a vanishing viscosity approach for the existence
in networks, for functions u € C?(T'), we define uy,(z) = u%(vg) for z €
E, E € E. For the second-derivative at a vertex v € V, we denote

Uppzp (V) = x_}l‘ifr;leE Uy (T).

7.2. Well-possedness on a general network. We have the following re-
sult, analogous to Proposition 4.3l

Proposition 7.3. Let A > 0, {Hg}ger satisfies (T4), {Zg}rer satis-
fies (TA), and let {hg}vecv,,{0v}vecv, C R be given. Then, for each € > 0,
there exists a unique viscosity solution u® € C(I') to the problem

(7.7) M — €Uuzy — Zpu(z) + Hp(z,uz) =0 on E, E € E,
complemented by Dirichlet conditions

(7.8) u(V) = hg for v € Vy, u(v) =05 for v € V,.
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The solution enjoys analogous estimates as the ones presented in Propo-
sition [{.3

We stress on the fact that the construction of our solution on a junction
in Lemma is based on the well-posedness of the PDE in an interval with
Dirichlet condition at the two end points (see Appendix [B]). It follows that
the proof of Proposition follow same lines as the proof of Lemma [£.2] and
Proposition with minor changes.

The main result of this section is the following

Theorem 7.4. Assume N\ > 0,{Hp}pecr satisfies ((4), {Zr}rpecr satis-

fies (TB), {hv}vev,{Bs}vev, C R are given.

Then, there exists a unique viscosity solution u € C(T') for the general

Kirchhoff problem (LIl) on T'. This solution is Lipschitz continuous in T\
|J B(,6) forall 6 > 0.

VEV,

Proof. We follow here the ideas of Theorem (4] adapted to the general
network setting. The main difference here is to prove the existence of a
family © := {0y }vev, for which the Kirchhoff condition

(7.9) > —0pu“®(¥) =By

Eclnc(v)

holds pointwisely for the solution u®® of (Z.7)-(Z.8).

We set B = maxgey, |By| + 1 and define vg € C2[0,1] such that ¢y(z) =
Yo(1 — ) for all z € [0, 1], non-increasing in [0,1/2], with g(z) = — Bz if
x € [0,1/8] and vy(z) = —3B/16 if = € [1/4,1/2]. Notice this function is
such that [[¢g||c2(0,1] < CoB for some universal constant Cp > 0.

Then, we define the function ¥ € C*(T) by

Up(rp) = aEipo(agle), for xp € Jg, E € E.
Notice that [|[W]|czry < @ 'CoB, where a = mingeg |ag|, and, for each
v € V, we have ¥(v) = 0.

With similar computations as in the proof of Theorem[£.4] we obtain that,
foreach F € E and z € F,

|Hp(z, ¥a(2))] < Cr(1+ CoB),
2Acard(E)2CyB
l—0o ’

eV, (2)| < a 'CoB, €€ (0,1),

Zp¥(z)| <

and, for §* large enough in terms of the above estimates, h = maxyev, |hv|
and A, the function

UH(z)=0"+¥(z), z€T
is a viscosity supersolution of (Z.7)-(7.8)), for all 6 € [—6T,07].
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Now, we enumerate the set of interior vertices, writing V; = {v1,¥2, ..., Vn, }
(assuming for instance that the interior vertices are labelled first in the start-
ing parametrization) and © = (04, ...,0y;), where N; = card(V;) > 1. For
O € [-0F,07)Ni let us® € C%179(I") be the unique solution of (Z.7)-(Z.8)
given by Proposition [Z.3] and define the functions

Oc[-0,0T 1N 5 Fj(0)= > —0pus®(¥;)— By, 1<j<N;
E€lInc(v;)

For © € [-6%,0%]"i, we denote ©7F the vector © where the coordinate
6, is replaced by #7. By comparison (Lemma[B.Jland Remark [B.2)), we have

ue" " < U* onT. Since UH(¥;) =0+ = us®” " (¥5), it follows
E?Eug’@j’+(\_’j) <9Vt (¥;) = ¢(0) = —B, for all E € Inc(¥;),
leading to

Fj(@j’+) = Z —8Eu€’®j'+ (\_/j) — B\-,j Z CaI‘d(InC(\_fj))|B| — B\-,j > 0,
E€Inc(¥y)

for all j and all ©.

Similarly, ¥~ (z) = = — ¥(z) with 6~ = —0T is a viscosity subsolution
for the same problem, from which we conclude that F;(©7~) < 0 for all j
and all ©.

We are in position to apply Poincaré-Miranda theorem (see [30]) to the
family Fj, 1 < j < N;, in [-0F,07]Yi. It yields the existence of ©* €
[—0T, 07N such that F;(©*) =0 for all j.

Then, the Kirchhoff condition (Z9) is satisfied for the solution u“®"
of (Z1)-(Z8)), from which we conclude that u©®" is a solution to (LI with
the vanishing viscosity term. By similar arguments as in the proof of Theo-
rem [£.4] we can send € — 0 in the vanishing viscosity problem and obtain a
solution u € C(I") to (LI]), which is locally Lipschitz continuous in I' \ V.

The proof of uniqueness follows readily the one of Theorem [B.1] since,
arguing by contradiction, we are brought back to the case when a positive
maximum is achieved at a vertex v € V; and we can argue locally as in the
junction case. O

Collecting the results in the paper, we obtain the following well-posedness
for viscous nonlocal Hamilton-Jacobi with Kirchhoff conditions on general
networks. This result has its own interest.

Theorem 7.5. Assume hypotheses of Theorem [7.4) hold, and consider fam-
ilies {fe} per, {LE} EcE Such that

{OSESMEEC(E% VeeE) = VesW) < Culz—yl, zyek,

fE € C(E)
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Then, there exists a viscosity solution u € C(T') to the problem

M — p(2)ugy — Zu(x) + H(z,uy) = f(z), z€l'\V,

EcInc(v)
u(\_/) = hg, vV €V,

which is Lipschitz continuous in a neighborhood of each verter v € V;.

Moreover, if the equation is strictly elliptic (i.e., p > 0 in (B.2])), then
there exists a unique classical solution w € C>1=°(I'), which satisfies the
conditions at the vertices pointwisely.

Proof. The first part of the Theorem is a straightforward adaptation of
Proposition 3] and Theorem 4] to the case of general networks. The only
difference is that we argue on (A1) by replacing the diffusion —eugy ., by
—(e + pE)Uzpzy in the edges E, E € E.

When the equation is strictly elliptic, the existence of a C%1~7(I") solution
is directly given by Propositiond.3land Steps 1-2 of the proof of Theorem [.4]
arguing directly on the PDE in (7.I0) without adding € to the diffusion.

The proof of the uniqueness of the classical solution is an easy adaptation
of 2 Lemma 3.6] or [20]. We provide it to be self-contained.

Consider two solutions u,v € C?1~9(T") of (ZI0). Assume by contradic-
tion that ¢ := maxpru —v > 0.

If the maximum is achieved inside a branch at zy € E\V, then we perform
a classical proof of the maximum principle. More precisely, the PDE in ([T.10])
holds pointwisely both for v and v at x¢. Using that (u — v)(xzg) = 6 > 0,
Uy (20) = v2(x0), Ugz(o) < Viz(2o) and Zu(zg) < Zwv(xg), by subtracting
the inequality, we reach a contradiction.

It follows that the maximum is necessarily achieved at a vertex. Since
the Dirichlet condition holds pointwisely, g cannot be a boundary vertex,
thus zg € V;.

By maximality, we have (u — v)(z) < (u — v)(x¢) for all z € I'. Hence,
Opu(xg) < Opv(zg) for all E € Inc(xg). From the Kirchhoff conditions at
20, We get D perne(ay) (OBU(T0) — Opu(zo)) = 0. We finally obtain

(7.11) Opu(xg) = Ogv(zg) for all E € Inc(xp).
Let E € Inc(xg) and x € E. Writing the PDEs at x for v and v, we infer

1() (Ugz (7) — Voo (2))
= Mu—v)(z) — Zgu(z) + Zgv(x) + Hg(x,uy(x)) — Hg(x, vy (x)).

Sending x — xp, we have A\(u — v)(xz) = X0 > 0, —Zpu(x) + Zgv(xz) —
—Zgu(xo) + Zpv(zg) > 0 by Lemma and maximality of z(, and

Hg(x,u,(z)) — Hg(x,v:(z)) — 0
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since
lm  ug(z) = ug,(r0) = ig(xo)dpu(xg)
r—x0,€EE
= ip(x0)0pv(z0) = vzp(xo) = ﬁlimeva(az)
T—T0,T

by (73]) and (T.I1)). We finally obtain that p(zo)(ts gz (€0) —Vzgay(€0)) > 0
with uy, (20) = vz, (20). Therefore, the function u—w is strictly convex in a
neighborhood of zg in the edge F, with a minimum at x(, which contradicts
the fact that zg is a maximum of v — v. This ends the proof. O

8. ON FLUX LIMITED SOLUTIONS.

We want to make the link between the solutions of the Kirchhoff prob-
lem (2.12)-2I3]) and flux limited solutions introduced in |27, 32, 11]. For
the sake of simplicity of notations, we come back to the simpler case of a
junction, see Section [2 for the setting and Section [] for the definition of
viscosity solutions.

We start by giving a precise definition of flux limited solutions in our
context.

At first, we need to add an extra assumption on H. In [27], they assume
quasiconvexity, namely that all H;(x,-) are nonincreasing on some interval
(—o0,p?(x)] and then nondecreasing on [p?(x),+oc). Here, to simplify the
presentation, we follow the assumptions of [32]. Throughout this section,
we assume

(1) H satisfies (Z0])
(8.1) (ii) Forall1<i< N,z € E;, pc€ R+ Hi(z,p) is convex
with a unique minimum p?(x).

Under this assumption, we can define the nondecreasing and nonincreasing
parts of H;, respectively, by

_ Hi(z,p0(z)) if p < pY(z),

®.2) H (@.p) = { Hi(z,p) if p > pd(2),
H;(z,p) if p < pY(),

®.3) H (@) = { Hy(w,0(2)) i p > p0(2).

Notice that
(8.4) Hi(z,p) = max{H; (z,p), H;' (x,p)}.

Following the notations (3.I) and (3.3) and recalling the definition of F
introduced in [B.2)), for every u € SC(I'), ¢ € CY(T), § € (0,1), € E; and
p € R, we denote
(8:5) G (u, 0, p, %) = Mu(w) — T[B§(«)|u(x) — T[Bs(2)lo () + Hf (x,p),

)
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and, for u € F,,
(8.6) Gf(u,p,z):= lgﬁ]l ch’é(u, ¢, 0, ) = Mu(z) — Lu(x) + HE (z,p).

As for ([B.3)), this latter quantity is well-defined in [—o0, +00] and does
not depend on the function ¢ chosen for computing the limit. When we
can touch an USC function from above or a LSC function from below, we
have more precise estimates, see Lemma When u is Holder continuous,
Ziu(z) is well-defined in R (see Lemma[33) and so G5 (u, p, x).

Next we introduce the so-called flux limiter. Here we follow the approach
presented in [I1], Section 16.4] but, due to the nonlocal nature of our problem,
the definition is more involved.

Definition 8.1 (Flux limiter). Let B € R be given. For every u € SC(I),
p € CYT) and § € (0,1),
N

_ . .y
FL ’é(u, 0, 0) = plpI};ljll)I];l]GRmaX{ 12%}1(\/ G, " (u, ©, i, O), ZZ; —p; — B}.

For uw € Fo, the flux limiter operator is defined by

N
FL™ (u,0) = p17-1-1-f71;1)geR max{ 121%}](\[ G; (u,ps,0), ; —pi — B} € [—o0, +0].
These definitions make sense. Indeed, Zjvzl —pj — B — —o00 whereas,

when they are finite, Gi_’é(u, ©,pi,0),G; (u,p;,0) = +oo as p; — +0o0,
thus the minima are well-defined. See the related [II, Lemma 5.3.1] for
details.

We are now in position to define the viscosity flux limited (FL) solutions.

Definition 8.2. We say that w € USC(T') is a viscosity FL subsolution to
problem 212)-2I4) if, for each function ¢ € CY(T') such that u — ¢ has a
local mazimum at x € ', for each 6 > 0, we have

G2 (u, @, 0 (x),) <0 if x€ B

+,0 -5 <0 if o—
mas { max G (u,0,02,(0).0), FL™(u,,0)} <0 i ©=0,

min { G (u, ¢, ¢z, (2),2), u(@) —hi} <O if z=";.

We say that u € LSC(T") is a viscosity FL supersolution to problem (2.12)-
(&I4) if, for each function ¢ € CY(T') such that u — ¢ has a local minimum
at x € I', for each § > 0, we have

G2 (u, @, 0 (x),) >0 if x€ K

+,0 -0 . _
max{lglizg](v(}i (u, @, ¢z,(0),0), FL (u,cp,O)} >0 if =0,

HlaX{G?(’LL, 12 Cpmi(x)v$)7 ’LL(QL‘) - hl} >0 Zf T =V
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A wviscosity solution is a continuous function on I" which is simultaneously
a viscosity sub and supersolution in the sense above.

We give an equivalent definition for the FL solutions. We concentrate in
the case of a junction point, the other cases being similar.

Proposition 8.3. An u € USC(T") (resp. LSC(T")) is a viscosity FL sub-
solution (resp. supersolution) to problem (212)-2I4) if and only if the
viscosity inequality at x = O 1is replaced with

(8.7) max{lglizgjcv G} (u,p;, 0), FL™ (u, O)} <0 (resp. >0),

for every p = (p1,-++ ,pn) € Diu(O) (resp. p € Dru(O)).

Proof. We focus on the proof for subsolutions. Let p € D 'u(O). There
exists ¢ € CYT) such that O is a local maximum point of u — ¢, and
¢z, (0) = p; for each i.

Since u is a subsolution in the sense of Definition 8.2, we have for all § > 0
small enough that

G;r’5(ua @, pi,0) <0, for all 4,
and
(8.8) FL™%(u,,0) < 0.

From the first set of inequalities and Lemma [B2] we infer Zu(O) =
lims_,0 Z;[Bs(O)¢Ju(O) € R for all i, and taking limit as 6 — 0 we arrive
at

G (u,pi,0) <0, for all i.

On the other hand, from (88) and the definition of FL™(u,,0), we
see that for all § > 0, there exists q@° € RV such that

max{ max {G (u, gp,ql, Z qZ } <

1<i<N

Using that H; (O,p) — 400 as p — +00, and since we already know that
Z;u(O) is finite, we infer that there exists C' > 0 not depending on ¢ such that
qf < C for all 7 and all 4§ small. Using this and the fact that Zfil —q? < B,
we conclude that, enlarging C' if necessary, we have |q§5| < C for all ¢ and §
small. Thus, for each %, there exists ¢; € R such that, taking subsequences,
we have ¢ — §; as § — 0. Taking limit as § — 0, we arrive at FL™(u,0) <
0, which concludes this case.

Now we deal with the converse. Assume u is a subsolution in the sense
of 87). Let ¢ € CY(T) be a test function such that u — ¢ has a local
maximum at O. Then, p € RY such that p; = ¢,,(0), 1 <i < N, belongs
to Dfu(O). By (81), we have

(8.9) G (u,pi,0)<0for1<i<N and FL (u,0)<0
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Since wu is touched from above, we have Z;u(O) € [—o0,+00) by Lemma [3.2]
and thus, the above inequalities imply that Z;u(O) € R.
Using that u — ¢ has a local maximum at O, we readily have
Ziu(0) =L[B5(0)]u(0) 4 Li[B5(0)]u(O)
<T;[B5(0)]u(0) + L;[Bs(0)]¢(0),
and using these inequalities into (89]) we conclude the viscosity inequality
for subsolutions in the sense of Definition
For supersolution, the proof is similar to the one above complemented
with Lemma for functions touched from below by C' functions. The

arguments are slightly simpler since we require that only one expression
inside the maximum is nonnegative to get the viscosity inequality. U

8.1. Kirchhoff solutions are flux limiter solutions.

Theorem 8.4. For any B € R, a viscosity subsolution (resp. supersolution)
to the Kirchhoff problem (ZI12)-@214)-@213) is a viscosity FL subsolution
(resp. supersolution) for the flux limiter introduced in Definition [81.

Proof. The only difference in Definitions B.1] and is at the junction
point O.

1.- Subsolution case. In this case we can assume that w is Lipschitz contin-
uous at the junction, see Lemma
Let p= (p1, - ,pN) € fou(O). We want to prove that

masx { max G (u,pi, 0), FL™ (u,0) } <0.

We start by proving that for all ¢, we have Gj(u,pi,O) < 0. Since
p € D{u(0), there exists ¢ € C*(T') such that O is a strict maximum point
of u— ¢ and ¢, (O) = p;. Using that O is a strict maximum point of u — ¢,
for all € € (0,1) small enough, we have that for all 4, the function

x; = ui(x;) — (wilz;) + exi_ﬁ), x; € Jy,
attains its maximum at some point z. € .J;, and this point is such that
e — 07, and u;(ze) — pi(ze) = u(0O) — ¢(O) as € — 0. Hence, we can use

the viscosity inequality for subsolutions on .J;, and since u is Lipschitz, from
Lemma [3.3] we have

Gi(u,pi — Bex "~ yi(x)) < 0.
From (84)), it follows
G (u,pi — Bex 7" () <0,
and since p Gj(u, p,x) is nonincreasing, we arrive at
G;”(u,pi,%(:ne)) <0.

Taking the limit e — 0, by continuity of the map z — G (u,p,z) (see
Lemma [2.2]), we conclude the asserted inequality.
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Thus, it remains to prove that F'L~(u,0) < 0. For this, a simple gener-
alization of [I1, Lemma 5.3.1] implies the existence of a (p1,...,pn) € RY
such that, for all ¢ we have

N
(8.10) FL™(u,0) = Gy (u,p;,0) =Y _ —p; — B.
i=1
Now, for each € € (0,1), consider the function ¢» € CY(T') given by
Yi(z;) = piri + e 12?, 1 < i < N. By boundedness of u, for all ¢ small
enough we have the existence of a maximum point z. € I' to u — 1 such that
e — 0O as € — 0.
If there is a subsequence € — 0 such that x. € E; for some i, then by the

viscosity inequality inside the edge we have
Gi(u,p; + 2 Lz, ) <0,

which implies, thanks to (84]),

G (u, ps + 2¢ e, ) <0,

)

and, since p — G, (u,p,x) is nondecreasing, we obtain

G-_(U,ﬁi, ‘TE) S 0.

)

Sending € — 0 and using (8.10]), we arrive at
FL™ (u,0) =G} (u,p;, 0) <0.

7

If z. = O for all €, writing the subsolution inequality at z. = O in
Lemmal[3.3] we obtain that, either G;(u, p;, O) < 0 for some i, or Ejvzl —pj—
B < 0. In both cases, using (84]) and ([8I0), we obtain FL™(u,0) < 0,
which concludes the proof of the subsolution case.

2.- Supersolution case. Here we cannot assume w is Lipschitz continuous.
Thanks to Proposition[8.3] it is enough to prove that, for allp = (p1,--- ,pn) €
Dy u(0), we have

+ ; - >
(8.11) max{lgli?]cv G/ (u,p;,0),FL™ (u,0)} >0,
If Dpu(O) = 0 or FL™(u,0) > 0, then we are done. Therefore, in the
rest of the proof, we assume that Du(O) # 0 (and a fortiori D}r_ui(O) #0
for all 7) and

(8.12) FL™(u,0) < 0.

From the fact that the subdifferential is non empty, we can deduce two
things.

At first, from Lemma B2 —Z;u(O), hence G;(u,p;,O) and Gii(u,pi, 0),
is in [—00,00) for all i. We define the subset A of “active indices” i, for
which they are finite.
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Secondly, from [I1, Proposition 2.5.4], the set D},ui(O) is a nonempty
interval, either D7 u;(0) = R, or p, = liminf, o+ M is finite and
D3 ui(0) = (~00, ).

Now, we divide the proof in two cases showing that the first one yields (811])
as desired, whereas the second one leads to a contradiction.

Case 1. There exists i such that, for all p € D}_ui(O), Gi(u,p,0) > 0. In
this case, we have that i € A.

If p(0) € D u;(0) (see (8.1)), then Gi(u,p?(0),0) = G (u,p?(0),0) >
0. Since G; (u,p?(0),0) = minyer G; (u,p,0), we conclude that (BII)
holds true.

If p2(0) ¢ D7 u;(0), then p)(0) > p, € D3 u;(0), thus Gj(u,p,,0) =
Gj(u,gi,O) > 0. Using that H; (O,-) is nonincreasing, we obtain that
G (u,p,0) >0 for all p € D}iui(O), and (8.I1)) also holds true. The proof
is done in this case.

Case 2. For all i, there exists p; € D5 u;(O) such that
(8.13) Gi(u,p;,0) <O0.

We claim that, in this case, all indices i are active. To prove the claim,
let us fix p = (p1,--- ,pn) € Dpu(O) such that the inequalities (8.13]) hold.

At first, if there exists ig such that G, (u,pi,,O) = —o0, ie., iy € A,
and D}Z_O u;,(0) = R then we can increase p;, in order that we still have
Gi, (u, piy, O) = —oo and moreover the Kirchhoff condition is negative, i.e.,
Eij\;l —p; — B < 0. Putting this together with (8I3]), we obtain that u
cannot be a Kirchhoff subsolution at O, which is a contradiction.

Secondly, if there exists i such that G, (u, p;,, O) = —oo and D}Z_O u;, (0) =
(—o0, Bio]’ then we also reach a contradiction since, by Lemma [5.3] we should
have G, (u, pi,, O) > 0.

Therefore, all the indices are active. Taking into account (8I12]), from
Definition 8] of the flux limiter and [11l Lemma 5.3.1], we infer the existence
of p= (p1, -+ ,pn) € RY such that

N
(8.14) FL™ (u,0) =G; (u,p;,0) = Z —pi —B <0 for all 7.
i=1

From ([84) and ®8I3), G (u,p;, O) < 0 for all 4. Since p; < p, and p —
H(O,p) is nonincreasing, we get Gj(u,]_oi,O) < 0. Since Gi(u,gi,O) >0
from Lemma [5.3] necessarily

G; (u,p,;,0) >0 for all 4.

7

Using that G} (u,p;,0) < 0 and p — H; (O,p) is nondecreasing, we infer
that p, isin the increasing part of H, , and therefore p; < P, It follows that
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we can find pj € (p;,p ) thus p; € D> ul(O), such that p} is in the increasing
part of H; and
(8.15) Gi(u,p;,0) =G; (u,p;,0) <0 for all 7.

At the end, we have constructed p* = (p},--- ,p}) € Dpu(O) such that
G; (u,p;,0) <0 for all i. In addition, since p; > p;, (814]) implies

N N
(8.16) > —p;—-B<Y —pi—B<0.
i=1 i=1
Finally, (8I5) and(8I6) contradict the fact that u is a Kirchhoff super-
solution at O. This concludes the proof. O

8.2. Flux limiter solutions are Kirchhoff solutions.

Theorem 8.5. For any B € R, a viscosity FL subsolution (resp. super-
solution) is a wviscosity subsolution (resp. supersolution) to the Kirchhoff

problem (Z12)-2.14)-213).
Proof. We again concentrate on the junction point O.

1.- Subsolution case. Let p = (p1,--- ,pn) € Dfu(O). We want to prove
that
N
(8.17) mln{lglgnN Gi(u,pi, O), 2; —pi — B} <0,
1=
knowing that

maX{lga}](VG (’LL,pZ',O),FL_(’LL, 0)} <0.

In particular, taking into account Lemma [3:2] all the nonlocal terms are
finite.

Assume that Zfil —p; > B. The flux limited condition F'L™(u,0) <0
together with [I1, Lemma 5.3.1] implies the existence of (py,--- ,pxn) such
that

FL™(u,0) = Gy (u,p;,0) = —p; —B <0 foralli.
(2
In particular, we have ), —p; > Y. —p;, from which there exists an index
ip such that p;, < pj,. Since p — H; (O,p) is nondecreasing, we have that
G, (u, piy, O) < 0. The inequality for the FL subsolution also provides the
inequality G o (u,piy, O) < 0. Finally, we obtain G;,(u, pi,, O) < 0, from
which we conclude that (8I7) holds.

2.- Supersolution case. Let p = (p1,--- ,pN) € Dfiu(O). We want to prove
that

>
max{ mzix Gi(u,p;, O Z —p;i — B} >0,
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knowing hat

The above inequality means that, either there exists an index ¢ such that
G (u,pi, 0) >0,

or FL™(u,0) > 0. In the first case, we get the conclusion since G; > G-
In the second case, [I1, Lemma 5.3.1] implies the existence of (p1,--- ,pn)
such that

FL™(u,0) = Gj (u,p;,0) = —pi—B >0 for all i.
If ZZ]\L 1 —Pi < B, then, as before, there exists ig such that p;, < p;,, from
which
0 S G;) (u7ﬁio7 O) S G;) (u7pi07 O) S Gi() (uupi()a 0)7
and the result follows. O

APPENDIX A. PROOF OF LEMMA 2.2

This subsection is completely devoted to the proof of Lemma
Let z,y € E;. We have that

N
Ziu(x) — Ziu(y) = Zl}ju(w) — Ziju(y).
j=1

In what follows, we identify z,y,2 € E; and x;,9;, 2 € [0,a;]. Assume
x < y. Then, we see that

—T

Ziu(z) — Ziyu(y) = — / [wi(z + 2) — ui(z)|vi(z, |2])dz
~y

n /ai_y[ui(a: +2) — ui(2)]vii(, |2])dz

—T

_ / "y + 2) — w )iy, 2]z

+ / iy + 2) — i ()]s (v, |2])d2
a;—yY
=L+ I+ 15+ 1.

The terms I; and 14 can be estimated similarly. For the first term, using
the Holder continuity of u; and the inequality

y* =2 < (y—2)* for0<z<yandac|01],
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we have

—T

—/ [ui(x + 2) — ui(2)|vi(x, |2])dz SA[U@]CO,«/(L)/ |z 170dz
—y —y
A —o
Sy — [uooamle =y

We obtain the same estimate for I,.
Next, we estimate

I, + I3 :/ai—y[ui(x + 2) — wi ()| (vii (z, [2]) — vii(y, |2]))dz

- /_ el 4+ 2) ) — (il + ) — w )iy, 2D dz
=: I5 + I6-

For I5, using Holder estimates of u; and the Lipschitz assumption on v, we
see that

Iy < 2z~ ylluloo sy |

—x

a;—

Y
|71 77dz < CAllullcn |z — 9,

where C > 0 is a constant just depending on o,~ and a;.

For Is, we write [—z, a;—y] = AUB with A = [—z, a;—y|N[—|z—y/|, |z —y]]
and B = [—z,a; — y] \ A. We take profit of the Holder regularity of u, that
is,

(A1)
wile + 2) — wa(w) — (wi(y + 2) — wi(y)) < 2uleon |7 for z € 4,
uile + 2) — wa(w) — (uily + 2) — wi(y)) < 2Auleoyle —y|" for 2 € B,

to obtain, thanks to the assumptions on v,

I §2A[“]OOW(F></ |21z o+ |z — y\”/ 2|17 dz)
A B
SCA[u]con e —y["™7,

for some C' > 0 just depending on o, and a;.
Since the argument are symmetric in x and y, we conclude that

|Zizu(x) — Ziu(y)| < CAlulcoq |z —y[7™7.
For j # i, since for z,y € E; and z € E;, we have p(z,z) = z; + zj,
p(y, z) = y; + z;, by definition we obtain
a;+x;

(A.2) Ziju(z) — Liju(y) = / [uj (25 — @) — i) |vig (w4, 25)dz;

T

a;+y;
- / [ (25 — i) — wilya)vig (yis )z
Yi
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and from here we follow the same estimates as above, noticing that now,
thanks to (2.4) and (23], the estimate (AJ]) reads
wi(zj — i) — wiwi) = (wi(zj — yi) — wiys)) < 22 ulgo |z for 2 € A.
O

APPENDIX B. WELL-POSEDNESS FOR CENSORED PROBLEMS

We prove here the comparison principle for the Dirichlet problem
A — 11 () Uy, — Ziw + Hi(z,ug,) = fi(x) on E;,1 <i <N,
(B.1) u(0) =46,
ui(a;) = h;;, 1<i<N,
on a junction I' when the sub and supersolution are ordered at the vertices.

The PDE (B is a little more general than (AI]). We will assume that
the datas satisfy (ZI5]) and, in addition, for all 1 < i < N,

(B2) 0<p<p€CW), [Vui(r) =iyl < Culz —yl, z,ye
. fi € C(Jy).

Lemma B.1. Assume T is a junction with N > 1 edges. Assume that (2.15])
and (B2) hold and € R. Let u € USC(T') be a viscosity subsolution
and v € LSC(T') be a viscosity supersolution of (B such that u < v on
V = {Vi}1<i<n U{O}. Then u <wv onT.

Remark B.2. For the sake of notations, we present the proof in the case
of a junction. But it applies readily to the case of a general network (up to
use the tedious notations of Section [7). Indeed, since u < v at the vertices,
a positive maximum of u — v cannot be achieved at the vertices and we
can localize the following proof by contradiction inside one particular edge.
Moreover, all the nonlocal estimates are done edge by edge, and do not
depend on the special structure of the network.

Proof. By contradiction, we assume
M = mf}x{u —v} > 0.

Then, doubling variables, by standard arguments in the viscosity solu-
tion’s theory, we have the function

®(z,y) = u(z) —v(y) — a *p(x,y)?, z,yel,
attains its maximum at some point (Z, ) (which depends upon «) such that
(B.3) o 2p(z,5)% =0, u(@) —v(j) = M, asa—0.

In particular, up to subsequences (not relabeled), we have z,5 — & € T'
as o — 0. Since (z,y) — u(z) —v(y) is upper semi continuous on I x I and
u—v < 0 on the vertices V, there exists 6y > 0 such that p(z, V), p(y, V) >
0o for all a small enough. Thus, without loss of generality we may assume
that z,y € E; for some fixed index i, for all a small.
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N0W7 denOting ¢($7y) = OZ_2|3§‘—y|2 andﬁ = qub(jvg) = —qub(f,g), we
use [14, Corollary 1] to infer the existence of g > 0 such that, for all ¢ < g,
there exists X,,Y, € R such that, for all 6 > 0 small enough, we have the
viscosity inequalities

Au(Z) — ()X, — Ti[Bs(2)](-, 9)(Z) — T;[B5(2)]u(Z) + Hi(Z, p)
< fil@) + a0,(1),
Mo() — pi(9)Y, + Ti[Bs () ¢(Z, ) (§) — Li[Bs(@)]v(y) + Hi(y, p)

where X,,Y, are such that

X 0 9 _
[ v ] < D2, 6(7,9) + 0g(1),

and where 0,(1) — 0 as ¢ — 0 uniformly with respect to the other parame-
ters. Taking into account (B.2)) for a; and following the classical arguments
in [21] on the matrix inequality above, we see that

1i(2) Xy = 11i(§)Y, < 3Cha2p(Z,5) + 04(1) < 0a(1) + 0o(1)
for all o.
On the other hand, by the assumptions (2.8]), (B.2) on H;, f;, and the
asymptotic properties of the maximum point (Z,7), we have
—Hi(z,p) + Hi(y,p) + [i(2) — fi(y) < 0a(1).
To estimate the nonlocal terms, we first assume 0 < § < dy/2, from which

Bs(z), Bs(y) C Ej; for all o small. Using the smoothness of ¢ and ([2.7), We
have

IZi[Bs] 6 (-, 9)(2)|, | Zi[ Bs]o(z, ) (5)] < CAa™26'77,
for some C' > 0 just depending on o.

Subtracting the viscosity inequalities and using the above estimates, we
arrive at

(B.4) AM — o205 77) — 0a(1) — a"20,(1) < I,
where we have denoted
I:=L;|B5(2)]u(z) — L[B5(9)]v(¥).

It remains to estimate this term. If £ = § along a subsequence o« — 0, we
have

I :Z/_[uj(z) —vj(2) = (wi(Z) —vi(2))|vi(Z, p(Z, 2))dz

+ /Ji\Bé(x) [ui(2) — vi(2) — (us(Z) — vi(2)|vii (%, |Z — 2|)dz.

Since ®(z,z) > ®(z,z) for all z € ', we obtain that I < 0. Replacing it
into (B.4) and sending o — 0,5 — 0 and o — 0, we arrive at a contradiction
with the fact that M > 0.
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In the case Z # g, we divide the analysis depending on which edge we
integrate.
For j # i, following (A.2)), we write

a;+T
IZ] ( ) Iz]?)( ) [ [Uj(Z — f) — ui(i')]Vij(i',Z)dZ
aj+y
B / [vi(z = ¥) — vi(@)]vi; (¥, 2)dz.

Without loss of generality, we can assume Z < . As we already mentioned,
there exists §y > 0 such that 6y < Z for all @. Hence, by the boundedness
of u, v, we have

[ 156~ 2) — ws@ly (2,202 < CA o7l = 51 = 0a(),

(B.5)

a;j+y
[ i = 0) = w@lso, 21| < OAlle; Lo~ 51 = 0a1),
aj—i-f

since |z —y| — 0 as a — 0. It follows
a;+T
Lyu(o) - Tjole) = [ fusle = )~ 030z~ ) = (us(a) = (), 2)d
7

a]—l-m
" / (032 — ) — vi(@)) (5 (F: 2) — vi3 (5> 2))dz + 0a(1).

Y

Using that (Z,y) is maximum point of ®, we see that

aj—i-w
Tiju(®) — Tijo(7) < / [0z — §) — (@) (55 &> 2) — 133 (@, 2))dz + 0a(1),
Y

and by the continuity assumption on the kernels and the fact that we are
integrating away the origin, we conclude that

Ziju(T) = Ziju(y) < CA|[vlloo|Z = §] + 0a(1) = 0a(1).

In order to estimate the same term for j = ¢, we need to be careful since
we require an estimate independent of §. Recalling § < dy/2, we can write

Lii[ B§(7)|u() — Zii[B§(y)]v (1)
/—m /al_w> ui(Z + z) — ui(Z))vii (T, 2)dz

</ /al > vi(y + 2) — vi(Z))vii (¥, 2)dz.

(]

X
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We then perform the same measure decomposition as in [12]. For ¢ > 0, we
consider the kernels

;i (t) = min{v (Z,t), (g, t) },
vii (t) =v (@, t) — vii(t),
vy () =vii(t) — via(9, 1),
from which, assuming without loss of generality Z < %, denoting A =
(—%,—d) U (0,a; — §), and using similar estimates as in (B.E), we have

T BS(@)u(®@) — Ta BL@)o(@)
—oal(1) + /A (& + ) — 0§+ 2) — (s(T) — (@) Fas(2)dz
" /A [ + 2) — wi (D)7 (2)dz — / [0i(G + 2) — (@) (2)de.

A

Using that 7;; is nonnegative and the fact that (Z,y) is maximum point of
P, we get

Z;i[B5(%)|u(Z) — Zii[B5 (9)]v(9)
<o0a(1) + /A[Ui(l’ + 2) — ui(z)|v;f (2)dz — /A[Ui(y + 2) —vi(9)]vy; (2)dz
::Oa(l) + 1) + L.

The estimates of I; and Iy are similar, thus we concentrate on I;. Taking
0 < < min{|Z — g|, do/2}, we use the fact that, by maximality of (z,y) the
following inequality holds

ui(Z +2) —ui(z) < o 22z = gll2| + [2]7), z€AC(-Z,a;—2).
Denote Ay = {z € A : |2| < |z — 9|} and Ay = A\ A;. Since v is

i
nonnegative, we can write

I gﬂ/A [2|f—g||z|+|z|2]y;(z)dz+2||u||oo/ v (2)dz.
1

2

At this point, we notice that by the assumptions (Z7) on v we have
Vi (2) < Az —gl[z[~ 0+,
from which we conclude that
L<Aa?z—gP 721 = 0) 7 + (2 - 0)7!) + 400 Hulloo|T — g7

Thus, in view of (B.3)), we obtain I; < 04(1), and similarly, I < 0,(1).
Putting these estimates into (B.4) yields

AM — a™26177 — 0,(1) — a™20,(1) < 0.

Letting o — 0,0 — 0 and finally o« — 0, we reach a contradiction. This
concludes the result. O
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Theorem B.3. AssumeT is a junction with N > 1 edges. Assume that (215
and (B.2) hold with pn > 0, and 6 € R. Then, there exists a unique continu-
ous viscosity solution u € C(T') to the problem (B.I) satisfying the Dirichlet
boundary conditions pointwisely.

Proof. From Lemma [4.1] there exist continuous sub- and supersolution ),
Y to (B.J) satisfying the boundary condition pointwisely (the adaptation of
Lemma [Tl to (B.I)) when the equation is strictly elliptic is straightforward).
By Perron’s method, we infer the existence of a (possibly discontinuous)
viscosity solution u to (B.) satisfying v~ < u < 9" on I'. Applying

Lemma [B.Il with the subsolution u* and the supersolution u, satisfying

u* = uy on V, we conclude that u* < u,. Thus u is a continuous viscosity

solution to (B.]), which is unique, thanks again to Lemma [B.1] O
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