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ABSTRACT
NATO AVT-RTG-349 was dedicated to the validation of computational fluid dynamics
(CFD) methods based on the Reynolds-Averaged Navier-Stokes (RANS) equations and
statistical turbulence models for non-equilibrium turbulent-boundary-layer flows at high
Reynolds numbers. This paper describes and discusses the errors and uncertainties arising
in the comparison of RANS simulation results with experimental data from wind-tunnel
experiments. These errors and uncertainties are associated with the CFD grid and the
discretization, the physical modelling, the measurement accuracy, and the differences in
the flow conditions between the experimental facility and the computational set-up. The
results show the need for a grid-convergence study using systematically-refined families
of CFD grids. The two major sources of errors are the RANS turbulence model and the
uncertainty originating from the differences between the computational set-up and the
wind-tunnel. Then two possible paths for future research are described: future CFD mesh
generation, and future validation experiments at high Reynolds numbers.
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1. INTRODUCTION

This paper is one in a special edition dedicated to the efforts, findings, and conclusions of the research tech-
nology group (RTG) 349 ‘Non-Equilibrium Turbulent Boundary Layers in High Reynolds Number Flow at
Incompressible Conditions’ of NATO Advanced Vehicle Technology (NATO AVT-RTG-349). The present
paper reports a subset of the AVT-349work, and concerns the role of the computational fluid dynamics (CFD)
grid and the experiences gained in a collaborative CFD study using a given set of grids. The present work is
dedicated to the validation of statistical turbulence models based on the Reynolds-averaged Navier-Stokes
(RANS) equations for non-equilibrium turbulent-boundary-layer flows. It was found early during AVT-349,
that the uncertainties due to the CFD grid (resulting in the numerical discretisation error, but also related
to the different specific CFD solvers used and iterative convergence error) need to be compared with the
other uncertainties arising in the assessment of the CFD results with the experimental data for a wind-tunnel
experiment. The uncertainties arise from the (mathematical/physical) model error due to the use of the RANS
equations and a specific version of a RANS turbulence model, from the measurement accuracy, the methods
used for special post-processing of the results to determine quantities of interest (QoIs), and the uncertainty
of the computational set-up (associated with the so-called input uncertainty due to the boundary conditions
used in the CFD simulations versus the actual inflow and outflow conditions in the wind-tunnel test section
and the fluid properties (see also [1, 2])). An additional question can arise due to the extrapolation from
model-scale to full-scale Reynolds number, as there is often little or no experimental data at full scale to
estimate model errors.

The predictive accuracy of RANS turbulence models has reached maturity as an industrial design tool
for many applications and flow situations. This is fundamentally supported by the validation for turbulent-
boundary-layer flows near equilibrium and in small to moderate pressure gradients without flow separation.
Much less is known for non-equilibrium flows, subjected to streamwise-changing, possibly strong pressure
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Figure 1. Left: Virginia Tech 2D smooth wall flow (2D VT) (from [11]; reprinted by permission of the American Institute of
Aeronautics and Astronautics, Inc.). Right: DLR/UniBw 2D smooth wall flow (reprinted with permission from [16]).

gradients. The term non-equilibrium is used here loosely to mean rapid changes of the flow in the streamwise
(and, in 3D flow, in lateral) direction relative to the boundary-layer thickness. For more details see [3] in
this special issue. The aim to assess the error of RANS turbulence models for such flows leads to the need to
describe the different uncertainties associated with the simulations.

In the present work, the simulations used popular RANS models, which were found to be quite successful
in industrial CFD predictions for air and sea vehicles. This paper benchmarks on tried and trusted models.
Newmodels weremainly left out for grid analysis and are discussed separately in [4, 5].Most simulations used
the standard models SA by Spalart and Allmaras [6] and SST [7], which are based on the turbulent-viscosity
hypothesis, and the differential Reynolds stress model SSG/LRR-ω by Eisfeld et al. [8]. For selected cases, the
SAmodel with rotation/curvature correction (RC) [9] and with quadratic constitutive relation (QCR) [10] to
account for corner flow separation in junctions was used.

The idea of the present paper is to focus on four generic benchmark test cases, which were studied in the
most detail during AVT-349. This gives a snapshot of recent activities to illustrate the status and culture of
uncertainty quantification for the CFD grid (and the discretisation error) and for the RANS turbulencemodel
compared to other uncertainties, showing what can be achieved and what is still missing. Two representative
(nominally) two-dimensional non-equilibrium turbulent-boundary layer (TBL) flows are chosen, along with
two three-dimensional test-cases:

(1) Virginia Tech 2D smooth-wall flow (2D VT);
(2) DLR/UniBw 2D smooth-wall flow (2D DLR/UniBw);
(3) BeVERLI Hill flow (Virginia Tech/SINTEF Ocean/UTIAS);
(4) Princeton Body of Revolution (BoR).

The 2D flows are sketched in Figure 1: (1) the 2D TBL flow by Virginia Tech (2D VT, [11]) with a
parametrised mild pressure gradient (PG) with mild streamwise changes in the PG, and (2) the 2D TBL by
DLR/UniBw (see [12]) in a strong adverse pressure gradient (APG) with moderate streamwise changes of the
PG and involving mild convex streamwise surface curvature. More details about the 2D test cases are given
in [4] in this special issue. The 3D flows are shown in Figure 2: (3) the BeVERLI Hill flow by Virginia Tech
(see [13]) involving a streamwise changing PG, streamwise and lateral convex and concave surface curvature,
separation and reattachment. The BeVERLI Hill flow was studied experimentally at Virginia Tech, SINTEF
Ocean in Norway and at the University of Toronto Institute for Aerospace Studies (UTIAS). Case (4) is an
internal flow around a Body of Revolution (BoR) placed into a fully developed turbulent pipe flow (see [14])
with streamwise changing PGs from a favourable pressure gradient (FPG) to a zero pressure gradient (ZPG)
recovery region and then into an APG, and with streamwise and lateral convex curvature (see [15]). More
details about the 3D test cases can be found in [5] in this special issue.

These flows contain characteristic building-block flow situations relevant for transport aircraft (civil trans-
port aircraft, aerial refueling aircraft, military transport aircraft) and submarines. For the flow in the rear part
of swept wings of such aircraft and towards the stern of the hull of submarines, the boundary layers are sub-
jected to strong APGs and effects of convex curvature (streamwise and, in case of a submarine, also lateral) as
well as non-equilibrium effects.

The aim of this work is to illustrate the status of validation culture, to infer conclusions from these four
cases on the CFD-grid uncertainties in ratio to the other sources of uncertainties, and to extrapolate the find-
ings to 3D complex configurations. From the findings and conclusions, possible paths for future research are
developed. For a comprehensive overview on the verification and validation in CFD, the reader is referred



JOURNAL OF TURBULENCE 3

Figure 2. Left: 3D BeVERLI Hill flow (from [17]; reprinted by permission of the American Institute of Aeronautics and
Astronautics, Inc.). Right: Body-of-Revolution in turbulent flow.

to [1, 2, 18–22]. A detailed list of assessment criteria for CFD model validation experiments was suggested
by Oberkampf and Smith [23]. This list was used for a thorough evaluation of the BeVERLI Hill flow in [13]
as well as for the NASA Juncture Flow Experiment [24], describing the efforts to achieve a CFD-validation
experiment of highest quality. Topics not considered in this work are the need for CFD code verification
(see the NASA turbulence-modelling resource page and [22]), higher-order (HO) discretisation schemes
(and the implications for CFD grids for HO method), special grid requirements for surface-roughness mod-
els, and methods for uncertainty quantification for CFD. Validation aims at estimating the modeling error,
which means the difference between the mathematical/computational model and the truth (physical reality),
which can be approximated in an experimental facility, or by a direct numerical simulation (DNS) or a highly
resolved large-eddy simulation (LES). As high Reynolds number flows are considered, the reference data are
assumed to be provided by wind-tunnel experiments, and not by DNS/LES.

This paper is organised as follows. The different uncertainties and errors in CFD validation are brieftly
described in Section 2. The findings for the selected test cases within AVT-349 are summarised and dis-
cussed in Section 3. Possible paths for future research are described in Section 4. The conclusions are given
in Section 5.

2. Uncertainties and errors in CFD validation

In this section, the different uncertainties and errors in CFD validation are reviewed. Some concrete specific
points, which were found relevant within AVT-349, are described in more detail.

2.1. CFD grids

The CFD grid is a well-known possible source of errors of the CFD solution (see [18, 22]). The discretisa-
tion error is a consequence of the approximations included in the transformation of the system of partial
differential or integral equations into a system of algebraic equations. Details of the numerical method affect
the order of grid convergence and the error level for a given grid. Solvers that use the same mathematical
model should converge to the same solution, but they can exhibit different error levels for the same grid due
to these details. Furthermore, these details can have a significant influence on iterative convergence that may
not always guarantee negligible iterative errors when compared to the discretisation error. As most RANS
solvers use a second-order-accurate finite-volume method, the focus is often only on the role of the CFD
grid; when first-order-accurate discretisations are used for the turbulence transport equations, the impact
on the QoI should be assessed. Some details of the numerical method, which can have an influence on the
results, are worth mentioning, when comparing the solutions of different CFD solvers while using the same
RANS turbulence model and the same computational set-up. For finite-volume methods, such details are the
scheme used for the discretisation of the convective and diffusive fluxes (for the mean flow and for the turbu-
lence quantities) and for the reconstruction of the gradients, and details like cell-centered versus cell-vertex
schemes. In particular, the method used for the evaluation of surface quantities (wall-shear stress) can have
an impact.

The CFD grid is described by the distribution and connectivity of themesh points, i.e. by the grid topology,
and the grid spacing. The distance of the first node above the wall in viscous units y+(1) = y(1)uτ /ν is known
to deserve special attention. Here y(1) is the wall distance of the first node above the wall, uτ is the friction
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velocity, and ν is the kinematic viscosity. Note that the actual value of y+(1) can depend on details of the
CFD solver.

Beyond the spatial discretisation error, it is worth to comment on time dependent problems, which should
include convergence studies regarding the time-step size, the role of the time discretisation scheme and of
statistical convergence. As many problems are steady or quasi-steady, the effect of time discretisation and
resolution is sometimes overlooked. Such can be found for some past studies, e.g. AVT-246 on ‘Progress
and Challenges in Validation Testing for Computational Fluid Dynamics’ (see [25]). However, the four cases
considered here all have statistically steady solutions.

2.2. Measurement accuracy and quantities of interest

Any measurement requires a detailed uncertainty analysis. This should be an inherent part of any exper-
imental work. Moreover, error propagation for non-dimensionalised quantities needs to be accounted for.
Examples are wall-normal profiles of the mean velocity and the Reynolds stresses scaled to viscous units,
which need to account for the uncertainty of the friction velocity uτ and of the viscosity ν. Moreover, the
uncertainty of the data used for non-dimensionalisation of Cp and Cf , i.e. of the free-stream velocity and of
the density of the fluid, needs to be accounted for.

The comparison between CFD and reference data is often applied to QoIs, which require a special post-
processing of the field data and the fluid properties. Surface quantities like thewall-shear stress are determined
inside special routines of the CFD solver and differentmethods could lead to subtle variation. For experiments
at high Reynolds numbers, the wall-shear stress cannot be determined from themean-velocity gradient at the
wall, unless a very high resolution method is used. The option to use a method like oil-film interferome-
try, which is independent of the method to determine the velocity field, is sometimes not available. In such
cases, the standard Clauser-chart method is often used. The uncertainties of this method for flows in pressure
gradients near equilibrium have been studied to some extent (see [26]), but much less is known about the
uncertainties for flows in non-equilibrium. The uncertainties of the Clauser-chart method are also a problem
for flows with surface roughness.

Another example is the boundary-layer thickness δ. Besides the classical method to determine δ from a
fit to the law-of-the-wall/law-of-the-wake, the wall distance above which the mean velocity reaches a certain
value of the free-stream velocity could be used (e.g.U|y=δ99 = 0.99U∞ for a flat surface), or the wall distance
at which a certain component of the Reynolds stresses is decayed below a certain value. (δ95 typically has less
uncertainty than δ99 since in many cases velocity measurement uncertainty is rarely below 5%.) The same
method should be applied to the experimental data and to the CFD data for post-processing δ and integral
quantities such as the displacement thickness δ∗ and the momentum thickness θ .

2.3. Computational set-up versus flow conditions in the test section

Another source of uncertainty is due to different flow conditions in the numerical test section of the computa-
tional set-up compared to the test section of the wind tunnel. A closer look shows the complexity of this issue
and the different uncertainties involved. Mathematically speaking, for an exact solution of the Navier-Stokes
equations via DNS (assuming here an idealised DNS with negligible numerical error) using a 3D numeri-
cal simulation of the flow in the full test-section, (i) the geometry of the test section and of the test-model
which generates the non-equilibrium flow and (ii) the flow conditions at the inlet and outlet plane need to be
exactly defined. Note that, strictly speaking, even a DNS is a model, see Section 2.5. This implies that mea-
suring the as-built geometry is recommended (see [13] for the BeVERLI Hill). The second implication is that
the detailed flow conditions in the entire inflow and outflow plane need to be known. The flow in the inlet
plane can show some deviations from constant homogenous flow, in particular near the side walls and the
corners, due to upstream details of the wind-tunnel flow (i.e. the turning vanes or the screens). Moreover, the
boundary layer on the tunnel walls can exhibit a small but non-negligible thickness at the entrance into the
test section.

An additional complexity arises due to differences in the equations for the fluid flow. The flow in the wind-
tunnel follows the instantaneous turbulent Navier-Stokes equations, whereas the RANS equations together
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with a RANS turbulence model are used for the numerical simulations. The RANS turbulence model intro-
duces additional uncertainties emerging at the boundaries of the numerical test section. For some quantities,
like the dissipation of turbulent kinetic energy ε or the specific rate of dissipation ω, inlet conditions are dif-
ficult to define and to measure, and the question is as to whether the inlet data are transported correctly
towards the region of interest. Deviations in the flow conditions in the region of interest of the numeri-
cal test-section can also be due to the different evolution of the boundary layers on the wind-tunnel walls
and possibly corner flow separation and vortices generated due to the test model caused by the RANS tur-
bulence model. These deviations can be amplified due to possible inhomogeneities of the flow in the inlet
plane of the test section. Hence, there is an interference between the input uncertainty and the model error
(see [1]).

A 2D computational set-up of the flow in the centerplane of the wind-tunnel is often used to save com-
putational costs, e.g. for the calibration or the improvement of the RANS turbulence model using classical
or machine-learning methods1. In this case, effects of the spanwise tunnel walls and of additional events
such as corner flow separation cannot be accounted for. Often, an additional adjustment of the set-up is
needed, leading to additional errors and/or uncertainties. This will be exemplified for the 2D test cases in
Section 3.

2.4. Model error of the RANS turbulencemodel

The quantification of the model error of a RANS turbulence model with a CFD-validation experiment is a
challenging and elaborate task. For a given validation experiment and measurement data, the model error
of a RANS turbulence model can be estimated using the techniques described in Subsection 2.5. Of special
importance are requirements for such validation experiments, as described in [23].

An overview and recent developments for a more general uncertainty quantification (UQ) can be found
in [27–30]. The error of a RANS turbulence model is expected to depend on the test case and the flow physics
involved. At present, even general qualitative statements, e.g. that a certain RANS model predicts flow sep-
aration on a smooth surface due to an APG too far upstream compared to experimental data, are difficult
to formulate with consensus in the community, in particular considering the different sub-communities of
aerospace flows, turbine flows, ship flows, etc., and the different Reynolds number ranges involved.

Finally, although not present in the cases considered, it might be useful to add some comments on how sur-
face roughness would fit in the picture. Effects of surface roughness on non-equilibrium turbulent boundary
layers, whichwere also studiedwithinAVT-349, are described in the companion paper [31]. Roughness effects
are often modeled using the equivalent sand-grain approach in the framework of RANS turbulence models.
The basic idea of the equivalent sand-grain approach is a systematic shift of the log law in the mean velocity
depending on a single model parameter, the so-called equivalent sand-grain roughness height ks, see [31, 32].
Then two additional model errors arise. There is the modeling error of the roughness modification of the
RANS model, assuming that ks is precisely known. Moreover, the question is as to whether the basic idea of a
purely ks-dependent log law shift applies to non-equilibrium flows. The interested reader is referred to [31] in
this special issue. Secondly, there is the error associated with the value used for ks. The latter arises whenever
a roughness type different from the sand-grain roughness used by Nikuradse [32] is considered. An example
of such non-sand-grain roughness is the roughness on the hull of ships.

2.5. The V&V 20 standard for verification and validation

The ASME V&V 20 standard (see [1, 33]) aims at a general framework for the quantification of the error
due to the mathematical/computational model. Note that the V&V 20 metric applies to scalar quantities of
interest. Then the model error is inferred from:

• The experimental measurement D;
• The result of the simulation S;
• The experimental uncertainty UD ≡ Uexp;
• The numerical uncertainty Unum;
• The input parameter uncertainty Uinp.
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The modeling error δmodel should be bounded by the interval

E − Uval ≤ δmodel ≤ E + Uval (1)

where E = S−D is the comparison error and the validation uncertainty Uval is obtained from

Uval =
√
U2
D + U2

S + U2
inp (2)

when UD and Uinp are not correlated. It should be pointed out that UD, US and Uinp reflect the quality of the
experiments and numerical simulations performed to obtain D and S and do not depend on the quality of
the mathematical/computational model being assessed. Naturally, the estimation of δmodel improves with the
reduction of Uval.

Note that D and S are supposed to be obtained from experiments and simulations performed in the same
domain, which is not possible to do for 2D simulations. Two interpretations of (1) and (2) are then possible.
The first option is to only consider the uncertainty of the boundary conditions in the wind-tunnel in Uinp.
The adjustments made to the computational domain would contribute to the comparison error and hence
to δmodel. This option is referred to as the ‘strong-model’ option in the V&V 20 metric. From a viewpoint of
the predictive accuracy of a RANS model, this is not completely satisfying. The second option is to estimate
the uncertainty in the boundary conditions of the simulation and to propagate this uncertainty through the
equations. This uncertainty would be included intoUinp. The second version is called the ‘weak-model’ form
and would be preferred for the purpose of estimating the error associated with the RANS turbulence model.

A closer examination of the input uncertainty for 3D simulations is helpful. One might think of a wind-
tunnel experiment value D as an approximation to the true exact solution value T from an ideal experiment.
It is a separate topic to discuss as to whetherD is equal to or approximated by a DNS with a perfect resolution
in space and time and perfectly known boundary conditions. The Navier-Stokes equations are a model based
on mass, momentum and energy balances, which are physical laws that are models in the sense of the V&V
20 framework. Moreover they involve an equation of state and/or other models used to arrive at the incom-
pressible form and a relation for the viscous stresses, e.g. the assumption of a Newtonian-fluid model. DNS
solutions are also numerical and so they are inevitably affected by numerical errors. Fluid/material properties
and boundary conditions are also affected by uncertainties and so a DNS solution may be the prediction of
the best model we have available to simulate turbulent flow, but it is not an exact result and, more importantly
within the concept of the V&V 20 framework, it is not a measurement of the physical reality.

The deviation of the experimental data value D from the true exact value T is

D − T = δD = δinput,wt + δmeas (3)

with the measurement error δmeas and the input error due to inexact boundary conditions in the wind-tunnel
δinput,wt. The deviation between S and T is

S − T = δS = δmodel + δnum + δinput,sim (4)

with the mathematical/computational model error δmodel, being the error made by the RANS turbulence
model and the boundary conditions used which involve modelling (e.g. for ε or ω, or if wall functions are
used), the numerical error δnum, e.g. the discretisation error DE (see Subsection 3.4.1), and the input error
δinput,sim due to inexact boundary conditions in the simulation (due to lack of knowledge in the exact data).
However, one cannot infer rigorously that

Uval =
√
U2
meas + U2

sim + U2
input,sim + U2

input,wt, (5)

as Equation (2) assumes independence of experimental- and input-parameter uncertainties. In general, the
existence of δinput,wt (included in UD) and δinput,sim (included in Uinp) leads to a correlation between UD and
Uinp and so the calculation of Uval must take it into account, as described in [33].

The difficulties arise from the nature of the Navier-Stokes equations being a transport equation so that
errors in the boundary conditions interact with the field solution and hence with the error due to the RANS
turbulence model. Uncertainties in the input need to be propagated through the model to assess their effect
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on the QoIs (see [2, 22]). Mathematical error estimates for Uinput,sim and Uinput,wt are a very difficult ques-
tion. Therefore, strictly speaking, Uinput,sim is not independent of the model δmodel. e.g. non-homogeneities
and corner vortices imposed in the boundary condition at the inlet of the test section are decaying or ampli-
fied depending on the RANS turbulence model while being convected downstream. A promising approach
could be to introduce errors artificially on these quantities to conduct a sensitivity analysis and quantify
uncertainties, taking into account the feedback from one error source into another.

2.6. Extrapolation frommodel scale to full scale

Moreover, there is an extrapolation problem due to the lack of experimental data at full scaleRe. The Reynolds
numbers (based on the streamwise length of boundary-layer development L) achieved for the 2D cases are
ReL = 18.6 × 106 and 28.0 × 106 for the DLR/UniBw experiment and 17.8 × 106 and 31.3 × 106 for the VT
experiment. This is representative for flows around air vehicles (based on a swept wing design). For illus-
tration, for a military transporter A400M or an aerial refueling aircraft KC-46 (based on the Boeing 767), a
representative Reynolds number based on the mean-aerodynamic chord length c is in the range 30 × 106 and
larger. On the other hand, for sea vehicles, a naval combattant of 150m length running at 30 kn (15m/s) will
encounter Reynolds numbers of 2.3 × 109.

Meshes with y+(1) = 1 or smaller at ReL = 109 in conjunction with the much larger streamwise mesh
spacing due to the large hull length lead to extremely high aspect ratio cells with �x/�y ∼ O(105) near the
wall. Here,�x denotes the spacing in the streamwise direction and�y is the spacing in the wall-normal direc-
tion. An important positive finding was, that robust mesh generation and robust RANS solutions (even for a
differential RSM) can be achieved with present tools on meshes with y+(1) < 1 at Re = 109 (see Section 3.5).
Note that additional uncertainties arise if wall functions are used, due to the special grid design and themodel
error of wall functions. They are still an important topic for naval applications, but are beyond the scope of
this paper.

3. FINDINGS FOR THE SELECTED TEST CASESWITHIN AVT-349

This section first summarises the findings regarding the different sources of uncertainties. The four test cases
give a snapshot of recent activities to illustrate the status (and culture) of uncertainty quantification for the
CFD grid compared to other uncertainties. Finally, a discussion and interim conclusions are given.

3.1. CFD grids

Systematically refined families of CFD meshes were designed for each case. For the mesh refinement studies,
series of around 5 meshes GL1, GL2, . . . GL5 were built (GL1 being the finest grid level, and GL5 being the
coarsest). The refinement factor in wall-parallel and wall-normal direction was 21/2 for the 2D cases and 21/3
for the BeVERLI Hill flow. To achieve a systematic grid refinement, GL4 and GL2 lie on top of each other (for
the 2D cases), mesh GL2 bisecting each cell face of GL4, and similarly GL4 and GL1 for the BeVERLI Hill
flow. For the 3D case, just a factor of around 2.5 between the finest and the coarsest mesh was used. This was
due to practical limitations, as the number of mesh nodes increases by a factor of 16 from GL5 to GL1.

The discretisation-error estimation is based on a power-series expansion that uses the typical cell size (a
single number) as the dependent variable. Therefore, uniform refinement must be applied for all the grid
(see [34]). Regarding y+(1), meshes GL3 used values of around 0.25 on average.

The mesh-generation tool Pointwise was used for most meshes. For the 2D VT flow and for the BeVERLI
Hill flow, structured meshes were generated using Pointwise. For the 2D VT flow, additionally a series of 9
additional structured meshes with a systematic refinement of the airfoil was generated by MARIN/IST using
in-house grid generators described in [35] (see [34, 36]). The technique used for the MARIN/IST grids guar-
antees geometrical similarity of all the grids of the set. A reference multi-block grid is used to perform 1-D
interpolations along the two families of grid lines of each block. For the 2D DLR/UniBw flow, hybrid meshes
were built using Pointwise, based on knowledge gained from a first series of meshes built using Centaursoft.
The initial DLR mesh GL5 already used a local mesh refinement in the non-equilibrium regions. The meshes
used for the Princeton BoR case are described in [15].
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Figure 3. Left: Grid metrics using arithmetic average and root-mean-square cell areas for the grid levels for the 2D VT flow.
Right: Grid levels 1, 3, 5 showing hierarchical refinement (zoom of themesh for the 2D VT flow)(Figures from [11]; reprinted by
permission of the American Institute of Aeronautics and Astronautics, Inc.).

Figure 4. Convergence study for 2D VT flow. Left: Mesh convergence for Cf using the SST model using the CFD solver Kestrel.
Middle and right: Code to code comparison for Cf and mean velocity profiles u+ vs. y+ on grid level 3(Figures from [11];
reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.).

The systematicness of the refinement was assessed using the arithmetic average cell area and the root-
mean-square (RMS) cell area, shown for each grid level in Figure 3 (see also [11]). The criteria for a systematic
refinement are a linear reduction of the average cell area with increasing cell number and a constant ratio of
average to RMS cell area. In Figure 3 (left), the average cell area is given by a solid line and the RMS cell area
is given by a dotted line.

Moreover, for a systematic refinement, GLs 1, 3, 5 should lie on top of each other, as each successively
refined grid bisects each cell face of the previous grid level. This is also shown in Figure 3. A similar study was
performed for the BeVERLI Hill flow.

In addition to this, sets of nine geometrically similar multi-block grids with the same topology were gen-
erated by the MARIN/IST team, for each angle of attack of the 2D VT flow. The aim was to assess the effect
of mesh refinement around the airfoil. For the assessment of the refinement, the total number of cells of each
grid (Ni)cells, the number of faces on the bottom wall (Nf ,i)bottom, the number of faces on the airfoil surface
(Nf ,i)airfoil, and the grid-refinement ratio ri = hi/h1 were output. For a systematic refinement, the ratios of
(Nf ,i)airfoil/(Nfi)bottom and (Nf )bottom/(Ni)cells were demonstrated to be constant in [34]. The change of QoIs
with resolution is shown in Figure 4 and in Figure 3 in [34].

For the grid design for the 2D cases, the resolution requirement in the streamwise direction�x in the non-
equilibrium flow regions was found to be mainly given by a characteristic streamwise length scale Lx, over
which the boundary conditions (the pressure gradient, the streamwise surface curvature) change. Note that
Lx was of the order of the boundary-layer thickness, i.e. values for Lx/δ99 are around 4 for theDLR/UniBwflow
and around 10 for the 2DVT flows. As a best-practice rule of thumb,�x/Lx should be at least around 0.004 in
the non-equilibrium flow region. For illustration,�x/Lx ≈ 0.0035 for the DLR/UniBw flow (with Lx = 1.4m
being the length of the region of favourable pressure gradient, curvature, andAPG), and�x/Lx ≈ 0.003 (with
Lx being the airfoil chord) used on the airfoil surface in the meshes by MARIN/IST.

It is of interest to consider for illustration the flow in the rear part of a submarine hull. The reduction of
the hull cross section towards the aft is over a length of around Lx = 0.2L, L being the length of the hull. The
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APG results in a rapid thickening of the boundary layer of the same order as the half of the width B (in the
transverse direction) or depth (in the vertical direction) of the hull, leading to Lx/δ ≈ 4 (using B ≈ 0.1L),
similar to the conditions of the DLR/UniBw experiment.

For the 2D VT flow, the role of the mesh resolution on the airfoil, which generates the pressure gradient on
the wind-tunnel wall, was studied in an additional investigation, indicating that a suitably fine mesh spacing
is needed in all regions which effect the overall flow (see [34]).

Overall, compared to an equilibrium-flow TBL at ZPG at the same Re, a refinement of the streamwise
spacing �x by a factor of three to ten can be necessary for flows with significant non-equilibrium effects,
depending on the case.

For the BeVERLI Hill flow, additional resolution requirements arise to resolve the effects of streamwise
and lateral pressure gradients and curvature. Moreover, the BeVERLI Hill flow involves flow separation, reat-
tachment and recovery downstream of reattachment. The finest mesh 557 × 353 × 385 leads to 76 × 106

mesh points. On the hill, �x/L is around 0.0065, with L denoting the length of the hill. This is close to the
streamwise spacing found for the 2D flows (albeit still a little larger). A reasonable level of mesh convergence
was demonstrated in [13]. However, it should be noted that still significant grid effects were observed in
another ongoing activity, which showed differences in the convergence behaviour for different codes. On the
coarsest mesh GL4, deviations in the Cp-distribution and the surface shear stress lines are discernible com-
pared to GL1. For more details about the convergence behavior across different codes, the reader is referred
to [5, 13, 17].

A similar need for the mesh resolution was found for the BoR, yielding �x/Lx = 0.0045 (using Lx = D to
approximate the streamwise length of the PG regions).

For the BeVERLIHill case, the question of symmetric versus asymmetric solutions of nominally symmetric
flow arose, see [5]. The issue of (stable and unstable) symmetry breaking, both in the BeVERLI CFD and
experiments, has unfolded gradually across multiple studies, see [13] for the most comprehensive summary
to date. Therefore, symmetry of the CFD grid was an important requirement. This was achieved bymirroring
the mesh for the half model. The question of grid sensitivity for multiple solutions might still require further
investigation. The topic of symmetry-breaking solutions and the effect of the CFD grid is discussed in more
detail below in Section 3.3.3 and in [5, 13, 17].

Finally, some illustration is given for the 2D VT flow (see [11] for details). Mesh convergence of the Cf -
distribution for the case α = 12◦ (the boundary layer is subjected to a change from ZPG to APG and then to
FPG) is shown for the CFD solver Kestrel using the SST k-ω model in Figure 4 (left). The sensitivity of Cf due
to details of the different CFD solvers is shown for grid level GL3 in Figure 4 (middle). In the non-equilibrium
region (x > 2.5m), the deviation from the experimental data is larger than the uncertainty bars for Cf for all
solutions based on the SST k-ω model. On the other hand, the deviations among the different solvers are
visible. As there are no uncertainty bars on the CFD, it may be that the differences only originate from the
numerical uncertainty. Moreover, there are also different mathematical models compared in this plot. Some
of these simulations were performed with incompressible and others with compressible flow solvers. Results
of the incompressible solvers were not corrected for the experimental Mach number, and the corresponding
error bar is not included. All this indicates that a CFD solver verification study prior to a validation study
is still useful. However, from the practical viewpoint of a CFD engineer, there are CFD solver internal best-
practice guidelines, often defined to achieve robust solutions for complex flows, which need to be kept in
mind. Interestingly, the mean velocity profiles at the APG station (referred to as station P5 in [11]) in viscous
units show a close agreement between the different solvers. The deviation between the different solutions is
clearly smaller than the deviation to the experimental data like Cf (see Figure 4 right). On the one hand, this
could indicate some cancellation of errors, but, on the other hand, it could also come from flow similarity.
The wall shear stress τw used to non-dimensionalise may be different, but the RANS models are calibrated to
yield the log law when plotted in viscous units.

As a final remark, one should not forget that many simulations are for time-dependent flow problems,
requiring time-accurate simulations. This needs to be considered, although the cases studied in this AVT
have a steady state solution which can be computed using a steady-state solutionmethod. For time-dependent
simulations (using unsteady RANS (URANS) or scale-resolving simulations), the CFD code user should be
aware that another uncertainty due to the temporal discretisation error is introduced. Moreover, a statistical
convergence uncertainty is introduced, if flow statistics are computed.
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3.2. Measurement accuracy and quantities of interest

For the validation of RANS results for turbulent-boundary-layer flows, the comparison of mean-velocity and
Reynolds-stress profiles should include the uncertainty bars of the reference data. Such error bars are shown
for the 2D VT flow in [11] and for the DLR/UniBw flow in [12, 37].

The measurement error and uncertainty is known to increase in the proximity to the wall, and this issue
becomes severe for high-Re flows due to the small viscous length scale. The issue of obtaining accurate
mean velocity measurements using Pitot tubes is discussed in [38]. For standard PIV methods using an
interrogation-window approach, the filtering error becomes an issue (see [39–41]). For the DLR/UniBw flow,
the mean velocity profiles were found to be significantly influenced for y+ < 100 (and a small influence was
observed already for y+ < 400), whereas the Reynolds stresses were found to be affected in amuch larger part
of the inner layer. Uncertainty estimates for the Reynolds stresses using PIV are an open question. The chal-
lenge is that boundary layers at high Re have a very large spatial dynamic range (see [42]) needed to resolve
from the smallest viscous length scale ν/uτ to the largest scale δ. A hierarchy of nested fields-of-view (FOVs)
including a high-resolution near-wall PIVmeasurement in a small FOV can be applied. Such was used for the
2D VT flow (see [43]), which was proposed in [44]. An alternative is microscopic particle tracking (μPTV,
see [41]) or Lagrangian particle tracking (LPT, see [45]) used for the DLR/UniBw flow.

A rigorous quantification of the measurement accuracy is described in [46], guiding the uncertainty esti-
mates for the DLR/UniBw flow in [12]. The largest uncertainty was found to be associated with the indirect
method for the wall shear stress (Clauser chart method). The relative uncertainty can be up to 6% for strong
APGs, whereas an uncertainty of 2% was found for oil film interferometry (OFI) following the uncertainty
analysis by Thibault and Poitras [47]. In case that a special post-processing method (e.g. a Clauser chart
method) is applied to the experimental data, it is important to specify all details used for the evaluation (e.g.
which range of y+-values of the reliable data points was used for the fit). The uncertainty in the mean veloc-
ity for 2D2C PIV (measuring two components of the velocity (2C) in a plane (2D)) was found to be 1% for
y+ > 400 and 3.3% for y+ < 400 for the DLR/UniBw flow at U∞ = 36m/s, yielding an overall error bar of
7% for u+ plotted versus y+ (in the region y+ > 400), as described in [37]. The spatial resolution error for
the Reynolds stresses cannot be quantified directly, though it can be assessed indirectly by comparison with
highly resolved data in flow regions close to zero pressure gradient TBLs near equilibrium. This is illustrated
in Figure 6 in [16] for the DLR/UniBw flow.

The error bars for δ99, δ∗, and θ are shown for the 2D VT flow in [11] and for the DLR/UniBw flow in [12,
37]. Regarding δ∗ for the DLR/UniBw flow, an uncertainty bar of relative magnitude of 7% for x < 9.8m
(where the PIV field of view (FOV) was sufficiently larger than δ) and 9% for x > 9.8m (where the PIV FOV
was of the same size as δ) for the experimental data was inferred. There is an uncertainty due to limitations
of the FOV and the resolution near the boundary-layer edge affecting the accuracy to determine δ99. The
relative uncertainty is estimated by a Monte-Carlo-based approach to be 2.5% (for x < 9.8m) and 4.5% (for
x > 9.8m). This includes an uncertainty of 1% due to details of the PIV evaluationmethod single-pixel versus
window-correlation (see [12, 16] for details). The second contribution is a relative uncertainty of up to 4.5%
due to the issue that an analytical curve fit for themean velocity profile is used to bridge the region between the
wall and the first reliable measurement point (above y+ = 100 − 200). Another source of uncertainty (which
cannot be quantified at the moment) is a small spanwise variation of δ due to inhomogeneities observed at
the entrance to the test section (see [16]).

To summarise, the measurement uncertainty for non-equilibrium turbulent-boundary-layer flows is
significant, despite the recent advances in measurement techniques, and needs to be quantified.

3.3. Computational set-up versus flow conditions in the test section

The details of the computational set-up were found to play a significant role for all four cases, and special care
to match the inflow conditions was required. Quite different issues arose for each test case, which are worth
examining in detail separately.

3.3.1. DLR/UniBw flow
For the DLR/UniBw flow, using a computational set-up based on the original wind-tunnel test-section
geometry including the nozzle was found to lead to a significant underestimation of δ∗ due to a non-zero
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Figure 5. Illustrationof the impact of an adjusted computational set-up compared to theoriginal set-up for the 2DDLR/UniBw
flow for the displacement thickness δ∗ along the contour (left) and for themean velocity profile in the region of strong adverse
pressure gradient at x = 9.944m (right).

boundary-layer thickness at the beginning of the test section. The modified computational set-up uses an
extended inlet section, designed to match δ, δ∗, and θ at two reference positions x = 8.12m and x = 8.37m
in almost zero pressure gradient near equilibrium, just upstream of the non-equilibrium region of interest
(see [16]). Figure 5 (left) provides some illustration. The sensitivity due to the RANS model is observed to be
much smaller than the variation of δ∗ due to the computational set-up.

The modified set-up was designed such that the RANS models match the experimental values for δ∗ at
the two upstream reference positions. However, the RANS results for δ∗ are not within the error bars of the
experimental data in the region of non-equilibrium and strong APG. This deserves a few comments. The
numerical uncertainty and the uncertainty of the computational set-up are not quantified. For example, the
uncertainty of the input parameters (reference velocity, fluid viscosity and density) is not quantified. Another
uncertainty stems from the 2D set-up, e.g. the displacement effect of the spanwise side wall boundary layers
is not accounted for. Moreover, there is the delicate question about the small spanwise variation of δ due
to inhomogeneities at the beginning of the test section (see [16]), which could contribute to the difference.
Therefore, from Figure 5 (left) without such additional error bars, a lack of predictive accuracy of the RANS
models cannot be rigorously concluded.

The impact of the computational set-up on the mean-velocity profile in the strong APG region at x =
9.944m is shown in Figure 5 (right). The impact is of the same magnitude as the sensitivity with respect to
the RANSmodel in the inner part of the boundary layer, i.e. by switching from SA to SARCor fromSSG/LRR-
ω to SSG/LRR-ω-APG (being amodification for TBLs in APGs, see [37]). Themisprediction in the outer part
of the boundary layer is obvious for the original set-up, indicating an improper computational set-up.

Regarding implications for measurements, a single streamwise plane of inflow data was found to be not
sufficient. Measurements for two or better multiple streamwise reference planes are strongly recommended.
Additionally, at least one measurement plane just upstream of the region of interest (e.g. the beginning of the
pressure gradient) is recommended.

3.3.2. 2D VT flow
The difficulty to account for the displacement effect of the side-walls on the flow in the centerplane for the
2D VT flow in a 2D computational set-up was studied by Fritsch et al. [11] and Eça et al. [34]. The parallel
viscous top wall was replaced by an inviscid wall with a small inclination angle to account for the overall
streamwise displacement effect. Additional simulations by Eça et al. [34] showed that the differences between
the original set-up (parallel walls, viscous top wall) and the modified set-up were not significant for this flow.
For comparison, note that for the DLR/UniBw flow, a small divergence angle between the top and bottom
wall was used in the test section to account for the displacement effects of the side-wall boundary layers for
the case of an empty test section.
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Another issue is corner separation and the formation of horseshoe vortices at the junction of the test-model
(NACA0012 airfoil) with the wind-tunnel spanwise side walls. A three-dimensional simulation of the full
test-section including the viscous sidewalls is not necessarily a suitable way, due to the limitations of present
RANS models to predict corner flow separation, thus introducing an additional model error. Preliminary
simulations showed that, while linear eddy-viscosity models fail to capture the flow in corners and junctions,
non-linear extensions like SA-QCR [10] gave qualitatively results closer to themeasurements. It is worthwhile
reporting that RANS simulations of the full 3D test section resolving the corner vortices for the experiment
by Skare & Krogstad (see [48]) using differential Reynolds stress models are shown in [49]. Another subtle
detail concerns the design of the corners of the wind tunnel. Note that secondary flow can be reduced if the
corners are rounded. Concerning future experiments, in particular if a 2D separation is aimed at (see [16]),
one could ask if junction flow separation should better be avoided or reduced in wind-tunnel experiments by
using e.g. belly fairings used for commercial aircraft at the junction of wing and fuselage.

3.3.3. BeVERLI hill flow
For the BeVERLI Hill case, the question of symmetric versus asymmetric solutions of nominally symmetric
flow arose, see [5]. At the higher hill-height-based Reynolds number (ReH = 650,000) at a 45 degree orienta-
tion, the experiments showed a pronounced asymmetry in the separation region. At ReH = 250,000, the flow
exhibited a comparatively symmetric behavior during the experiment. For details see [5].

In regards to theCFD results, such asymmetrywas found depending on grid refinement, turbulencemodel,
and flow conditions. Under grid refinement a converged surface-flow topology was found, which was mainly
determined by the RANS model. However, the behavior observed in the experiments could not be consis-
tently replicated across all numerical setups. The results were contingent upon the numerical solver, CFD
grid, and turbulence model employed. While experiments at 45 degree and ReH = 250,000 showed a great
level of symmetry, some simulations exhibited symmetry breaking. Similarly, at ReH = 650,000, where exper-
iments consistently displayed asymmetry, simulations produced a wide spectrum of results. This suggests that
the flow asymmetry, inherent to the BeVERLI geometry, is influenced by both experimental boundary con-
ditions and numerical factors. For further details, we refer to [13, 17] and to the companion paper [5] in this
special issue.

Moreover, qualitative investigations into the stability of the asymmetric mode for the high-Re case were
conducted, ruling out any bi-modal switching of the asymmetry. Additionally, it is noteworthy that at 0 degree
orientation and ReH = 650,000, both symmetry breaking and bi-modal switching were observed.

Some possible reasons for this need to be studied in future research. The asymmetry might be instigated
by small asymmetries in the boundary conditions, including asymmetry in the oncoming flow. However, the
triggering asymmetry could also be internally induced within the flow through a shear layer instability, akin
to what is observed in the Ahmed body experiment. In the case of the BeVERLI Hill flow, it is plausible that
the distinctively developing boundary layers around the flanks and over the top of the hill may be crossing
and interacting on the leeward side of the hill, precipitating the instability and subsequently giving rise to the
asymmetry.

3.3.4. Body-of-Revolution flow
Two main challenges were identified for predicting the flow around the BoR test case. The first one concerns
the inlet condition. In the test section, the flow is fully developed and all RANS turbulencemodels are designed
to predict a law-of-the-wall velocity profile in a fully developed pipe flow. However, both the experimental
data and the DNS simulation results revealed the existence of a marked wake profile near the center of the
pipe similar to what can be observed in a developing flow over a flat plate, possibly due to the existence of per-
sisting anisotropic coherent turbulent structures in this region. To obtain the inlet profiles for the numerical
RANS simulation, it was found necessary to use an ad-hoc blending approach to combine the inner RANS
solution of a fully developed pipe flow with the DNS results in the outer region. Moreover, even with such
an inlet condition, it was found that the eddy-viscosity turbulence models fail to maintain the inlet profile
over a long enough distance before reaching the body. An ad-hoc forcing term needs therefore to be added
in the momentum equations in the region between the inlet and the body to take artificially into account the
existence of this wake region and to reduce the error due to the inlet condition. It is worthwhile to notice that
such a forcing term is not needed when the Reynolds-Stress Transport model SSG-LRR is used.
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The second challenge is themodelling of the highly accelerated flow around the curved leading edge result-
ing from a very strong favorable pressure gradient. Any eddy-viscositymodel fails to predict correctly the flow
in this region. With a very poor prediction in the fore-body region, the assessment of eddy-viscosity based
turbulencemodel in the region further downstream becomes difficult. The SSG-LRRmodel can provide a sig-
nificantly better prediction in the strongly accelerated region around the leading edge. Unfortunately, further
downstream, it performs similarly to the linear eddy-viscosity models. For the BoR test case, the turbulence
modelling error is so high that the effect of grid resolution is of secondary influence. The corresponding results
for the longitudinal mean velocity profile and the turbulent Reynolds shear stress in two different regions
(fore-body and mid-body) are described and discussed in the companion paper on the three-dimensional
test cases [5].

3.4. Quantitative tools for assessment of errors and uncertainties

Two exemplary studies using quantitative tools for the assessment of errors and uncertainties are described. In
Section 3.4.1, the work by Oberkampf and Smith [23] was followed in a detailed investigation of the BeVERLI
Hill flow byGargiulo et al. [13]. For this purpose, the grid dependence of the simulations was further analysed
to assess the numerical uncertainty caused by the discretisation error, as described below. In Section 3.4.2, the
work by V&V-20-Committee [33] and Eça et al. [1] was pursued for the 2D VT flow by application of the
quantitative method of the Standard for Verification and Validation in CFD (V&V 20).

3.4.1. Quantitative study of the uncertainty due to discretisation error
For the BeVERLI Hill flow, the grid dependence of a solution was utilised to estimate the discretisation error
(DE). Such was elaborated in [13], wherein principles drawn from Roache [21], grounded in Richardson
extrapolation, are applied.

The method is tailored for implementation on a set of at least three systematically refined grids, each with
a refinement factor denoted by r. In this framework, the assumption is made that other sources of error,
such as iterative and round-off errors, are negligible compared to DE. Note that, if iterative errors cannot be
reduced to negligible levels, it is useless to perform grid refinement, since iterative errors canmask grid effects.
Additionally, it is assumed that DE approaches zero asymptotically with increasing grid refinement. Under
these conditions, the discretisation error, εh, can be estimated by employing Richardson extrapolation for a
given solution, u, computed on a grid with a spacing of h:

εh = urh − uh
rpf − 1

. (6)

Here, pf is the formal order of accuracy associated with the discretisation scheme.
If the aforementioned framework assumptions are not met, the solution can exhibit a different observed

order of accuracy (OOA), p̂, that deviates from the formal order pf . If the solutions are asymptotic, however,
p̂ ≈ pf . The OOA can be estimated as

p̂ =
ln

(
ur2h−urh
urh−uh

)

ln (r)
. (7)

It should be mentioned that this equation assumes that the refinement ratio between medium and coarsest
grid is exactly equal to the refinement ratio between finest andmedium. Because theOOAoften deviates from
pf in practice, p̂ is used instead in Equation (6).

Note that if the solutions fail to converge monotonically towards the asymptotic value, e.g. as observed
in the oscillating converging solutions from the VT RANS simulations of the BeVERLI Hill case, the OOA
becomes undefined, necessitating the implementation of additional precautions. To estimate the DE in such
scenarios, a methodology akin to the one proposed by Phillips and Roy [50] can be applied. Their method
advocates for averaging the locally computed OOA at designated Richardson nodes, representing grid points
where the OOA is well-defined, to obtain a global OOA. The global OOA is then used to calculate the DE as
outlined in Equation (6).

Once computed, the DE error can be used again using Richardson extrapolation to provide an uncertainty
to the solution. The uncertainty due to DE (denoted by Ufi

DE) for a flow quantity f obtained on grid level i
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Figure 6. Cp and Cf along the centerline in the streamwise x1-direction (left) and the centerspan in the spanwise x3-direction
(right) from the 45◦ yaw case BeVERLI Hill at ReH ≈ 650,000 on grid levels GL1 to GL4 (from [13]; reprinted by permission of
the American Society of Mechanical Engineers ASME). Note that x1 ≡ x and x3 ≡ z in Figure 2 (left). The dotted line shows the
hill geometry.

(denoted by fi) is then estimated as

Ufi
DE = Fs · ∣∣fi − fRichardson

∣∣ (8)

where Fs is a factor of safety accounting for the fact that the underlying assumptions for the estimation of DE
are not perfectly met and the Richardson extrapolated solution, fRichardson = f1 + (f1 − f2)/(rpglb − 1) (with
pglb being the global OOA), which uses the solution on the finest available level f1 on GL1 and f2 on GL2.

Alternatively, Roache suggests a grid convergence index GCI to provide an error band on the grid
convergence of the solution.

Ufi
DE = Fs

rpglb − 1
· ∣∣fi − fi+1

∣∣ (9)

Similarly, the uncertainty due to the DE can be obtained for the Cp and Cf distributions. For details see [13].
For illustration, Figure 6 shows Cp and Cf on all grid levels GL1 to GL4 for the 45◦ yaw case BeVERLI Hill at
ReH ≈ 650, 000.

The uncertainty due to DE is illustrated in Figure 7.

3.4.2. Application of the V&V 20 standard for verification and validation
The ASME V&V 20 standard was applied in [34] to the 2D VT flow. The estimation of the model error using
Equation (1) demands estimates of the discretisation errorUDE (beingUnum in Section 2.5), the experimental
error UD, and the input error Uinp. Note that, as a 2D simulation of the VT flow is considered, the modeling
error δmodel includes a contribution of the domain geometry even if complete inlet boundary conditions were
available from the experiments (if the ‘strong-model’ option is applied, see Subsection 2.5). For the input
uncertainty, the following contributions were considered: the location of the inlet boundary, the tilting angle
of the top wall, and the airfoil angle of attack (if the exact value is not known, or is likely to be altered due
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Figure 7. Uncertainty due to the discretisation error (DE) in Cf along the centerline in x1-direction (top) and the centerspan in
x3-direction (bottom) of the 45◦ yaw case BeVERLI Hill at ReH ≈ 650,000 for SA-model (left) and SST-model (right) (from [13];
reprinted by permission of the American Society ofMechanical Engineers ASME). Note that x1 ≡ x and x3 ≡ z in Figure 2 (left).
The dotted line shows the hill geometry.

to the 3D flow conditions in the test section). The input uncertainty Uinp was estimated based on numerical
tests. For example, the contribution of the uncertainty due to the design of the top wall in the computational
set-up was estimated by comparing the simulation results for the set-up with an inviscid top wall with a tilting
angle and a viscous parallel top wall.

For the evaluation of the uncertainty due to the discretisation error, the baseline meshes by VT and the
airfoil-refined meshes were assessed. The aim was to study the effects of the flow around the airfoil on the flat
plate. It was found that too coarse meshes in the vicinity of the airfoil may lead to apparently small uncer-
tainties [36] that significantly underpredict the real uncertainty as suggested by the results obtained with the
airfoil-refined grid set by MARIN/IST [34, 36]. This indicates a possible danger for the estimation of the
numerical uncertainty. The numerical solution can show a weak dependence on the refinement level, if the
mesh in a critical flow region (here: near the airfoil), which is of large importance for the overall flow field,
is so coarse, that the grid dependence is weak. Hence the baseline mesh used for a global refinement study
needs to be sufficiently fine in all relevant flow regions.

For illustration, Figure 8 (left) shows the uncertainty bars of the discretisation errorUnum forCf for the SST
model for two different families of meshes (baseline meshes by VT and meshes with refinement around the
airfoil by MARIN/IST (MI)). Then Equation (1) is used to estimate the differences between the Cf distribu-
tions obtained with six turbulencemodels δTM using the SST 2003 (see [51]) solution as the reference data (D)
and taking into account the numerical uncertainties. The non-overlapping error bars in the non-equilibrium
region for the model-scale Re indicate that the differences due to the RANS model are significant compared
to the other uncertainties. Moreover, the results for the full-scale Re are included. For the high Re, the role of
the RANS model becomes smaller. This will be discussed in more detail in the next subsection.
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Figure 8. Left: Uncertaintybars of thediscretisationerror forCf for the SSTmodel for twodifferent families ofmeshes (baseline
meshes by VT andmeshes with refinement around the airfoil byMARIN/IST (MI)). Right: Estimate of the error of the turbulence
model δtm for Cf with reference model SST 2003 for model-scale Re = 2 × 106 and for full-scale Re = 109(Figures reprinted
from [34]).

Figure 9. Mean velocity profiles in viscous units for the 2D VT flow at model-scale Re = 2 × 106 and at full scale Re = 109 at
x = 3.5m for the airfoil incidence angles α = −10◦ (left), α = 0◦ (middle), and α = 12◦ (right)(Figures reprinted from [34]).

3.5. Extrapolation frommodel-scale to full-scale Re

There is an additional validation problem due to the lack of experimental data at full scale. To study this, a
purely numerical investigation was performed for the 2DVT flow by comparing the results for Rec = 2 × 106

and Rec = 109, despite the absence of wind-tunnel data (see [34]). (It is worthwhile to recall that Rex based
on the development length x of the boundary layer on the wind-tunnel wall is much larger).

At full scaleRe, a much clearer separation between the inner layer and the outer layer is reached. The extent
of the log-law region is 102 < y+ < 5 × 105 compared to 102 < y+ < 103 for Rec = 2 × 106, and the RANS
models SA, SST and SSG/LRR-ω almost perfectly collapse in the log-law region. For the high Re, the history
effects and the effect of the RANSmodel are seen only in the law-of-the-wake region. Themean velocity in the
log-law region remains unaltered due to the streamwise pressure gradient, and so do the turbulence quantities.
On the other hand, for Rec = 2 × 106 (despite the large value of Rex), the log-law region is still relatively thin,
and changes in the law-of-the-wake region due to the streamwise pressure gradient are also leading to changes
in the outer part of the log-law region (see Figure 9 and [34]). However, this finding might not extend to cases
with turbulent flow separation. The main finding is that differences between different RANS models become
smaller in the limit of very high Reynolds number. This leads to the conjecture that the role of the RANS
model becomes smaller for full scale simulations, at least as far as the contribution of non-equilibrium TBLs
and mild pressure gradients are concerned.

3.6. Interim assessment of the role of the RANS turbulencemodel

The above subsections attempted to illustrate the different sources of uncertainties and their relative con-
tribution to the deviation between the numerical solution of RANS models and the experimental data for
different CFD-validation experiments. The variability due to the RANS turbulence model was found to be
much larger than the influence of the CFD grid, provided that the CFD grid ensures an acceptable level of
numerical uncertainty. On the other hand, the uncertainty due to the computational set-up, in particular for
a nominally 2D flow, can be of the order of the model error of the turbulence model. The uncertainty due
to the measurement technique (and possibly the post-processing to infer QoIs) can also be significant. The
findings of this summary are discussed in more detail in the following subsection.
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3.7. Discussion

The uncertainties can be categorised into three levels. The uncertainty level UL1 is proposed to describe
uncertainties, which are quantifiable and controllable in magnitude, and which can bemade sufficiently small
or even negligible (compared to the other uncertainties). An uncertainty can be called quantifiable, if reliable
bounds for the uncertainty can be given. An uncertainty is (loosely speaking) called controllable, if expertise
in measurement technique and/or CFD can control its magnitude and keep it below a given (reasonable)
bound. The uncertainty due to the mesh is of level UL1, given sufficient expertise in mesh generation and
computing resources. For 2D simulations, a global hierarchical mesh refinement can be used. For most 3D
simulations, at least a suitable local mesh refinement is possible. (However, in such cases, it becomes more
difficult to quantify the numerical uncertainty.) Similarly, the measurement uncertainty and the uncertainty
in the method to determine QoIs using post-processing are (in principle) of level UL1. For example, the
measurement resolution can be chosen to accurately resolve the most sensitive quantities, e.g. the Reynolds
stresses. Sometimes, a more sophisticated and elaborate method could be needed (i.e. OFI for Cf instead of a
Clauser chart method). In reality, restrictions in time, budget and/or measurement equipment often prevent
one from reaching the desired accuracy. At any rate, the uncertainties of level UL1 should be made as small
as possible compared to the other uncertainties. The required efforts, diligence and time are a highly effective
investment at only moderate extra costs (in particular compared to the efforts of a reliable improvement of
RANS models [37]).

The other extreme is level UL3, being associated with the model error of the RANSmodel, for which exact
error bounds cannot be given at the present state. First rough estimates for the boundsmight be possible using
e.g. aMonte-Carlo type approach from a sensitivity analysis of different terms of themodel equations. In such
an analysis, the inherent relations among the different coefficients within a RANS turbulence model due to
the calibration for decaying isotropic turbulence, free shear flows and the log law at zero pressure gradient
need to be accounted for (see [52, 53]). This topic is beyond the scope of the present work.

An uncertainty level UL2 in between could be assigned to the uncertainty due to the flow conditions in the
computational set-up compared to the test section of the wind tunnel. This uncertainty is in part due to a lack
of knowledge of the boundary conditions in thewind tunnel (completeness and exactness of the data) imposed
in a 3D computational set-up (however, it interferes with the model error, as described below). Therefore, the
flow conditions in the inlet and exit plane of the test section need to be known exactly. Uncertainties arise due
to a deviation between nominal and actual free-stream conditions, a non-zero boundary-layer thickness at
the inlet, and flow inhomogeneities across the inlet plane. Such inhomogeneities are often caused upstream
of the test-section inlet and can be due to flow separation in the region of the turning vanes or details of the
flow behaviour in the region of the screens.

An additional uncertainty arises, if the effect of the boundary conditions on the flow in the region of interest
cannot be exactly reproduced by the computational set up in combination with the model error due to the
RANS model. An example for this is the overprediction of corner flow separation by a linear eddy-viscosity
model for a 3D set-up of the 2D VT flow and the effect on the flow in the centerplane of the test section.
Therefore, even for a full 3D set-up, an indirect input error due to the RANS model arises.

Another issue arises due to an inhomogeneity of the flow at the entrance into the test section. Then
the boundary layers on the wind-tunnel walls can be differently influenced by such inhomogeneities. Such
non-homogeneities can persist far downstream in the wind tunnel (see [54]) and can lead to spanwise
asymmetric corner-flow/junction-flow separation. Moreover, such non-homogeneities and their streamwise
evolution can often depend on the free-stream velocity. For first results for the DLR/UniBw flow, see [16].
In RANS simulations, however, such inhomogeneities are likely to be damped too rapidly in the streamwise
direction.

A 2D computational set-up of a 3D validation experiment introduces additional uncertainties, which are
very difficult to quantify. One aspect is the difficulty to describe the displacement effects of the spanwise
wind-tunnel wall boundary layers, in particular, if the flow at the spanwise walls is not attached and corner
flow separation and vortical flow occurs.

The first main conclusion is to make all possible efforts to keep the uncertainties due to the CFD grids
and the measurement technique as small as possible. Some ideas how this could be achieved are described in
Section 4.2.
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The second major conclusion is that the largest uncertainty apart from the RANS model error stems from
uncertainties due to the computational set-up. However, there are different sources of uncertainties involved.
Some uncertainties can be significantly reduced by careful measurements and by a CFD-friendly design of
the wind-tunnel experiment, as described in Section 4.2.

4. Possible paths for future research

This section attempts to describe two possible paths to tackle the challenges and open questions. Future needs
for CFD-mesh generation and refinement are proposed in 4.1. Ideas for future experiments for CFDvalidation
at high Re are discussed in 4.2.

4.1. Future needs for CFD-mesh generation and refinement

The uncertainty associated with the CFD mesh is the one for which the largest progress at relatively low
effort can be achieved, given the large increase in available computing resources. A viable way would be a
combination of best-practice guidelines for grid design and convergence studies together with some new
features provided by mesh-generation tools. A useful feature would be the automatic generation of mesh
families satisfying some refinement metrics (as described in Section 3.1). Moreover, automatic methods to
check the accuracy of the geometry model (as-built versus the as-designed) could be provided at reasonable
efforts.

For 3D complex flows, families of globally refinedmeshes may become too large. Local mesh refinement in
critical flow regions is a viable route. For mesh adaptation, robust and reliable refinement metrics are needed,
and optimalmethods for refining themesh such as nodemovement and cell sub-division are still not available.
The adaptive use of higher-order methods is also a potential avenue for solution adaptation.

For complex 3D flows, hybrid meshes using hexahedral elements in boundary layers and prismatic and
tetrahedral elements elsewhere can be used. Metrics to assess the mesh quality compared to pure hexahedral
meshes are needed. There is a special importance of mesh refinement studies for 3D flows with smooth body
separation.

Best-practice guidelines for the requiredmesh spacing in streamwise, wall-normal, and spanwise directions
seem to be extremely dependent on what is happening in the specified flow of interest, and one could be skep-
tical about a general implementation using geometrical information alone inside the mesh-generation tool.
From characteristic parameters (Reynolds number, length of viscous-wall boundaries), information about the
design of the boundary-layer mesh (boundary-layer thickness, viscous scaling for y+(1)) could be inferred.
From the geometry information together with a RANS solution, estimates about the streamwise/lateral vari-
ation of the pressure gradient and curvature could be made, yielding information on the streamwise/lateral
spacing. Such would require the possibility to use and analyse CFD solutions inside the mesh generator.

From the view point of a design engineer, a high level of automation of the mesh-generation process, with-
out (significant) need for user intervention and manual work, is desirable, in particular if CFD is used as part
of a design optimisation framework.

4.2. Future experiments for CFD validation at high Reynolds numbers

The uncertainties of the computational versus the experimental set-up and of the measurement data are
seen to have the largest potential for reaching a new level of reliable experiments for the validation and
improvement of turbulence models, not only for RANS models, but also for wall-modelled LES methods.

Future needs regarding the wind-tunnel facility and the measurement technique are summarised in [23],
proposing a detailed list of assessment criteria for CFD model validation experiments. The systematic fulfill-
ment of their highest quality level 3 would lead to a drastical improvement in validation experiments. The
findings by the AVT-349 regarding the requirements for the inflow and outflow conditions confirm the pro-
posal by Oberkampf and Smith [23]. Although such painstaking work might not seem to be of the highest
interest for researchers interested in improving measurement technology or discovering new flow physics
models, it is of the highest relevance for a reliable validation experiment.
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The need for detailed information of the boundary conditions became obvious during the course of AVT-
349. Some aspects could be studied within the time-frame and the scope of this project, but larger future
activities and collaborations are needed. Large-scale measurements, if possible, over the full cross section of
the test section are an elaborate task. Such task was performed in part for the DLR/UniBw experiment [16]
and is in progress at a higher detail level for the VT wind-tunnel (AVT-387). The quantification of the flow
in the empty test-section (flow homogeneity, turbulence level), also near the side walls and in the corners, is
important. Such measurements also need to be performed with mounted test-models, as pressure gradients
can change (amplify) non-homogeneities of the flow, and at the different conditions during the wind-tunnel
measurements (e.g. at different values for the free-stream velocity). Large-scale measurements could also help
elucidating the flow in the junction of wind-tunnel wall and testmodel to get information on the size of corner
vortices.

Regarding the measurement technique, the level-3 requirement by Oberkampf and Smith [23] suggests
the use of different high-quality techniques to measure the same quantity, and to use different set-ups and
calibrations. This implies the recommendation to complement PIV with LDV or hotwire, and to compare
different PIV set-ups, e.g. two-component measurements in a plane (2D2C), stereo PIV (2D3C), and possibly
the use of Lagrangian particle tracking (LPT). Moreover, a systematic resolution study (e.g. by a reduction of
the field of view of PIV) could be used in a way similar to a grid convergence study for CFD. The analysis
of the PIV data within AVT-349 confirmed that there is still a strong need in future research on measure-
ment techniques for high-Re turbulent-boundary-layer flows with their large spatial dynamic range from the
smallest viscous length scale to the largest scale (the boundary-layer thickness). LPT demonstrated to be a
promising candidate (see [12] for the DLR/UniBw flow). Measurements of the mean velocity in the viscous
sublayer for a direct determination of the wall shear stress would be helpful, but there are many technical
difficulties (wall reflections, uncertainty of the wall distance, roughness due to seeding particle size). Oil-film
interferometry is a useful alternative (although some technical issues arise for low local velocities, e.g. near
separation). Again, a complementary use of two techniques is expected to lead to the highest overall accuracy
and reliability (see [23]).

Validation experiments (in particular for 2D flows) shouldmake best use of the wind-tunnel. A large span-
wise extent of the test section compared to the boundary-layer thickness (not much smaller than around 9:1)
could reduce the displacement effect of the side walls significantly. Flow separation in regions other than the
regions of interest should be avoided. For example, junction flow separation could be avoided using belly
fairings used for commercial aircrafts in the junction of wing and fuselage.

For the reduction of the experimental uncertainties, RANS-based CFD could be a valuable partner. New
wind-tunnel campaigns should be joint activities between experts for wind-tunnels,measurement techniques,
turbulence and its modelling, and CFD, in close cooperation during all stages from the planning phase
until the final evaluation of the measurement results. For the design of the experiment, characteristic flow
parameters in the test-section and in the regions of interest as Re, boundary-layer thickness, strength of the
pressure gradient, and the tendency for flow separation can be estimated. Moreover, the experimental res-
olution requirements (for the mean velocity and Reynolds stresses in the inner part of the BL and for Cf )
can be estimated. Third, RANS can be used to define regions of interest for detailed measurements and
identify the need for special local modifications of the wind-tunnel or the test model, e.g. the position of
a glass insert for optical access for PIV. Finally, RANS is a helpful reference during the evaluation of the
measurement data. For all these aspects, RANS-based CFD was used to assist the DLR/UniBw experiment
(see [12, 16]).

Information about 3D-flow effects in the test section (junction flows, corner separation, generation of
vortices, transport of inflow inhomogeneities) could be obtained complementary from turbulence-resolving
numerical simulations like hybridRANS/LES or (embedded)wall-modelled LES.HybridRANS/LESmethods
are amenable for high-Re flows (in particular for flows at incompressible conditions) and could be comple-
mented by RANS simulations using second-moment closure models or a non-linear constitutive relation, e.g.
SA with QCR-extension [10]. Quantitative information about the 3D flow in the test section could be used to
define a simplified computational 2D set-up for the flow in the centerplane.

Finally, as a short-term strategy, the dependence of the results on specifics of a certain wind-tunnel can
be checked by testing the same geometry model in different wind-tunnels (at the same flow conditions, if
possible). In the present initiative, the BeVERLI Hill flow was studied in different wind-tunnels at Virginia
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Tech and SINTEF Ocean/UTIAS. This was found to be very valuable to confirm critical observations of the
flow field such as asymmetry.

Best-practice recommendations and a check-list of how to reach a good computational set-up of quasi 2D
wind-tunnel experiments are needed. Best-practice guidelines should include the findings of AVT-349, i.e.
measurement of inflow data at several streamwise positions, using a large spanwise extent of the test section
compared to the boundary-layer thickness (with a ratio of at least 9:1), and ensuring near-equilibrium flow
approaching the exit of the test section.

To summarize, future experiments for CFD validation could be significantly improved by a rigorous appli-
cation of the guidelines for the experimental facility and the measurement technique in [23]. A detailed
quantification of the facility (as pursued within AVT-387) is recommended. The use of RANS simulations can
help to design the wind-tunnel experiment and to select the measurement technique. Finally, special guide-
lines to reduce the uncertainties in the wind tunnel (as sufficient spanwise aspect ratio for nominal 2D flows,
measures to avoid unnecessary flow separation), and the complementary use of hybrid RANS/LES and/or
(embedded) wall-modelled LES to shed light on the flow conditions in critical parts of the test-section are
suggested.

5. Summary and conclusions

For the conclusions, first a summary is given on what was learned from the work within AVT-349, what can
be confirmed from the present stage of knowledge, and what can/should already be accounted for in CFD
studies. Then the issues that are not fully clear yet and need future research are described. Finally, paths for
future work and expectations alongwithmajor needs for future research activities and efforts are summarised.

Regarding the uncertainty due to the CFD grid, strategies for a systematic mesh-refinement study (e.g.
a family of 5, or even better 7 to 9 meshes, using a refinement ratio of 21/2 for 2D flows, which might be
weakened to 21/3 for 3D flows) and mesh refinement metrics are available and should become part of the
CFD culture. The meshes need to be fine enough to capture all features of the flow. For locally too coarse
meshes, there is a danger that the solution does not capture all details. This can be inferred from being too
far from the asymptotic range for grid convergence, i.e. the observed order of accuracy is not near the formal
order. Put in other words, one is too far frommonotonic convergence to enable a reliable estimate of the exact
solution with an acceptable observed order of accuracy. Moreover, the observed order of accuracy needs to
be studied for each boundary part individually (e.g. Cp for the airfoil in the 2D Virginia Tech experiment
needs to be studied separately from Cp at the bottom wind-tunnel wall). Besides that, it is important to check
that the solution does not exhibit local oscillations, as this could also cause problems for the estimation of the
discretisation error.

The automatic generation of families of systematically refined meshes satisfying such metrics would be a
worthwhile feature to be provided by software tools for mesh generation. Estimation of the uncertainty bars
for the discretisation error (e.g. by using a Richardson extrapolation) is useful. For non-equilibrium flows, the
mesh resolution requirements were observed to be increased compared to equilibrium flows at the same Re.

In addition to the spatial discretisation error which was the focus of this article (as all test cases yielded a
steady-state solution), time-dependent flow problems introduce a temporal discretisation error. Moreover, a
statistical convergence uncertainty is introduced, if flow statistics are computed.

The uncertainty due to the CFD grid for the simulation of wind-tunnel experiments of non-equilibrium
turbulent-boundary layers was assessed by reference to the other uncertainties. The uncertainty due to the
measurements and the post-processing for the quantities of interest was found to be increased in non-
equilibrium flow regions and at high Re compared to flows near equilibrium at moderate Re. It was confirmed
that a sufficient number of streamwise measurement stations for mean velocity and Reynolds stresses in the
non-equilibrium regions is needed to track the streamwise changes. For high-Re flows, the spatial resolution
requirements for the Reynolds stresses in the inner part of the boundary layer become demanding, and can
be estimated from RANS results before the measurement campaign. Keeping these uncertainties as small as
possible was found mandatory before assessing the uncertainties due to the computational set-up and the
RANS model.

The two major sources of uncertainties were found to be the RANS turbulence model and the flow condi-
tions in the test section for the numerical/computational set-up compared to the wind-tunnel. The latter are
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due to uncertainties and differences in the boundary conditions (CFD versus wind-tunnel). For nominally
2D flows, the uncertainty of the computational set-up was found to be larger than for 3D flows. Adjustments
of the computational 2D set-up were found to be needed, but require special care and expert knowledge, and
best-practice guidelines are strongly needed.

Quantitative tools (V&V 20) could help the assessment of errors and uncertainties. The detailed list of
assessment criteria for CFD model validation experiments by Oberkampf and Smith [23] and the exem-
plary studies for the BeVERLI Hill flow in [13] and for the NASA juncture flow experiment [24] as well
as a rigorous uncertainty quantification, exemplified e.g. in [46], should become part of the culture for joint
experimental-computational work, as well as the lessons learned for cooperation and communication of the
different disciplines involved (experimentalists, computors and other, as described in [24]). However, a sim-
plified systematic approach for a CFD engineer seems to be needed, along with a check-list of best-practice
guidelines. Moreover, such knowledge and check-list needs to be transferred to the community of CFD engi-
neers at industry and research establishments. Workshops and courses as well as invited talks at conferences
could foster such transfer. Moreover, a central database to provide useful information could be helpful. A new
section for the category of CFDmodel validation experiments proposed by Oberkampf and Smith [23] might
become part of an international webpage, e.g. the turbulence modeling resource webpage2 by NASA, listing
good examples of validation cases satisfying the criteria by Oberkampf and Smith [23] as well as other useful
documents for verification and validation. This webpage could provide at least a bibliography of such cases
and perhaps more data, if they can be made publicly available for the CFD community.

Without an uncertainty analysis, there is a danger of a too optimistic assessment of a RANS model (due to
cancellation of errors) as well as being too pessimistic (if the uncertainties due to the measurement accuracy
and due to the computational set-up are not distinguished from and hence attributed to the model form error
of the RANS turbulence model).

Regarding the ultimate aim to quantify the error of a given RANS turbulence model, the work of AVT-
349 confirmed that reliable error bars for all sources of uncertainties (other than the RANS model error)
are required. Then a reliable quantification of empirical error bars of different RANS models can be given.
However, empirical error bars of RANS models are very likely to be test-case specific.

This leads to possible paths for future research. Concerning the CFD mesh, relatively large improvements
could be achieved by enabling mesh-generation tools for suitable families of systematically refined meshes
fulfilling grid metrics. Adaptive local mesh refinement strategies exploiting information from a given RANS
solution have a large potential for 3D complex configurations, as shown in e.g. AVT-301 [55].

The greatest potential for the reduction of the uncertainties of CFD-validation experiments was found for
the computational versus the experimental set-up. Detailed and complete measurement data in the entire
inlet and outlet plane of the wind-tunnel test section were found of utmost importance. The computors need
to prioritize the need for boundary condition data to be measured by the experimentalists, and to describe
what is most important to know for a specific experiment to characterise the boundary layer. Inflow data
at several streamwise positions (ranging from near the beginning of the test section to a little upstream
of the non-equilibrium region of interest) to track the streamwise evolution of the flow were found to be
important. For this purpose, it was found that data for the mean velocity profile from the logarithmic layer
up to the boundary-layer edge at several streamwise positions was more useful than highly resolved data
down to the wall at a single position. Internal flows require special care regarding the information needed
about the mean velocity and the Reynolds stresses. This topic shows the high relevance of the initiative on
‘Common Research Wind Tunnels for CFD Verification and Validation’ of AVT-387. High-quality hybrid
RANS/LES and/or wall-modelled LES of the 3D flow in the entire wind-tunnel (or in crucial flow regions,
e.g. corner flow separation) could be used to complement such experimental data and to estimate sensitivi-
ties of the system response coefficients. Such an estimation of uncertainties of system response quantities in
the wind-tunnel centerplane by numerical simulation (e.g. due to corner flow and its prediction by different
RANS models like SA, SA-RC-QCR and RSM versus turbulence resolving methods) might also be a useful
future task.

Validation experiments should be made CFD-friendly. Validation experiments for 2D flow are still attrac-
tive for RANS model calibration and application of machine-learning methods. Flow separation should be
avoided, unless it is the target flow phenomenon, as an asymmetric 3D flow can arise in the test-section.
Unwanted or complicated separation could be avoided or reduced by a 3D CFD design, e.g. fairings to avoid
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corner flow separation. A large aspect ratio of wind-tunnel span to boundary-layer thickness can help keep
the effect of the spanwise side walls small (in case that a 2D set-up is aimed at).

Another important aspect deserving efforts in future research is the role of Reynolds number effects, as the
RANS models are mainly validated for test cases at model-scale Re (e.g. 106, see [34]), but need to be applied
for designs operating at Reynolds numbers of several orders of magnitude higher (e.g. 109).

It is worthwhile to point out that the comments made about the experimental setup are directed towards
wind-tunnel tests and applications. Therefore, theymay be less interesting for themaritime community where
towing tanks are commonly used. Some of the wind-tunnel challenges do not appear in towing tanks. E.g.
when testing a submarine in a wind tunnel, there are issues with the inflow definition, boundary layer build
up and pressure gradient along the flow axis, while during towing a submarine in a towing tank, the flow is
stationary, no boundary layer builds up on the tank walls and there is a constant ambient pressure. On the
other hand, there are other issues (such as a free surface) when using a towing tank. Put in other words, it
may be worth saying that wind-tunnel testing is not the only way to obtain validation data.

Finally, it is worthwhile outlining the impact of the above findings for the use of CFD for the design
of complex civil and military air and sea vehicles. Flow separation on a submarine hull and on an air-
craft wing is often largely influenced by the upstream non-equilibrium turbulent-boundary layer. Beyond
adverse/favourable pressure gradients and curvature, the flow around a transport aircraft or a fully appended
submarine encounters also junction flows, corner separations, tip vortices, etc. The needs to capture the non-
equilibrium boundary-layer flows and the onset of flow separation using a well-designed CFD grid and a
carefully chosen RANS model remain a crucial part of CFD simulations, near the design point and for off-
design flow conditions. The remaining (and still not quantifiable) error of the RANS model underlines the
need for future research activities on the physics andmodelling of non-equilibrium turbulent-boundary-layer
flows (as pursued in the AVT-ET-234/AVT-RTG-413 ‘Physics and Modelling of Separated Flows Around
Smoothly-Curved Bodies’).

Notes

1. https://turbmodels.larc.nasa.gov/
2. https://turbmodels.larc.nasa.gov
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