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Abstract. Residue Number Systems (RNS) are parallel number sys-
tems that allow the computation on large numbers. They are used in
high performance digital signal processing devices and cryptographic ap-
plications. However, the rigidity of instruction set architectures of the
market-dominant microprocessors limits the use of such number systems
in software applications.
This article presents the impact of word-size modular arithmetic specific
RISC-V instructions on the software implementation of Residue Number
Systems. We evaluate this impact on several RNS modular multiplication
sequential algorithms. We observe that the fastest implementation uses
the Kawamura et. al. base extension. Simulations of architectures with
GEM5 simulator show that RNS modular multiplication with Kawa-
mura’s base extension is 2.76 times faster using specific word-size mod-
ular arithmetic instructions than pseudo-Mersenne moduli for In Order
processors. It is more than 3 times for Out of Order processors. Com-
pared to x86 architectures, RISC-V simulations show that using specific
instructions requires 4.5 times less cycles in In Order processors and 8
less in Out of Order ones.

Keywords: High performance number system, Residue Number Systems, mod-
ular multiplication, word-size modular arithmetic, RISC-V ISA

1 Introduction

This paper deals with modular multiplication of large numbers, and its appli-
cations. This operation is widely used in cryptographic computations such as
RSA encryption/decryption, Elliptic Curve Cryptography, and more recently,
the SIKE post-quantum protocol. Implementations of this operation aim to pro-
vide fast and secure computation. In the context of software implementation,
the state-of-the-art cryptographic libraries such as OpenSSL make use of multi-
precision approaches. In this work, we explore the use of the non-positional
number system Residue Number Systems (RNS) in this context. We target the
RISC-V platform and software implementations of this approach in order to
evaluate the efficiency and the potential improvement offered by extension of
the instruction set, in particular specific word-size modular arithmetic instruc-
tions. This research is based upon simulation of RISC-V platforms, and is prelude
to future hardware implementations and experiments on real platforms.
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Residue Number Systems (RNS) are non-weighted carry-free number systems
which arithmetic is done over parallel finite rings. Such systems can be used in
high performance signal processing [12], fault-tolerant computing [39], convolu-
tional neural networks [42] and cryptographic applications such as RSA cryp-
tosystems [9], homomorphic cryptography [8], elliptic curves [3]. These systems
also have interesting leak-resistant properties [7] [26]. Because of their parallel
property, they are suitable for vector implementations. However, the software im-
plementation of RNS applications suffers from the cost of the word-size modular
arithmetic [14].

RISC-V is an open standard Instruction Set Architecture (ISA) that aim to
provide a free and open ISA suitable for processor designs. It was pioneered at
University of California at Berkeley in 2010. Now, this initiative is supported
by the RISC-V association that regroups many industrials and academics inter-
ested in such a collaboration. The RISC-V standards organization continuously
introduces new ISA extensions to meet the needs of advanced computing. The
ISA itself is designed according to the reduced instruction set computing (RISC)
principles. It consists of a small base integer instruction set with several sets of
modular extensions (integer multiplication, floating point operations, etc.). This
ISA also has a dedicated space for future or custom extensions. There is a lot of
novel research for customized extensions of RISC-V for specific scenarios [13].

This offers the opportunity to introduce new arithmetic-related instructions.
In the context of post-quantum cryptography, some extensions for lattice-based
crypto-protocols have been proposed to improve the NTT computation [17] [22],
LAC scheme [16] or for computations in finite fields [2]. The extension of ISA
can also be useful for more exotic number systems. Some extensions have been
proposed for POSIT arithmetic [41] [27] and bit-slicing computations [24].

In this article we show the impact of word-size modular arithmetic instruc-
tions on the RNS operations. We target the modular multiplication which is a
frequent and expensive operation in several cryptographic [28]. In RNS, this op-
eration requires the conversion between two bases that can be computed through
several ways.

Related works As mentioned above, RNS are widely used in various contexts in
hardware implementations and are based on word-size modular operations [29].
This is motivated by the inherent property of these systems to be parallelizable.
In our case, since we are targeting software implementations, there are very
few works in this topic. Some improvements to the software implementation of
word-size modular operations have been proposed to use actual processor arith-
metic units [31] [4]. Some of these improvements are also useful in lattice-based
cryptosystems using Number Theoretic Transform (NTT) [20] [21]. However the
word-size modular operations remain an bottleneck in software implementations.

A comparative study that highlights this phenomenon has been proposed
by Didier et al. in [14]. Their work explores the software RNS implementation
of modular multiplication for various modulus precision, from 400 to 3251 bits,
on x86-64 platform. This work compares sequential (using the classical instruc-
tion set) and parallel (AVX512) implementations with the multi-precision GMP



RISC-V word-size modular instructions for Residue Number Systems 3

library [19]. This work concludes on the costly impact of the word-size mod-
ular operation and its penalty on the performance. Our work presented here
attempts to address this issue on the software sequential RNS implementations,
on RISC-V platforms.

Contributions We evaluate the benefit of the use of processors having specific
instructions for the word-size modular operation and compare it with regular
software implementation. We target RISC-V ISA. Our evaluations depend on
several parameters:

– the word-size modular operation method for the elementary RNS operations,
– the conversion methods between two RNS bases,
– the size of the RNS base,
– the RISC-V processor configuration,
– the cost of RISC-V specific word-size modular operation instructions.

We ran nearly 3,000 simulations with the GEM5 simulator which is a modular
platform for computer-system architecture research [10].

Paper organisation The background on RNS and the RNS modular multiplica-
tion are reminded in section 2. Our new instructions are described in section 3,
the experiment parameters are described in section 4. We show the experimental
results in section 5.

2 Residue Number System

Residue Number Systems are non positional integer number systems that are
based on the Chinese Remainder Theorem [18, 25, 40]. In such a system, an
integer x is represented by its remainders xi = x mod mi. The values mi are
relatively prime numbers. The set Bm = {m1,m2, . . . ,mn} forms the RNS base
composed of n channels. The moduli mi are usually chosen with the width w that
corresponds to the target architecture word-size. We denote M their product.
The advantage of such a number system is that additions, subtractions and
multiplications can be performed in parallel on each channel:

zi = xi ⊙ yi mod mi where ⊙ ∈ {+,−,×}

Conversions The forward conversion to RNS is simply a modular operation on
each base channel. The backward conversion can be done through different ways.
The Chinese Remainder Theorem provides a computation formula in the target
number system [25]:

x =
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The main drawback of this approach is that the values used in this sum are
large.

An other method consists of the conversion into the Mixed Radix System.
This requires modular computations on w-bit integers only. In this positional
system, an integer xMRS is as follows:

xMRS = x′
0 + x′

1m0 + x′
2m0m1 + · · ·+ x′

n−1

n−2∏
i=0

mi

This conversion requires O(n2) operations on w-bit operands and needs O(n2)
constants [38].

A trade-off between these two methods has been proposed by Kawamura et
al. [23]. It is based on equation (1) and consists of the estimation of k with ap-
proximate values through O(n) operations on small values with O(n) constants.
The approximate values are w-bit integers.

Base extension The base extension is the conversion of an RNS number from
one RNS base to another. This consists of a backward conversion and a forward
conversion to the targeted RNS base. Both operations are interleaved in order
to minimize storage of intermediate values.

The first base extension has been proposed by Szabo and Tanaka. It is based
on the mixed-radix conversion [38]. Shenoy and Kumaresan suggested to com-
pute the value k in equation (1) using an extra modulus me [37]. If k is known,
then it is possible to compute equation (1) in the target RNS base. Similarly,
Kawamura et al. [23] proposed a conversion method based on their approxima-
tion of k.

RNS Modular multiplication In RNS, the modular multiplication is derived from
the Montgomery multiplication [30] and requires base extensions [6, 32]. It is
summarized in Algorithm 1. In [9], the authors remark that if the dynamic
range of base Bm is large enough, then it is not necessary to completely compute
the first base extension which can be approximated. For the second one, they
use the Shenoy-Kumaresan method [37]. In the multiplication described in [23]
both extensions are Kawamura’s.

In our implementations of Algorithm 1, we chose Bm and Bm′ in order to use
the Bajard-Imbert [9] first extension at step 3. For the second extension at step
7, we use the Szabo-Tanaka method [38] or Kawamura et al. method [23].

3 New instructions for word-size modular arithmetic

The RISC-V project aim to provide an open RISC instruction set architecture for
processor design. This project was started in 2010 at the University of California
at Berkeley. Compared to x86 and ARM ISA, the RISC-V Foundation allows
some customizations in the ISA specification. Some opcodes are reserved for
custom instructions.
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Algorithm 1 RNS Modular Multiplication
Require: x in Bm and Bm′ ; y in Bm and Bm′ such that x < 2p and y < 2p.
Precomputation: −p−1 in Bm; p in Bm′ ; M−1 in Bm′

Ensure: z = x× y ×M−1 mod p in Bm and Bm′ such that z < 2p.
1: s← x× y in Bm′ and Bm
2: t← s× (−p−1) in Bm
3: Base extension of t from Bm to Bm′

4: u← t× p in Bm′

5: v ← s+ u in Bm′

6: w ← v ×M−1 in Bm′

7: Base extension of w from Bm′ to Bm
8: return w

In the RISC-V instruction set, the arithmetic operations are performed reg-
ister to register. In the instruction format, the fields related to the register are
always at the same place. The input registers are denoted rs and the output
register is denoted rd. In this format, the seven least significant bits encode the
instruction opcode. The standard provides for custom opcodes [44] that we are
using in our proposition.

We propose three new instructions for modular addition, subtraction and
multiplication. The modular operations we implement require three inputs: the
two operands and the modulus. Similarly to multiply-add vector instructions
[5], we use a third input register rs3 which field is at bit 27-31 in the format
instruction. The formats used for our word-size modular arithmetic instructions
are summarized in Fig. 1.

31 27 24 20 19 15 14 12 ...

rs1rs2rs3 rd

... ...... ... 11 7 6 1  0...26 25

0 0 0 0 0

2

1 10 0 0 1 0

Bit

mulmod

addmod

submod

rs1rs2rs3 rd0 0 0 0 1 1 10 0 0 1 0

rs1rs2rs3 rd0 0 0 1 0 1 10 0 0 1 0

Fig. 1: The instructions format for word-size modular arithmetic

We provide hereafter the corresponding instruction operations:

1. mulmod rd, rs1, rs2, rs3
rd← rs1× rs2 mod rs3

2. addmod rd, rs1, rs2, rs3
rd← rs1 + rs2 mod rs3
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3. submod rd, rs1, rs2, rs3
rd← rs1− rs2 mod rs3

These instructions are used through intrinsic C functions. As an example,
Figure 2 shows the intrinsic function used for the modular addition. Our new
instructions have been added to the gcc cross-compiler from the RISC-V GNU
Compiler Toolchain [35]. We also checked our compiled code with the Spike
RISC-V ISA Simulator [35].

{C}
inline static int64_t addmod(int64_t a,

int64_t b, int64_t m)
{

int64_t res;
asm volatile
(

"addmod %[z], %[w], %[x], %[y]\n\t"
: [z] "=r" (res)
: [w] "r" (a), [x] "r" (b), [y] "r" (m)

);
return res;

}

Fig. 2: Intrinsic C function for word-size modular addition

4 Experiments

We used and adapted the RNS library from [14] that we compiled with gcc
with the -O3 option. The binaries have been run within the GEM5 simulator
and the number of cycles have been counted with the rdcycle for the RISC-V
architecture and rdtsc for the x86 architectures. We used the evaluation protocol
described in [14].

4.1 Simulator

The GEM5 simulator is an open source computer architecture cycle-level full-
system simulator [10]. It is composed of a simulator core and parameterized
models for a wide number of components such as in-order and out-of-order pro-
cessors, DRAM or cache memories. It has been designed in order to effectively
and efficiently emulate the behavior of modern processors. Amongst the various
instruction set architectures, RISC-V [36] and x86 ISA are available [10].

This simulator appears to be accurate enough in order to quickly evaluate
ISA extension, architectural choices and discard or select solutions for further
investigations [1, 11, 15, 33, 34, 43]. We used GEM5 version 22.1 for our experi-
ments.
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4.2 GEM5 simulator parameters

The simulated RISC-V ISA uses 64-bit words. We chose a two levels 4-way
associative cache architecture. The L1 cache is split in Data and Instruction
parts of 32kb each. The L2 cache is set to 256kb. The simulated processors can
access 2Gb dual channel DDR4_2400 RAM. The clock frequency is set to 1Ghz.
These parameters are the same for all our simulations.

The GEM5 simulator offers In Order (Minor) and Out of Order (O3) pro-
cessors. Both models allow to tune some parameters such as the operators, their
delay or, in case of Out of Order processors, their number. The Minor model
is a four-stage pipeline In Order processor, while the O3 model is a five-stage
Out of Order processor. The operators are pipelined, except for the divisor and
modulo.

4.3 Evaluated functions

We used several algorithmic parameters in our evaluation. The number of RNS
channels is between 8 and 64 in steps of 8, which corresponds to moduli from
512 up to 4096 bits for the RNS modular multiplication. The word-size modular
operations have been implemented with three different modulo operator (mod.):

1. The naive implementation provided by the C language, that is:

{C}
int64_t res, a, m;
res = a%m;

In case of processors without DIV instruction, i.e. our situation, the code will
be compiled as a sequence of instructions computing a full division, and this
is very costly.
In the sequel, this version is named Modulo or mod.

2. Pseudo-Mersenne moduli (PM) [31]:
In this case, the moduli are of the form mi = 2w − ci where w is the word
size in bits and ci << 2w. Thus, one has 2w ≡ ci mod mi, and writing
a = al + 2wah leads to a ≡ al + ciah mod mi. Though ciah may overflow
2w bit, it is enough to repeat this process three times to get a fully reduced
mod mi value of a (see [31]).
This corresponds to the Algorithm 2 for the modular reduction.

This approach takes advantage of the special form of the moduli. It is much
more efficient than the previous case, trading the computation of a full di-
vision by three multiplications by the small constant ci and a few additions,
shifts and masking operations.
In the sequel, this version is named Pseudo-Mersenne or PM.
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Algorithm 2 Pseudo-Mersenne modular reduction
Require: a = al + ah × 2w and ci, precomputed mask = 2w − 1
Ensure: r ← a mod mi

1: up← ah
2: lo← al
3: t← ci × up
4: up2 ← t >> w // right w-bit shift
5: lo2 ← t&mask // w-bit masking
6: t← t+ lo+ lo2 + ci × up2
7: up3 ← t >> w
8: lo3 ← t&mask
9: t← lo3 + ci × up3

10: return r ← t

3. Using our new instructions (Inst.):
In this case, the cost of the modular computation corresponds to the one of
the single corresponding instruction.
In the sequel, this version is named Instruction or Inst.

The evaluated RNS modular multiplication is described in Algorithm 1. In
this algorithm, the most expensive function is the base extension. We have tested
two variants of the RNS modular multiplication. While we use the Bajard-
Imbert [9] first extension at step 3 for both variants, the second base extension
at step 7 is either the Szabo-Tanaka in the first one [38] or the Kawamura et al.
method in the second one [23].

In the sequel, the first variant is named Szabo-Tanaka or ST and the second
variant is named Kawamura or K. These parameter abbreviations are used in
the next figures of section 5.

This leads to a total of six configurations:

– Modulo Szabo-Tanaka
– Modulo Kawamura
– Pseudo-Mersenne Szabo-Tanaka
– Pseudo-Mersenne Kawamura
– Instruction Szabo-Tanaka
– Instruction Kawamura

4.4 Experimentation parameters

To evaluate the impact of the use of specific modular operation instructions on
RNS, we carried out simulations varying some parameters. We evaluated the
combination of the algorithmic parameters described in the previous paragraph.
The number of RNS channels ranges from 8 to 64 by 8 steps. The delay of the
integer ALU is set to 1. As a consequence the additions are computed with a
delay of 1. The delays of the integer multiplier unit varies from 3 to 4. They are
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set between 2 and 4 for the modular adder and between 4 and 9 for the modular
multiplier, which is referred to as long delays case in the sequel. Finally, we
simulated In Order (IO) and Out of Order (OoO) processor models.

5 Results

In this section, we first provide a global overview of the simulations. We afterward
present the results of the simulations fetching the configurations mentioned in
section 4.

Processor Modular op. Base extension Modular op. Base extension Ratio
mulmod delay: 4 addmod delay: 2

IO Modulo Szabo-Tanaka Instruction Kawamura et al. 7.49
IO Modulo Szabo-Tanaka Instruction Szabo-Tanaka 5.46
IO Modulo Szabo-Tanaka Pseudo-Mers. Szabo-Tanaka 2.08
IO Pseudo-Mers. Szabo-Tanaka Instruction Szabo-Tanaka 2.63
IO Pseudo-Mers. Szabo-Tanaka Pseudo-Mers. Kawamura et al. 1.30
IO Pseudo-Mers. Kawamura et al. Instruction Kawamura et al. 2.76
IO Instruction Szabo-Tanaka Instruction Kawamura et al. 1.37
OoO Modulo Szabo-Tanaka Instruction Kawamura et al. 25.79
OoO Modulo Szabo-Tanaka Instruction Szabo-Tanaka 19
OoO Modulo Szabo-Tanaka Pseudo-Mers. Szabo-Tanaka 4.53
OoO Pseudo-Mers. Szabo-Tanaka Instruction Szabo-Tanaka 4.19
OoO Pseudo-Mers. Szabo-Tanaka Pseudo-Mers. Kawamura et al. 1.86
OoO Pseudo-Mers. Kawamura et al. Instruction Kawamura et al. 3.06
OoO Instruction Szabo-Tanaka Instruction Kawamura et al. 1.37

mulmod delay: 9 addmod delay: 4
IO Pseudo-Mers. Szabo-Tanaka Instruction Szabo-Tanaka 1.87
IO Pseudo-Mers. Kawamura et al. Instruction Kawamura et al. 1.92
OoO Pseudo-Mers. Szabo-Tanaka Instruction Szabo-Tanaka 2.74
OoO Pseudo-Mers. Kawamura et al. Instruction Kawamura et al. 2.30
Table 1: Speed ratio of 64-channel RNS modular multiplication with several
word modular operations and base extensions, In Order (IO), Out of Order
(OoO) RISC-V

5.1 Overview of the simulations

Table 1 shows the main and most significant results. The table is organised as
follows:

– The first rows consider the fastest delays used in our experiment for the
word-size operations. The mulmod delay is 4, the addmod delay is 2.
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• In the In Order processor model, we first give the range of speed-ups
for various configurations. For example, the ratio between the slowest
version (Modulo, Szabo-Tanaka) and the fastest (Inst. Kawamura et al.)
is 7.49.

• In the Out Of Order processor model, the performance hierarchy remains
the same, however, the ratios are greater. The maximum speed-up is now
25.79, for the same versions as previously.

– The last rows consider the longest delays for the word-size operations: mulmod
delay: 9, addmod delay: 4. The ratios are lower, however, even in this case,
the benefit of the specific word-size modulo instructions remains significant:
• The speed-up ratios of the Pseudo-Mersenne word-size modular reduc-

tion over the Instruction versions are nearly 2, in In Order processor
model.

• The speed-up ratio between the Pseudo-Mersenne word-size modular
reduction and the Instruction versions, in Out of Order processor model
reaches 2.74 with the Szabo and Tanaka version.

Fig. 3: RNS modular multiplication timing in clock cycle number, with In Order
RISC-V model, mulmod delay: 4, addmod delay: 2

We do not provide all the timing values in clock cycle number. Nevertheless,
Figure 3 gives an overview of the orders of magnitude for the slowest architec-
ture configuration, which is the RISC-V In Order processor model. The general
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quadratic behavior of Algorithm 1 is observed for all configurations. In case
of 64 RNS channels (4096-bit RNS modular multiplication) and for one single
RNS modular multiplication, the slowest version (Modulo, Szabo-Tanaka) takes
928804 clock cycles and the fastest (Inst. Kawamura et al.) takes 149096 clock
cycles (mulmod delay: 4, addmod delay: 2).

5.2 RNS Modular multiplication algorithms

We first compare the RNS modular multiplication algorithms which mainly de-
pend on the base extension methods. We tested two variants for the second
base extension at step 7 of Algorithm 1: the Szabo-Tanaka (ST) [38] and the
Kawamura et al. (K) [23] methods.

The Figure 3 summarizes the timing results expressed in clock cycles number
for the In Order processor model. Without surprise, the measured delays regu-
larly depend on the number of RNS channels for all tested algorithmic parameter
combinations.

Fig. 4: RNS modular multiplication Speed-Up, comparison of Kawamura et al.’s
versus Szabo and Tanaka methods

Figure 4 highlights the comparison between the base extension methods for In
Order and Out of Order processors with mulmod delay=4 and addmod delay=2 in
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blue and red lines respectively. The results of Out of Order processors with longer
delays (mulmod delay=9 and addmod delay=4) are drawn in black. This figure
shows the speed-up of the Kawamura’s over Szabo-Tanaka method. It reaches
a maximum of 1.86 in the pseudo-Mersenne case, Out of order processor. The
speed-ups seem to have a weak correlation with the number of RNS channels.

The first part of the table 2 shows the speed-ups for 64-channel RNS focusing
on the base extension comparison. The fastest base extension is the Kawamura’s
method regardless of the method used for the word-size modular operations. Us-
ing the same modular operation method, the use of Kawamura’s base extension
is more than 30% faster than Szabo-Tanaka’s.

Finally, the best implementation that does not use our instructions is the
combination of pseudo-Mersenne and Kawamura et al.’s method. We did not
implemented the improvement of the word-size modular arithmetic provided
in [31] [4], but the benefit seems to be close to the use of pseudo-Mersenne
moduli.

5.3 Word-size operations

We now compare the performances of the RNS modular multiplication with
respect to the word-size operation, in case of In Order processor model.

Figure 5 summarizes the results in terms of relative speed-ups. Consider-
ing the versions with the C language modulo operation and comparing it with
our instruction equipped processor implementation, the speed-ups are weakly
correlated with the RNS channel number.

The use of the C modulo operation gives the slowest configurations. This
operation is basically a division which is the slowest arithmetic operator im-
plemented in the processors. The modular reduction with pseudo-Mersenne is
always slower than the versions using our instructions for word-size modular
operations. We notice that:

– with the delays for word-size operations addmod=2, mulmod=4, the best
speed-up over pseudo-Mersenne is of 2.76. It is achieved with the Kaxamura
et al.’s configuration, while the gain in the Szabo-Tanaka case is slightly
below, see red lines.

– with the long delays case (addmod=4, mulmod=9), the speed-ups are around
1.8 at best, see black lines.

– the improvement provided by our instructions over pseudo-Mersenne is sim-
ilar in the Szabo-Tanaka and the Kawamura et al. case (see red curves). We
observe the same in the long delays simulations (black curves).

The second part of the table 2 shows the speed-ups for 64-channel RNS
focusing on the benefit of the versions using our instructions for word-size mod-
ular operations. Whatever the architecture version (In or Out of Order, long
delays), the speed-ups range from 1.87 (Szabo and Tanaka, Pseudo-Mersenne
versus Inst., In Order and slowest delays) up to 19 (Szabo and Tanaka, Modulo
versus Inst.). The most significant speed-ups are between the fastest conventional
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Fig. 5: RNS modular multiplication Speed-Up of Inst. over the C modulo oper-
ation and pseudo-Mersenne reduction (PM), In Order processor model

version (Pseudo-Mersenne and Kawamura) and the fastest with the word-size
modular operation Instruction (Kawamura again):

– RISC-V Out of Order mulmod delay: 4 addmod delay: 2, the speed-up is 3.06;
– RISC-V Out of Order mulmod delay: 9 addmod delay: 4, the speed-up is 2.30.

These values show the interest of the implementation of the word-size mod-
ular operation Instructions in our simulation, and this is the motivation to con-
tinue this work in future hardware implementations.

5.4 Architectures comparison

Figure 6 shows the relative speed-ups of various combinations of modular op-
eration and base extension methods on Out of Order processors. It highlights
the improvement provided by the use of the modular instructions addmod and
mulmod.

Out of order processors Out of Order processors offer the opportunity to
compute simultaneously in several processing units. This leads to a better use of
the hardware and as a consequence, a better use of our instructions. For instance,
modular multiplication with word-size modular operation performed with our
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Base extension comparison
RISC-V In Order mulmod delay: 4 addmod delay: 2

Mod. Operation Compared base extension methods Ratios
Pseudo-Mersenne Szabo-Tanaka vs. Kawamura et al. 1.30
Instruction 1.37

Modulo operation comparison
Base extension Compared modulo operation methods Ratios

RISC-V In Order mulmod delay: 4 addmod delay: 2
Szabo-Tanaka Modulo vs. Instruction 5.46
Szabo-Tanaka Pseudo-Mersenne vs. Instruction 2.63
Kawamura et al. Pseudo-Mersenne vs. Instruction 2.76

RISC-V In Order mulmod delay: 9 addmod delay: 4
Szabo-Tanaka Pseudo-Mersenne vs. Instruction 1.87
Kawamura et al. Pseudo-Mersenne vs. Instruction 1.92
RISC-V Out of Order mulmod delay: 4 addmod delay: 2

Szabo-Tanaka Modulo vs. Instruction 19
Szabo-Tanaka Modulo vs. Pseudo-Mersenne 4.53
Szabo-Tanaka Pseudo-Mersenne vs. Instruction 4.19
Kawamura et al. Pseudo-Mersenne vs. Instruction 3.06
RISC-V Out of Order mulmod delay: 9 addmod delay: 4

Szabo-Tanaka Pseudo-Mersenne vs. Instruction 2.74
Kawamura et al. Pseudo-Mersenne vs. Instruction 2.30

Table 2: Speed ratio of 64-channel RNS modular multiplication with several
word modular operations and base extensions, In Order, Out of Order RISC-V
processors

instructions and Kawamura’s base extension is 25.79 times faster than using the
modulo operator and Szabo-Tanaka base extension (see Tab. 1). Compared to
the fastest implementation that uses pseudo-Mersennes moduli and Kawamura’s
base extension, the implementation with our modular operation instructions is
3.06 times faster (Tab. 2).

Long delays case Our simulations are based on the assumption that word-
size modular additions and multiplications can be computed with a delay of 2
and 4 cycles respectively. Although we believe that these delays are feasible,
they could be much longer in a real implementations. Thus, we have estimated
the delay of RNS modular multiplication using word-size modular additions and
multiplications with a delay of up to 4 and 9, respectively.

In both cases, the speed gain through the use of our instructions remains
interesting (see Tab. 2). Compared to the pseudo-Mersenne and Kawamura’s
case, the timing improvement for In Order processors is 92%, and more than 2
times faster in the Out of Order case.
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Fig. 6: RNS modular multiplication Speed-Up of Inst. over the Pseudo-Mersenne
reduction (PM), Out of Order processor model

Comparison with x86 As a sake of comparison, we also simulated implemen-
tations of the RNS modular multiplication compiled for the Intel x86 ISA. The
simulated architectures have the same cache, memory and frequency parame-
ters. Both RISC-V and x86 architecture have two integer ALU of delay 1 and
one integer multiplier of delay 3. The RISC-V has one modular adder of delay 2
and one modular multiplier of delay 4. The x86 ISA does not make use of specific
word-size modular operator. The x86 binaries have been compiled with the same
version of gcc and the same options than for the RISC-V target. We evaluated
the timings for both In Order and Out of Order GEM5 processor models.

Table 3 summarizes the cycles required for RNS modular multiplication in
both architectures using various word-size modular operation and base extension
methods. These results cover both In Order and Out of Order processors.

In this experiment, it can be observed that the fastest RISC-V implementa-
tion of the RNS modular multiplication with our modular operation instructions
requires fewer cycles than the fastest x86 implementation. In the case of In Order
processors, it takes 4.5 times less cycles. In the Out of Order case, the ratio is 8
times less.

Without using our word-size modular instructions, the best combination is
to use pseudo-Mersenne moduli and Kawamura et al. base extension. In this
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Proc. Mod. operations Base extension Cycles
In Order

x86 Pseudo-Mersenne Szabo-Tanaka 892302
x86 Pseudo-Mersenne Kawamura et al. 615359
RISC-V Pseudo-Mersenne Szabo-Tanaka 446603
RISC-V Instruction Szabo-Tanaka 177255
RISC-V Pseudo-Mersenne Kawamura et al. 342415
RISC-V Instruction Kawamura et al. 135682

Out of Order
x86 Pseudo-Mersenne Szabo-Tanaka 484142
x86 Pseudo-Mersenne Kawamura et al. 361170
RISC-V Pseudo-Mersenne Szabo-Tanaka 249718
RISC-V Instruction Szabo-Tanaka 59548
RISC-V Pseudo-Mersenne Kawamura et al. 134120
RISC-V Instruction Kawamura et al. 43865

Table 3: Number of cycles of 64-channel RNS modular multiplication with several
word modular operations and base extensions, RISC-V and x86 processors

case, the RISC-V RNS modular multiplication needs 79% less cycles in In Order
processors. It is 3.61 times faster for Out of Order processors.

6 Conclusion

In this paper, we have presented the impact on the performance of RISC-V ded-
icated word-size modular operation instructions for RNS modular multiplication
with large modulus. We have studied the following configurations:

– 2 modular multiplication variants:
• Szabo-Tanaka
• Kawamura

– 3 word size modular operation variants:
• "C" compiled modulo
• Pseudo-Mersenne moduli
• our proposed new RISC-V Instructions, with two variants of delay

– 2 RISC-V configurations
• In Order processor
• Out Of Order processor

These combinations have been used to experiment with sequential RNS mod-
ular multiplications whose precision ranges from 8 to 64 64-bit RNS channels, or
512 to 4096 bits for the modulo size. The simulations were performed with the
GEM5 simulator. The total number of simulations is almost 3000. We measured
the performance in clock cycles for each of these configurations. We also ran the
corresponding implementation on the x86-64 GEM5 simulator.
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The use of specific instructions for word-size modular operations greatly im-
proves the Residue Number Systems computation speed on both In Order and
Out of Order RISC-V processors. The benefit is greater on Out of Order archi-
tectures due to the parallel nature of Residue Number Systems. Compared to the
fastest implementation of RNS modular multiplication using pseudo-Mersenne
moduli and the Kawamura et al. base extension, using our instructions yields
implementations that are up to 3 times faster. The gain remains important for
word-size modular operators with long delays, even with modular multiplier that
has twice the delay of multipliers.

This shows that the use of specific instructions for word-size modular opera-
tions has a significant impact on the performance of the software implementation
of RNS operations.

Future work This result motivates future hardware implementations of word-size
modular operators for RISC-V processors.

We will also extend the simulation exploration to other configurations such
as investigating different instruction strategies that use three instead of four
registers. In the medium term, we also plan to implement corresponding vector
instruction sets to take advantage of the natural ability to parallelization of
the RNS. Our goal is to achieve, if possible, competitive performance levels
for software RNS implementations on RISC-V-like platforms. This may also
enable secure and randomized implementations of large modular operations for
cryptographic use cases.
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