
HAL Id: hal-04788475
https://hal.science/hal-04788475v1

Preprint submitted on 9 Dec 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Spike-based Classification with ultrafast Microlaser
Neurons using Surrogate Model-assisted Genetic

Algorithm training
Gibaek Kim, Matthieu Dubernard, Sami El-Nakouzi, Amir Hossein

Masominia, Sylvain Barbay, Laurie E. Calvet

To cite this version:
Gibaek Kim, Matthieu Dubernard, Sami El-Nakouzi, Amir Hossein Masominia, Sylvain Barbay, et al..
Spike-based Classification with ultrafast Microlaser Neurons using Surrogate Model-assisted Genetic
Algorithm training. 2024. �hal-04788475�

https://hal.science/hal-04788475v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


  
 
 Kim et al  

1 
 

Spike-based Classification with ultrafast Microlaser Neurons using 
Surrogate Model-assisted Genetic Algorithm training 

Gibaek Kim1*, Matthieu Dubernard1┼, Sami V. El-Nakouzi1, Amir-Hossein Masominia2, Sylvain 
Barbay²**, Laurie E. Calvet1*** 

 

1 LPICM, CNRS‐Ecole Polytechnique, IPP, Palaiseau, France. 
2 Université Paris‐Saclay, CNRS, Centre de Nanosciences et de Nanotechnologies, Palaiseau, France. 
┼Current address : Université Paris‐Saclay, CNRS, Centre de Nanosciences et de Nanotechnologies, 
Palaiseau, France. 
 
*email: gibaek.kim@polytechnique.edu 
 
** email : sylvain.barbay@c2n.upsaclay.fr 
 
*** email : laurie.calvet@cnrs.fr 
 

Abstract 
Spike-based machine learning offers high computational efficiency with minimal resources, utilizing 
sparse coding and brain-inspired methods. Optically based systems potentially enable very fast 
classifications but, despite decades of research, demonstrations remain simplistic. We propose an ultra-fast 
photonic, spike-based hardware architecture benchmarked on the reduced MNIST dataset. The model uses 
efficient feature detection based on receptive fields coupled to microlaser neurons (MLNs) and is trained 
using a genetic algorithm. The computational cost of the simulations is significantly reduced by the 
introduction of a surrogate model for the MLNs. The resulting classification accuracy is comparable to a 
state-of-the-art multi-layer perceptron of higher structural complexity. We estimate 1000X (10X) 
improvement in energy consumption and 10X (1000X) faster classification can be obtained compared to 
software. We anticipate that our method can be quite general and apply to other spike-based hardware 
architectures, while ultimately leading to hardware classifications that can take just a few nanoseconds. 
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1. Introduction 
Artificial intelligence (AI) has advanced rapidly over the past decade[1–6], however, current von 
Neumann architecture has  limitations that continue to restrict computational efficiency[7,8]. A promising 
alternative is photonic neuromorphic hardware, which offers increased processing bandwidth, parallelism 
and low power consumption[9–13]. At the same time, spike-based neuromorphic computing has emerged 
as an active field that aims to realize artificial intelligence while increasing the energy efficiency of 
computing platforms[14]. A particularly promising hardware is therefore photonic spiking architectures. 

Spiking microlasers can emulate neuron behavior with spike times as short as a few hundred 
picoseconds, enabling very rapid, sequential computational tasks[10,15]. Recently, spiking vertical-cavity 
surface emitting lasers (VCSELs) have shown potential for fast image preprocessing[11]. They have been 
used as the reservoir layer in reservoir computing[16,17], enabling Bayesian inference[18]. In addition 
they have been used for all-optical spiking networks with learning capabilities[19]. One notable 
advancement is an efficient feature detection where receptive fields (RFs) and photonic Micro-Laser 

Neurons (MLNs), VCSELs integrated with a saturable absorber, are used [10,20]. Notably, this research 

took advantage of biomimetic features including temporal summation, refractory time and time latency, to 
classify the data. However, simulating large-scale implementations remains challenging and 
computationally expensive, as it requires modeling complex optical neuron behavior. This work 
introduces a method to address these challenges. 

Spiking neural networks (SNNs), which process spike trains as inputs and outputs, closely mimic 
biological nervour systems and offer potential improvements in energy efficiency and performance[21]. 
Here we model and train a single layer of optical spiking MLNs to classify the 8x8 reduced MNIST 
dataset. We consider ultrafast spiking MLNs whose behavior can be described by an optical neuron model 
(ONM) with spontaneous emission[22].  This ONM maps to a leaky integrate-and-fire neuron [23] and 
describes accurately the dynamics of VCSELs integrated with saturable absorbers, which display 
biomimetic features including excitability[22], refractoriness[24], spike latency[25] and temporal 
summation[26].  

Optimal training and encoding for SNNs remain areas of active research. A typical approach is 
Spike Time Dependent Plasticity (STDP) that tunes a synaptic weight based on the relative timing of pre- 
and post-synaptic spikes[27–34]. Additionally, another supervised learning algorithms have been 
developed to minimize the error between the actual spike time and desired spike time, including the 
remote supervised method (ReSuMe)[35,36,34] and spike pattern association neuron (SPAN)[37]. Other 
methods such as S4NN and EventProp using spike time, latency or rank encodings have also been 
introduced[38–41], taking advantage of the sparse coding of spiking systems. Challenges persist, however, 
particularly with gradient-descent methods that risk becoming trapped in local optima and may not 
leverage hardware-specific advantages. 

To overcome these limitations, heuristic approaches have also been employed to train the SNN 
systems, enabling the identification of globally optimized solutions[42–44]. However, these methods 
introduce a significant computational burden, especially in large-scale implementations. To address this, 
we have developed a surrogate model[45] based on a multilayer perceptron (MLP). It has a simpler 
calculation procedure compared to the numerical method can be vectorized for high computational 
efficiency. Due to this, we can use the genetic algorithm, which is a heuristic algorithm and 
computationally demanding, to train our system. The surrogate model also provides additional benefits. In 
the encoding process, we utilize RFs, which arefundamental components of biological image classification 
systems. However, the application of RFs to provide representations of the data input can result in an 
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increased computational burden due to data segmentation. The MLP model alleviates this issue by 
reducing the computational costs and enabling vectorized calculations, allowing effective use of RFs. 

In summary, our methodology makes three key contributions. First, we demonstrate that the ONM 
can be compressed into an MLP surrogate model, significantly improving computational efficiency for 
hardware modeling. Second, this improvement allows the GA to identify optimal RF parameters, enabling 
the training of advanced classification tasks suited to general MLNs SNN architectures. Finally, we show 
that intricate data can be classified using SNNs constructed with optical components and effectively 
leveraging their biomimetic characteristics. 

 

2. Methods 
2.1 Spiking microlaser neuron models 

2.1.1 Optical neuron model 
The characteristics of ultrafast spiking MLNs can be modeled by the ONM, which consists of three 
coupled ordinary differential equations for the intracavity light intensity (𝐼), and the excessive carrier 
densities with respect to transparency in the gain (𝐺) and saturable absorber (SA) regions (𝑄): 
 

𝑰̇ ൌ 𝑰ሺ𝑮 െ 𝑸 െ 𝟏ሻ ൅ 𝜷𝒔𝒑ሺ𝑮 ൅ 𝜼𝟏ሻ𝟐    (1) 

𝑮̇ ൌ 𝜸𝑮ሺ𝝁𝟏 െ 𝑮ሺ𝟏 ൅ 𝑰ሻሻ     (2) 

𝑸̇ ൌ 𝜸𝑸ሺ𝝁𝟐 െ 𝑸ሺ𝟏 ൅ 𝒔𝑰ሻሻ     (3) 

 

Parameters are 𝜇ଵ, the intensity of the pump and most important parameter in practice, which controls the 
microlaser dynamical working regime and allows a channel for external data input, 𝜇ଶ the linear 
absorption, 𝛾ீ,ொ the gain and the saturable absorber relaxation rates, 𝛽௦௣ the spontaneous emission 
coefficient, 𝑠 the saturation parameter, and 𝜂ଵ is the carrier density at transparency. Among these 
parameters, the main physically controllable parameter is the pump intensity (𝜇ଵ). The time is rescaled to 
the cavity intensity decay time (on the order of 1.5 ps here), and the parameters 𝛾ீ,ொ are small parameters 
such that the system is of the slow-fast type. 

All the simulations take place in the excitable regime of the laser. This regime occurs for a pump 
just below the laser threshold (when the laser emits almost no light) and is characterized by an all-or-none 
kind of response to perturbation. For perturbations below a given threshold (which depends on the 
parameters values), the microlaser will relax to its quiet, sub-laser threshold and low intensity state. For 
perturbations above this threshold, the microlaser will respond by a characteristic and large intensity pulse 
before returning to its rest state, analogous to the excitable behavior in biological neurons. Interestingly, 
the emitted optical pulse has a very short duration of the order of 150 ps[24]. These characteristics permit 
the construction of fast brain-inspired processing circuits.   

Fig. 1a shows simulations using the ONM, where input pump perturbations are used to encode 
pixels intensity from an image. The conversion of the signals uses[20]: 
 

𝝁𝟏ሺ𝒕ሻ ൌ 𝝁𝟎 ൅ ∑ 𝒄𝒊𝜫𝝉𝒑ሺ𝒕 െ 𝒊 ∗ 𝝉𝒃ሻ𝒊      (4) 
 

where 𝛱ఛ೛ is a boxcar function of duration 𝜏௣,  𝜇଴ is the value of base pump value, 𝜏௕ is the value of the 

‘bit time’ duration between input image pixels, and 𝑐௜ is the pump amplitude corresponding to a given 
pixel shade. The proper choice of pump values ensures that optical neurons can integrate multiple input 
signals, achieving complex feature detection. Whenever the net gain of the laser, represented by G-Q-1, 
goes beyond 0, an excitable pulse is emitted. The full system of equations (1-3) is in general too 
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computationally expensive for neural-network training. This is why we are going to introduce a surrogate 
model to ease computation of the system output. 

2.1.2 Surrogate model 
Various machine learning algorithms could replace the ONM in Eq. (1-3). However, we select a 
multilayer perceptron (MLP) as the surrogate model due to its simplicity in mapping low-dimensional 
inputs to outputs. Although more complex algorithmic schemes may allow further improvements in the 
accuracy of the model, there are the potential drawbacks of increment in training and computing 
times[46,47]. The inputs to the model are set to the base pump value (𝜇଴) and the amplitude (𝑐௜) of the 
input bit perturbations, with the bit time 𝜏௕ set to 50 and the perturbation time 𝜏௣ set to 30. For the 

remaining parameters, we utilize typical values for semiconductor materials[26], including 𝑠 ≈ 10, 𝛾ீ,ொ = 

0.005, 𝜂ଵ ൌ 1.6, 𝜇ଶ ൌ 0,  and 𝛽 = 10ିସ. 
The successful training of the surrogate model hinges on the availability of a high-quality training 

dataset that contains a representative sample of the perturbations expected in the classification task. In our 
case, the surrogate model is tuned to predict the response of RFs and RFs encounter numerous zero pixels, 
as in Fig. 1c. Thus, to generate the input bit perturbations train set, we first produce a random binary 
signal, and then multiply it with a sequence of five randomly generated perturbation amplitudes ([𝑐௜]). In 
addition, a randomly generated base pump value (𝜇଴) is associated with it. The generated input signals are 
calculated with the ONM, and the outputs spike intensities 𝐼௜ and timings 𝑡௜ are recorded in the order of 
arrival time as depicted in Fig. 1a. 

In most cases, there are fewer output spikes than input bits (here we chose five) because of the 
sparsity of the response of microlasers. If there are less than five output spikes, the remaining ones are 
filled with zeros. As a result, there is an imbalance in the amount of information between different 
numbers of output spike sequences. To address, we in addition generate the binary signal as previously, 
but the random generator only makes a single amplitude value and assigns it to the signals. This schematic 
is expected to facilitate the generation of input perturbations with a greater potential to induce high order 
spikes compared to the initial method. We call it a supplementary process and observe its effect in Fig. S1. 
80,000 different input datasets are generated with the initial method and 120,000 are with the 
supplementary process. It took 17 hours and 20 minutes of computation time using a single CPU of Intel 
XEON microprocessor 3.2 GHz running on a Dell PowerEdge server. Due to the difference in the 
magnitudes of the spike times and spike intensities, we used a min-max normalization to scale the results. 
The datasets were divided into a ratio of 8:1:1 for training, validation, and testing. 

The surrogate model is ultimately trained to predict the output pulse intensities 𝐼௜  and timings 𝑡௜  in 
response to the defined input perturbation base pump value 𝜇଴, perturbation amplitude 𝑐௜ as illustrated in 
Fig. 1b. The MLP is composed of three hidden layers, comprising respectively 256-256-128 nodes, and 
connected to subsequent ones by a leaky rectified linear unit (Leaky ReLU) activation function. To train 
the MLP, an adaptive moment estimation (ADAM) optimizer is utilized with a learning rate scheduler that 
reduces the learning rate by a certain factor every 40 epochs. We also conduct optimization for 
hyperparameters such as batch size, learning rate, and size of train dataset and found that an initial 
learning rate of 1e-3, batch size of 32, and train dataset size of 200,000 were the best combination 
considering the surrogate model train time, dataset generation time and final quality of the surrogate 
model. The detailed results are presented in Fig. S2. The training process is run on the Nvidia A40 GPU 
and took 43 minutes to train the MLP. Furthermore, to mitigate the issue of overfitting, an early stopping 
method is employed with a patient value of 50. 
 



  
 
 Kim et al  

5 
 

 
Figure 1 (a) Operation of the microlaser with input perturbations ሺ𝑖ሻ input pump perturbations versus time, where 𝜇଴ 
is the base pump value and 𝑐௜ are perturbation amplitudes, ሺ𝑖𝑖ሻ corresponding net gain (G-Q-1) ሺ𝑖𝑖𝑖ሻ output intensity 
(𝐼) of the laser. (b) Schematic of the surrogate model with multi-layer perceptron. The input parameters are the pump 
and each perturbation amplitude. The outputs are the spike intensities and timings. (c) Encoding system of the 
MNIST 8x8 images using MLNs. The raw data is passed through an 8x8 input filter, and then divided into RFs, 
denoted 𝑅௜. RFs are determined along horizontal and vertical rows and physically correspond to different 
microlasers. Finally, the calculated spike information is flattened, and the encoding process is terminated. 

 

2.2 Optimization of MLNs feature detection 

2.2.1 Encoding and decoding methods 
Optimizing the encoding method for the reduced MNIST dataset is a challenging task. Algorithm 1 
outlines the overall encoding procedure. For each incoming MNIST dataset image (𝐷௡), an 8x8 filter 
matrix (𝑤௜) is applied to enhance the extraction of key patterns from the raw image. The filtered data is 
then segmented by RFs and converted into an input pump signal as illustrated in Fig. 1c. Each RF divides 
the pixel data into 5 consecutive signals (horizontal or vertical), with each signal’s amplitudes [𝑐௜] 
determined by the pixel’s gray value. These signals are processed by the MLNs, each assigned a unique 
pump value (𝜇௜). Using Eq. 4, we convert the image data into input perturbations based on the amplitude 
and pump values. By carefully selecting pump values, the MLNs can effectively capture patterns within 
the image. This approach is based on previous work that heuristically explored the recognition of ten 5 x 5 
binary digits using horizontal and vertical RFs[20]. The output of MLNs is combined and flattened, and 
we define this encoded spike information (𝑆௡). 

Selecting a segmentation option allows for control over feature extraction from input pixel data 
and the number of trainable parameters. Available options include the number of RFs per line and the 
scanning direction, both of which impact the parameter count. In the case that shown in Fig. 1c, a single 
64-element filter matrix is used, with four RFs per line and scanning in both horizontal and vertical 
directions, resulting in 64 RFs. Since each RF is linked to a unique MLN with its own pump value, the 
system comprises 64 MLNs, totaling 128 trainable parameters. If only vertical scanning is used, the 
parameter count is reduced to 96. To accommodate the unique patterns of each digit, we construct and 
optimize ten separate systems, one for each digit. The optimization results for these systems are 
summarized in Table S1. 
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Algorithm 1. Encoding scheme for input from the reduced MNIST dataset 

To classify the labels (𝐿௡) of MNIST data (𝐷௡ሻ, we use the notion of the support vector machine 

(SVM)[48]. This entails identifying the hyperplane in the vector space of spike information resulting from 

the MLNs (typically spike time and intensity) and determining the plane that can separate the encoded 
vectors of one digit from those of the others. Unlike other algorithms, this method allows for 
straightforward decoding and classification of spike information without needing to define specific spike 
time ranges or intensities, enhancing its versatility for general SNN systems. The full description is given 
in Algorithm 2. First, we sort the encoded spike information (𝑆௡) with the label 𝐿௡ and define the sorted 

encoded result with label 𝐿 as 𝑉௅. We then calculate the average point (𝑉௅), where the most of 𝑉௅ are found 

in the vector space. When defining the 𝑉௟, one may utilize information from either the spike intensities 
(𝐼௜), the timings (𝑡௜) or both (𝐼௜ , 𝑡௜). This choice is important, as spike intensities and timings exhibit 
unique characteristics and may have different capacities for distinguishing patterns. Optimization results 
for this choice are shown in Table S1. When the new data (𝐷௜) is coming, we can determine the label 𝐿௜ by 

estimating the distance (𝑁) between the 𝑆௜ and the 𝑉௅. The label of 𝐷௜ is to be the digit k for which 𝑁௞ has 
the minimum distance among all digits.  

 
Algorithm 2 Decoding scheme 

 

2.2.2 Genetic Algorithm 
During training, the goal of the GA is to identify the optimal combination of 𝜇௜ and 𝑤௜ that can separate 

the 𝑉௅ for specific digit L from those of the other digits. The GA begins by randomly generating an initial 
population of combinations, each representing different pump values and filter weights, as outlined in 
Algorithm 3. The combinations are assigned to MLNs, and the classification is performed through the 
encoding and decoding. The accuracy ratio (𝑛௖ 𝑛௧⁄ ), where 𝑛௖ is the number of correct answers and 𝑛௧ is 
the total number of answers is then calculated. After the evaluation of all populations in each generation, 
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elite candidates are selected, and new generations are produced by combining information from the best 
combinations. We choose the simple, yet powerful 128-point crossover method to generate the next 
generation candidate. Careful selection of hyperparameters such as mutation rate, population size, and 
number of generations is crucial, considering the size of the parameter space. Here, we run 100 
generations with 300 candidates per generation and set the mutation rate to 0.1. These values are 
determined through hyperparameter optimization, as shown in Fig. S3 and S4. 

 
Algorithm 3 Genetic algorithm for training MLNs 

 

3. Results 
3.1 Comparison between the surrogate model and ONM 

Biomimetic features like refractory time, temporal summation, and spike latency characteristics of the 
MLN are important properties for neuromorphic computing. Here, we demonstrate that the surrogate 
model accurately predicts these characteristics. Fig. 2a depicts these phenomena using five input pump 
perturbations of strengths [ci]= [5.2, 5.2, 1.3, 0, 1] and a base pump 𝜇଴ of 2.51. The first two input 
perturbations are strong enough to trigger an excitable response (above-threshold), based on their bit time 
and pump values. However, the simulations show that only a single spike is produced because the second 
input perturbation (100–130) overlaps with the refractory period (103–116), preventing an additional 
excitable response. This confirms that the surrogate model accurately represents absolute refractory time. 

Temporal summation happens when consecutive subthreshold inputs accumulate within a short 
period, triggering a response spike. Fig. 2b illustrates the output spike information for five input signals, 
whose amplitudes are insufficient to elicit an excitable response on their own. However, both models 
predict one response spike, as the time interval between each pump perturbation is relatively short, around 
20. This provides compelling evidence that the surrogate model can effectively predict temporal 
summation. 

Spike time latency refers to the temporal delay between the onset of a stimulus and the 
corresponding response of the neuron. When the input signals are sufficiently intense to stimulate the 
MLN, as in Fig. 2a, the time latency is relatively brief: 20 and 22, respectively for the surrogate model and 
the ONM. When the amplitudes of input perturbations are closer to the excitable threshold, as in Fig. 2b, 
there is a significant time latency: approximately 53 and 56 respectively for surrogate model and the 
ONM. The predictions indicate that the surrogate model accurately predicts the nonlinear dependence of 
the time latency on the input perturbation amplitude. 

Now, we expand the scope of our investigation by examining more general scenarios. We 
undertake a comparative analysis of the calculation outcomes between the ONM and the surrogate model, 
utilizing a test dataset. Fig. 2c illustrates the linear correlation between the actual value, as determined by 
the ONM, and the predicted value derived from the surrogate model. To conduct a more rigorous 
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quantitative analysis, three distinct evaluation metrics were calculated with the test dataset: the R2 score, 
the Pearson correlation coefficient (PCC), and the mean absolute error (MA). Fig. 2d demonstrates that 
most cases exhibit a high degree of alignment between the R2, PCC, and MA values and their optimal 
values. This indicates that the MLP surrogate model achieves accuracy comparable to the conventional 
numerical ONM. 

Notably the surrogate model is more accurate for earlier spikes due to the greater amount of 
training information for these initial responses. Although supplementary data generation partially 
addresses this, some imbalance remains (see Fig. S1). However, this is expected to minimally affect the 
final classification model, as higher-order spikes indicate an absence of summation at the neuron level, 
resulting in reduced computational influence of the MLN. 

 
Figure 2 (a) Example response of the surrogate model to a train of pump input perturbations with pump value of 
2.51 and amplitudes [5.2, 5.2, 1.3, 0, 1], (b) with pump value of 2.41 and amplitudes [1.5, 1.4, 1.6, 1.1, 1.5] (note that 
time is rescaled on order of 1.5 ps). (c) The scatter plots for values of spike intensity and time calculated by the 
ONM, versus predicted values by the surrogate model, (d) The accuracy of surrogate model for test dataset 
calculated with the three different evaluation metrics. Note that the optimal value for PCC and R2 is 1, and for 
RMSE is 0. 

The utility of the surrogate model is evident when considering the training time of the MLNs. On 
our server, training the MLNs with the ONM would take approximately 4,809 days and 22 hours, while 
the surrogate model requires only 10 hours, representing a more than 10,000-fold improvement. The 
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reduction is due to the surrogate model’s simpler computational structure and its ability to perform 
vectorized calculations, as illustrated in Fig.  3a. As the number of calculated signals increases, the 
calculation time for the ONM increases linearly, whereas for the surrogate model, it remains constant at 
10-2 seconds. This vectorizability is a distinctive characteristic, enabling MLNs to be trained with a GA by 
significantly reducing the computational demands. 

As an illustration, consider the training of an MLNs for the digit "8" with 300 populations and 100 
generations. Fig. 1c illustrates this with an MLNs with four RFs per line, scanning both vertically and 
horizontally, resulting in 64 unique RFs. Given that each RF encodes five input bits, the ONM would need 
to process 320 input bits for a single image. In consideration of the 1617 reduced MNIST train data, 300 
distinct candidates for (𝜇௜, 𝑤௜), and 100 generations, would result in a total of ~1.55 x 1010 input bits to be 
processed. In contrast, the total number of input bits that surrogate model processes are reduced to 3x104 
by vectorizing the 64 RFs and the dataset. 

While the advantageous computing time of the surrogate model is very clear, we now consider its 
precision. Due to the high computational cost of the GA when integrated with the ONM, evaluating 
training results with both methods is impractical. Instead, we compare the classification outcomes between 
the surrogate model and the ONM on an MLNs trained with the surrogate model and GA. Fig. 3b 
demonstrates that the accuracy of the trained MLNs is 0.996 for both models, with only one discrepancy 
among the 1,617 cases. Fig. 3c further confirms the computational efficiency of the surrogate model, as 
the ONM’s calculation time reaches approximately 13 hours, while the surrogate model completes the task 
in just 6.7 seconds. This supports the conclusion that the surrogate model’s low computational cost and 
vectorizability can be leveraged without compromising accuracy during training. 

The inaccuracy of the surrogate model, particularly in the prediction of late arrival spike, has a 
negligible impact for two reasons. First, in this classification task, the surrogate model rarely encounters 
late arrival output spikes due to the MNIST dataset’s use of numerous zeros and a 16-bit grayscale, which 
makes it unlikely that all five input signals would independently trigger the laser. Second, during 

decoding, hundreds of datasets are encoded to calculate the average vector space (𝑉) for each label. 
Consequently, despite the presence of a limited number of erroneous outputs, their impact is not 
significant. 

 
Figure 3 (a) The calculation time for calculating increasing numbers of input bits using different models. (b) 
Confusion matrices of MLNs for digit 0, trained with the surrogate assisted GA and classified on the test dataset with 
the ONM (left) and with the surrogate model (right). (c) Time consumption of ONM and surrogate model during 
calculating the classification behavior of trained MLNs. 

3.2 Classification Result 
We investigate the accuracy of the trained MLNs while varying the number of trainable parameters, which 
can be adjusted by modifying the MLN structure and encoding method, which is detailed in the 
supplementary information provided. To address variability resulting from the limited size of the training 
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dataset (reduced MNIST images), we employ a five-fold cross-validation approach and calculate the mean 
and standard deviation of test accuracy. Additionally, we compare the MLNs with a standard multilayer 
perceptron classifier (MLPC) with one hidden layer containing 128 neurons. Training details for both 
models are provided in supplementary information. 

Fig. 4a shows that the test accuracy of the MLNs classification improves as the number of 
trainable parameters increases, reaching a maximum accuracy of 91.4% with 1,120 trainable parameters. 
For the MLPC, the accuracy is 93.5% with 9,472 trainable parameters. For the MLPC, accuracy reaches 
93.5% with 9,472 trainable parameters. Given that the MLNs system is a single-layer model with roughly 
ten times fewer trainable parameters than the MLPC, we conclude that it demonstrates comparable 
capabilities for image classification. 

We further evaluate the test accuracy of both models by adjusting the hyperparameters of their 
respective optimization algorithms, as the MLNs and MLPC use different training methodologies. The 
MLNs are optimized with a surrogate model-assisted genetic algorithm (GA), while the MLPC uses a 
stochastic gradient descent (SGD) optimizer. For the MLNs, we vary the population size, and for the 
MLPC, we adjust the learning rate. Fig. 4b shows that when the learning rate and population size are 
relatively low, the MLNs demonstrate higher accuracy, likely due to GA’s capacity to balance exploration 
and exploitation effectively. However, as the learning rate increases, the MLPC achieves better accuracy, 
as gradient-based methods like SGD offer superior exploitation capabilities. Although this is not a direct 
comparison, it is clear that the MLNs system performs comparably to the MLPC, despite being a newer 
and developing technology, offering prospects for further enhancements. 

 
Figure 4  The accuracy of test data which is classified with (a) MLNs with varying number of trainable parameters, 
and MLPC, (b) MLNs and MLPC trained with varying hypermeters (number of parameter and learning rate, 
respectively), (c) confusion matrix of classification result of MLNs. 
 

4. Discussion 
In this paper, we selected a surrogate model for training MLNs and subsequently compared the encoding 
and decoding results from the surrogate model with those from the ONM, finding them to be nearly 
identical. While this replacement is effective in our case, it may not be universally applicable. When 
selecting models, two key factors should be considered: computational cost and accuracy. For applications 
requiring high accuracy, the ONM is optimal. However, when many iterations are needed, the MLP 
surrogate model can significantly reduce computational demands. In our case, the surrogate model is 
essential for training the MLNs with GA, which is a highly iterative and computationally expensive 
process. However, verifying that small inaccuracies do not compound during training is crucial to 
maintain the MLNs classification’s functionality. 

Although the surrogate model worked well with GA in our study, it may need further optimization 
for other algorithms, especially if small inaccuracies become significant. In our system, a single candidate 
set of filter weights and pump values encodes thousands of MNIST datasets, so minor encoding errors are 
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relatively inconsequential. However, in systems where small errors could have a substantial impact, a 
more precise surrogate model may be required. One possible solution is to adopt advanced neural 
networks, such as convolutional neural networks, long short-term memory (LSTM), or gated recurrent 
units (GRU) as surrogate models. Since the surrogate model’s input and output signals are sequential, 
LSTMs and GRUs, which are specialized for sequence data, may be particularly suitable. However, this 
approach would increase computational costs, necessitating a careful balance between accuracy and 
computational efficiency. 
 To assess the accuracy of the MLNs architecture, we compared it with an MLPC. Although the 
two systems use different algorithms and varying hyperparameters, limiting the scope for strict 
comparative analysis, we found that the MLNs classifier achieved accuracy comparable to that of the 
MLPC. As the MLNs system is still in its early stages, there is potential for enhancement. Hybrid methods 
combining particle-based metaheuristic algorithms with gradient-based algorithms could improve 
performance, leveraging both exploration and exploitation capabilities. Another approach could involve 
developing a more complex, multi-layer MLNs architecture. As shown in Fig. 4a, increasing the number 
of parameters enhances system accuracy, suggesting that stacking MLNs layers may yield further 
improvements.  

The MLNs classification system benefits from optical components that enable ultrafast 
processing, eliminate information transfer delays, and enhance energy efficiency. For experimental 
implementation, we foresee no major conceptual challenges, though integrating components to input and 
collect digit information may be challenging. This could be solved using the approach of microfibers for 
connecting the MLNs[13]. In our encoding system, we have a filter that is multiplied with the input 
MNIST dataset. This filter can be implemented using a variety of methodologies, including wavelength-
division multiplexed (WDM) signals with mirroring resonator (MRR) weight banks[49]. Also, this could 
also be simply processed by ultrafast electronics at the input of the MLNs. 

By operating in parallel, each RF could be processed in under 5 ns[20]. A simpler but slower approach 
would involve processing the RFs sequentially, taking about 320 ns, with a power consumption of only a 
few tens of mW for pump laser power. We estimate that our architecture could perform classifications 
with energy consumption in the tens of nJ range, compared to tens of µJ for a single photonic neuron on a 
conventional computer. An array of photonic neurons could further increase processing speed by at least 
100 times, although this would increase energy consumption proportionally. This inherent tradeoff allows 
the technique to be tailored to applications prioritizing either reduced power consumption or processing 
speed. 

 
 

5. Conclusion 
In this investigation, we used a surrogate model-assisted GA to train an MLN classification model. This 
approach leverages the biomimetic characteristics of spiking neurons—specifically, time latency, temporal 
summation, and refractory time. By taking advantage of the surrogate model's low computational cost and 
vectorizability, we achieved training speeds over 1,000 times faster than with the ONM, demonstrating 
that training the MLN model would be impractical without the surrogate model. A noted limitation of this 
technique was reduced accuracy for later-arriving spikes, which had limited impact for the reduced 
MNIST dataset but may be relevant in other classification tasks. 

This study represents a significant step forward in developing photonic hardware for 
neuromorphic systems. We demonstrated a method that greatly reduces the computational load of 
simulating spiking photonic systems through the use of a surrogate model. Moreover, we showed that a 
spike-based architecture with MLNs is more energy efficient and faster with comparable accuracies to 
state-of-the-art second-generation neural networks. Although our results focus on specific hardware, this 
approach can be applied to other types of spiking systems. Our general method enables more complex 
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modeling of spike-based hardware, potentially paving the way for nanosecond-level classification in 
photonic systems. 
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