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Abstract
In this work, we are interested by the identification in a wave equation of a space
dependent source term multiplied by a known time and space dependent function,
from internal velocity or field measurements. The first part of the work consists in
proving stability inequalities associated with this inverse problem from adapted
Carleman estimates. Then, we present a sequential reconstruction strategy which
is proved to be equivalent to the minimization of a cost functional with Tikhonov
regularization. Based on the obtained stability estimates, the reconstruction error
is evaluated with respect to the noise intensity. Finally, the proposed method is
illustrated with numerical simulations, both in the case of regular source terms and
of piecewise constant source terms.
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Inverse problems related to wave equation phenomena are widely used in en-
gineering (structural health monitoring [49, 61]), environmental sciences (seismic
exploration [42]) and life sciences (tomography [31], elastography [30], pulse wave
propagation [60]). In a very general view, these inverse problems can be summarized
into three categories of reconstruction problems that are strongly intertwined. On
one hand, state reconstruction aims to register the wave solution, or equivalently
to reconstruct the initial conditions of the observed wave propagation. On the
other hand, parameter identification takes into account situations where the model
is partially uncertain and attempts to reconstruct the material properties of the
physical domain of propagation. Between these two estimation problems, source
term reconstruction is devoted to the identification of external loading on the system,
whether through volume sources or boundary conditions. In essence, the source
reconstruction problem can be considered as an intermediate problem between state
estimation and parameter identification, since it is fundamentally an identifica-
tion problem, even if it remains a linear inverse problem like in state estimation.
Moreover, many identification problems are solved from a sequence of linearized
subproblems [37] each corresponding to a source term inversion. At the same time,
source reconstruction problems are often analyzed thanks to stability estimates
based themselves on observability inequalities developed for the reconstruction of
initial conditions [59].

The present work naturally falls within this framework by attempting to gener-
alize the strategy proposed in [59] to a more general class of source term. More
precisely, the work [59] deals with the reconstruction from local field measurements
of a space-dependent source term multiplied by a known time-dependent function.
Hence, the theoretical results obtained in that work relied heavily on the variable
separation in the source term. Here, we propose to investigate a more general case
by reconstructing a space-dependent source term multiplied by a known space- and
time-dependent function. Therefore, while in [59] the reconstruction stability was
based on a classical observability estimate in combination with a Volterra inversion,
here the general structure of the source leads us to to prove a general stability
estimate derived from a Carleman estimate [1, 16].

Carleman estimates provide a general tool for proving stability results for
problems with single measurements [5]. Without claiming to be exhaustive, we can
quote the following works for parabolic problems [11, 28, 39, 56], for hyperbolic
problems [11, 17, 19, 22, 23, 24, 25, 26, 27, 56] and in particular for wave equations
[14, 20, 32, 40, 43]. In this paper, we establish two new Carleman estimates
for different semi-norms of the internal measurements. Our first estimate which
involves measurements of the spatial gradient of the field will be well suited to
velocity measurements whereas our second estimate which involves measurements
of the Laplacian of a time primitive function of the field will be well suited to field
measurements. Moreover, the stability estimates derived from the two Carleman
estimates will highlight the degree of ill-posedness of the related inverse problem (in
the sense of Definition 1.1) and as a consequence different regularization strategies
will be used to bridge the gap in regularity.

With regard to the reconstruction strategy, we have further developed the
sequential approach proposed in [35, 59]. Minimizing a least squares criterion [2, 3]
is certainly the most widely used approach to reconstruct source terms from internal
measurements. This has led to the so-called 4D-Var approach to data assimilation
[6, 7, 36] or the full-wave inversion (FWI) strategy [52]. Let us also mention that
other numerical reconstruction methods based on the minimization of a functional
convexified through the use of Carleman weights have been proposed, in [18, 56,
58] and then in [46, 50, 55]. As an alternative, the sequential approaches, also



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 3 of 41

known as observer design [4], aim at formulating a reconstruction strategy that uses
the measurements as they become available, thus defining a model that uses the
available measurements through a feedback to converge asymptotically to the target
system and source term. By relying on a dynamic programming principle, we show
that a sequential strategy can be proved to correspond exactly to the minimization
of the least squares criterion [57, 59]. Therefore, the reconstruction is obtained
in only one forward simulation under the assumption that we can compute and
store the underlying Riccati operator involved in the feedback term. Note that in
[50], the authors recovers a zero order potential of a wave propagation problem.
Our approach is not directly applicable to this setting. However, assuming that
the zero order potential is not large, one could use asymptotic series, to reduce the
problem to a sequence of source recovery problem. The question of convergence of
this sequence of inverse problems would be a delicate but interesting question.

This paper is structured as follows. In the first section, we present the inverse
problem we are interested in. Then, in Section 2, we state and prove Carleman
estimates, which are based on the work of [47] and involve non classical internal
measurement terms which are designed for our inverse problem. These Carleman
estimates are applied to establish stability properties of the inverse source prob-
lem. In Section 3, we then propose a minimization strategy based on an adapted
Tikhonov regularization and we derive from the stability inequalities estimates of
the reconstruction error for noisy measurements. We then present a reconstruction
method based on an optimal observer which corresponds to the minimization as
presented in [59]. Finally, Section 4 is dedicated to the presentation of some numer-
ical results. In particular, we consider the case where a piecewise constant source
term has to be reconstructed and present an iterative procedure relying on the use
of adaptive basis.

1 Problem statement
1.1 Model
Let T > 0 and Ω be a bounded smooth enough, connected open domain in Rd,
d ≥ 1. We consider the following wave equation

∂ttu(x, t)−∆u(x, t) = σ(x, t)θ(x), (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

u(x, 0) = u0(x), x ∈ Ω,

∂tu(x, 0) = v0(x), x ∈ Ω.

(1)

Here, the right hand side is the product of a given function σ which is assumed to
belong to H1(0, T ;L∞(Ω)) and an unknown function θ which is assumed to depend
only on the space variable x. Moreover, (u0 v0) is an initial condition given in
Z = H1

0(Ω)× L2(Ω).
If we introduce the notation z = (u v)⊤ with v = ∂tu, we can rewrite (1) as a

first-order system: {
ż = Az +Bθ, in (0, T ),

z(0) = z0,
(2)

where

z0 =

(
u0
v0

)
, B =

(
0

σ(x, t)Id

)
, (3)

and the operator A is an unbounded skew-adjoint operator from D(A) into Z
defined by

A =

(
0 Id
∆0 0

)
, D(A) = D(∆0)×H1

0(Ω), (4)
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with ∆0 the Laplacian operator with homogeneous Dirichlet boundary conditions.
Since the operator A is maximal dissipative, it is a generator of a C0-semigroup
(etA)t≥0 on Z.

For the sequel, we also introduce the definition of the sensitivity, i.e. the family
(L(t))t≥0 of bounded operators, so that, for a given θ ∈ L2(Ω), the application
t 7→ L(t)θ is solution in C0([0, T ],Z) of{

ż = Az +Bθ,

z(0) = 0.
(5)

Then, the Duhamel’s formula for the solution of (1) can be written z(t) = etAz0 +
L(t)θ for all t ∈ [0, T ].

1.2 Observation operator
In this study, we assume that, to reconstruct the function θ, we have access to
velocity or field measurements on the solution of (1). These measurements are
available on a subdomain ω that can not be chosen arbitrarily.

First, let us introduce a part of the boundary on which the observation domain
have to lean on. For every x0 ∈ Rd \ Ω, we define

Γ0 := {x ∈ ∂Ω | (x− x0) · ν(x) > 0},

where ν is the outward unit normal to ∂Ω. Then, for every ρ > 0, we define

ωρ,x0 := Ω ∩
⋃
x∈Γ0

B(x, ρ). (6)

We refer to Figure 1 for an illustration.

xa

x0

xb

Γ0
ωρ,x0

ω

Ω

1
Figure 1. An example of domain ωρ,x0 defined in (6).

We assume that the observation domain ω is an open and nonempty subset of
Ω such that the boundaries ∂ω and ∂(Ω\ω) are Lipschitz, and that the multiplier
condition is satisfied: there exists x0 ∈ Rd \ Ω and ρ > 0 such that

ωρ,x0 ⊂ ω. (7)

We also assume that the observation time T satisfies the time condition:

T > T0 := sup
x∈Ω

|x− x0|. (8)

As observation, we consider measurements of u, solution of (1), in the domain
ω during the time interval (0, T ), or any of its time derivative. In fact, we will
see that measuring u|ω or ∂tu|ω will introduce major differences in the proposed
inversion method due to the fact that u and ∂tu play different roles in the first-
order formulation (2). By contrast, when measuring ∂ttu (or any high order time
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derivative), we can, without lost of generality, get back to the case where ∂tu|ω is
observed by simply integrating

∂tu|ω(t) = ∂tu|ω(0) +

∫ t

0
∂ttu|ω(τ) dτ.

Therefore, in this article, we will always separate our study between the field
measurements configuration where u|ω is measured and the velocity measurements
configuration where ∂tu|ω is measured. For each configuration, let us define the
observation operator C usually introduced in control and observation theory – see
for instance [38] and references therein.

In the case of velocity measurements, the observation operator is given by

C =
(
0 Iω

)
∈ L(Z,Y), (9)

where Y = L2(ω) and Iω is the restriction operator in L(L2(Ω), L2(ω)). Notice that
the adjoint associated with C is given by

C∗ =
(
0 1ω

)⊤
,

where 1ω : L2(ω) → L2(Ω) is the extension operator by 0 in Ω \ ω.
In the case of field measurements, the observation operator is given by

C =
(
Iω 0

)
∈ L(Z,Y), (10)

where Y = L2(ω) and Iω is the restriction operator in L(H1
0(Ω),L

2(ω)). Let us
remark that, since in practice, the measurements are subject to error, we do not
restrict the observation space to H1(ω) which would have been the natural space
associated with the solution of (2). The adjoint associated with C is given by

C∗ =
(
Fω 0

)⊤
where Fω ∈ L(L2(ω),H1

0(Ω)) is given by: for all ϕ ∈ L2(ω), Fωϕ is the solution of{
−∆ψ = χωϕ, in Ω,

ψ = 0, on ∂Ω,
(11)

where χω is the characteristic function of ω.

1.3 Inverse problem setting
We consider an actual trajectory ǔ, modeled as a mild solution ž of (2) associated
with given (u0, v0) and σ, and an unknown θ̌ ∈ H1

0 (Ω). Since the initial data are
known and since the inverse problem that we will address is linear, we can reduce
ourselves to the case where the initial conditions are null. Therefore, we consider
the following system

∂ttǔ(x, t)−∆ǔ(x, t) = σ(x, t)θ̌(x), (x, t) ∈ Ω× (0, T ),

ǔ(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

ǔ(x, 0) = 0, x ∈ Ω,

∂tǔ(x, 0) = 0, x ∈ Ω,

(12)

and its first-order formulation{
˙̌z = Až +Bθ̌, in (0, T ),

ž(0) = 0,
(13)

where B and A are respectively defined by (3) and (4). We want to reconstruct θ̌
and, to do so, we assume that we have access to measurements modeled by the
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observation operator defined by (9) or (10). We denote by yδ ∈ L2(0, T ; L2(ω)) the
available measurement which is assumed to be perturbed by a measurement error
of amplitude δ, namely

∃ δ > 0 such that ∥yδ − Cž∥L2(0,T ;L2(ω)) ≤ δ
√
T .

Therefore, recovering θ̌ from yδ consists in inverting the linear input-output operator

ΨT :

∣∣∣∣∣L2(Ω) → L2(0, T ; L2(ω)),

θ 7→ (t 7→ CL(t)θ).
(14)

We immediately note that ΨT is bounded, since, for both definitions (9) and (10),
C is a bounded operator from Z to L2(ω).

Inspired by the static inverse problem community, we propose a definition of the
degree of ill-posedness of an inverse problem associated with our evolution problem.

Definition 1.1. Let s, r ∈ N be given. We consider an input-output operator

ΨT : Hs(Ω) → L2(0, T ; Hr(ω)).

If there exist n, m ∈ N satisfying n ≤ s and r ≤ m and c > 0 such that, for all
θ ∈ Hs(Ω), we have

∥ΨT θ∥L2(0,T ;Hm(ω)) ≥ c ∥θ∥Hn(Ω),

then we say that the problem of inverting ΨT is ill-posed of degree m− r + s− n.

We will show in Section 2.2 that the problem of inverting the input-output
operator ΨT given by (14) corresponds to a mildly ill-posed problem of degree 1 in
the case of velocity measurements and of degree 2 in the case of field measurements
(see [15] for instance). These properties will be related to stability estimates
associated with our inverse problem which are stated in Theorems 2.3 and 2.4.
derived from the Carleman estimates given in Section 2.1. In Section 3, we will
propose a regularization strategy to invert ΨT using observer methods.

2 Stability inequalities associated with our inverse source
problem

2.1 Carleman estimates
In this section, we state two different Carleman estimates. These estimates will
be used in Subsection 2.2 to prove stability estimates associated with our inverse
source problem. To do so, we will follow the Bukhgeim-Klibanov method first
presented in [5] and further developed in [11, 56] and apply our Carleman estimates
to the time derivative of the solution of (12). In what follows, we will rely on the
classical techniques used to prove Carleman estimates for the wave equation initialy
proposed by [10] and then modified and used in [13, 20, 22, 24, 40, 47] and also
presented in [56, Theorem 2.7.1].

Before stating our results, let us introduce the adequate Carleman weights. For
β ∈ (0, 1) and λ > 0, we define, for all (x, t) ∈ Ω× (−T, T )

ψ(x, t) = |x− x0|2 − βt2 + c0 and ϕ(x, t) = eλψ(x,t), (15)

where c0 > 0 is chosen such that ψ ≥ 1 in Ω× (−T, T ).
The theorem which follows corresponds to our first Carleman inequality. In this

inequality, the right hand side involve the L2((−T, T )×ω) weighted norms of the field
w and its spatial gradient ∇w. Let us notice that, in this theorem and in the next one,
there is no condition on the final time T that can be arbitrary small. This is due to
the fact that we have the restrictive conditions w(·, 0) = w(·,±T ) = ∂tw(·,±T ) = 0
in Ω.
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Theorem 2.1. We assume that ω satisfies (7). Let ϕ be the weight function defined
by (15). Then, for every β ∈ (0, 1), there exist λ > 0, s0 > 0 and a positive constant
c such that, for all s ≥ s0, we have,

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx+

∫ T

−T

∫
Ω
e2sϕ(s|∇w|2 + s|∂tw|2 + s3|w|2) dx dt

≤ c

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+ cs2

∫ T

−T

∫
ω
e2sϕ(|∇w|2 + s2|w|2) dx dt, (16)

for all w ∈ L2(−T, T ; H1
0(Ω)) ∩ H1(−T, T ;L2(Ω)) such that Pw = ∂ttw − ∆w ∈

L2(Ω× (−T, T )) and w(·, 0) = w(·,±T ) = ∂tw(·,±T ) = 0 in Ω.

To prove this result, we adapt the proof of Theorem 2.1 in [47] which states a
Carleman estimate involving boundary measurements. Therefore, we will not give
all the details but mainly focus on the original part of the proof that corresponds
to the derivation of our different observation terms.

In this section, we write a ≲ b if there exists a positive constant c > 0 independent
of s such that a ≤ cb.

Proof. In this proof, all the computations will be done for smooth functions and
lastly a density argument allows to extend the result to the regularity given in the
theorem.

The beginning of the proof closely follows the one of Theorem 2.1 in [47]. More
precisely, we start from equation (2.13) in [47] that we rewrite here with the
difference that we do not highlight the dependence of the inequality with respect to
λ: there exists s0 > 0 such that, for all s > s0, any function z in C2(Ω× [−T, T ])
such that z(·, 0) = 0 in Ω, z(·,±T ) = ∂tz(·,±T ) = 0 in Ω and z = 0 on ∂Ω× [−T, T ]
satisfies

s

∫ T

−T

∫
Ω
(|∂tz|2 + |∇z|2 + s2|z|2) dx dt+

∫ T

−T

∫
Ω
|P1z|2 dx dt

≲
∫ T

−T

∫
Ω
|Pconjz|2 dx dt+ s

∫ T

−T

∫
Γ0

|∂νz|2 dσ dt, (17)

where
P1z = ∂ttz −∆z + s2λ2ϕ2z(|∂tψ|2 − |∇ψ|2), (18)

and

Pconjz = esϕP (e−sϕz) (19)

= ∂ttz − 2sλϕ(∂tz∂tψ −∇z · ∇ψ) + s2λ2ϕ2z(|∂tψ|2 − |∇ψ|2)
−∆z − sλϕz(∂ttψ −∆ψ)− sλ2z(|∂tψ|2 − |∇ψ|2)ϕ.

Let w be given in C2(Ω× [−T, T ]) such that w = 0 on ∂Ω× [−T, T ], w(·, 0) = 0
in Ω, w(·,±T ) = ∂tw(·,±T ) = 0 in Ω. We define v by the classical change of
variables v = esϕw in Ω× (−T, T ).

We will apply inequality (17) to z = χv where χ ∈ C∞(Ω) is a cut-off function
such that 0 ≤ χ ≤ 1 and

χ(x) =

{
0, if x ∈ ω1,

1, if x ∈ Ω \ ω2

(20)

where ω1 = ωρ1,x0 and ω2 = ωρ2,x0 are defined by (6) with ρ1 < ρ2 < ρ and
illustrated in Figure 2.
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xa

x0

xb

Γ0 ωω1 ω2

Ω

1

Figure 2. Examples of domains ω, ω1 and ω2.

We notice that

∂tz = χ∂tv, ∂ttz = χ∂ttv, ∇z = ∇χv + χ∇v,
∆z = ∆χv + 2∇χ · ∇v + χ∆v,

P1z = χP1v −∆χv − 2∇χ · ∇v,
Pconjz = χPconjv + 2sλϕ∇χ · ∇ψv −∆χv − 2∇χ · ∇v. (21)

Using that v = z on Ω \ ω2, we obtain

s

∫ T

−T

∫
Ω
(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
Ω
|P1v|2 dx dt

= s

∫ T

−T

∫
Ω\ω2

(|∂tz|2 + |∇z|2 + s2|z|2) dx dt+

∫ T

−T

∫
Ω\ω2

|P1z|2 dx dt

+ s

∫ T

−T

∫
ω2

(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
ω2

|P1v|2 dx dt.

Therefore, applying inequality (17) to z, we get that, for s ≥ s0,

s

∫ T

−T

∫
Ω
(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
Ω
|P1v|2 dx dt

≲
∫ T

−T

∫
Ω
|Pconjz|2 dx dt+ s

∫ T

−T

∫
Γ0

|∂νz|2 dσ dt

+ s

∫ T

−T

∫
ω2

(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
ω2

|P1v|2 dx dt.

Eventually, since ∂νz = ∂νχv + χ∂νv = 0 on Γ0 and using (21), we get

s

∫ T

−T

∫
Ω
(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
Ω
|P1v|2 dx dt

≲
∫ T

−T

∫
Ω
|Pconjv|2 dx dt+ s

∫ T

−T

∫
ω2

(|∂tv|2 + |∇v|2 + s2|v|2) dx dt

+

∫ T

−T

∫
ω2

|P1v|2 dx dt. (22)

Next, using the definitions (18) and (19), we observe that

|P1v|2 ≲ |Pconjv|2 + s2(|∂tv|2 + |∇v2|+ |v|2),

thus, for s large enough, we can replace the last term in (22) to obtain

s

∫ T

−T

∫
Ω
(|∂tv|2 + |∇v|2 + s2|v|2) dx dt+

∫ T

−T

∫
Ω
|P1v|2 dx dt

≲
∫ T

−T

∫
Ω
|Pconjv|2 dx dt+ s2

∫ T

−T

∫
ω2

(|∂tv|2 + |∇v|2 + s|v|2) dx dt. (23)
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Let us now add a term in ∂tv(0) in the left-hand side. According to the definition
(18) of P1, an integration by parts in space gives:∫ 0

−T

∫
Ω
P1v ∂tv dx dt =

1

2

∫ 0

−T

∫
Ω
∂t(|∂tv|2) dx dt+

1

2

∫ 0

−T

∫
Ω
∂t(|∇v|2) dx dt

+
s2λ2

2

∫ 0

−T

∫
Ω
ϕ2 (|∂tψ|2 − |∇ψ|2) ∂t(|v|2) dx dt,

and since v(·, 0) = 0 in Ω, v(·,−T ) = ∂tv(·,−T ) = 0 in Ω,∫ 0

−T

∫
Ω
P1v ∂tv dx dt =

1

2

∫
Ω
|∂tv(0)|2 dx

− s2λ2

2

∫ 0

−T

∫
Ω
∂t(ϕ

2(|∂tψ|2 − |∇ψ|2)) |v|2 dx dt.

Rearranging the terms and multiplying by s1/2, we get

s1/2

2

∫
Ω
|∂tv(0)|2 dx = s1/2

∫ 0

−T

∫
Ω
P1v ∂tv dx dt

+
s5/2λ2

2

∫ 0

−T

∫
Ω
∂t(ϕ

2(|∂tψ|2 − |∇ψ|2)) |v|2 dx dt.

Then, by Cauchy-Schwarz and Young inequalities, we obtain

s1/2
∫
Ω
|∂tv(0)|2 dx ≲

∫ 0

−T

∫
Ω
|P1v|2 dx dt

+ s

∫ 0

−T

∫
Ω
|∂tv|2 dx dt+ s5/2

∫ 0

−T

∫
Ω
|v|2 dx dt.

Therefore, extending the integrals between 0 and T in the right-hand side, we have

s
1
2

∫
Ω
|∂tv(0)|2 dx ≲

∫ T

−T

∫
Ω
|P1v|2 dx dt

+ s

∫ T

−T

∫
Ω
|∂tv|2 dx dt+ s5/2

∫ T

−T

∫
Ω
|v|2 dx dt. (24)

Injecting this inequality in (22), we obtain that, for s ≥ s0,

s
1
2

∫
Ω
|∂tv(0)|2 dx+ s

∫ T

−T

∫
Ω
(|∂tv|2+ |∇v|2+ s2|v|2) dx dt+

∫ T

−T

∫
Ω
|P1v|2 dx dt

≲
∫ T

−T

∫
Ω
|Pconjv|2 dx dt+ s2

∫ T

−T

∫
ω2

(|∂tv|2 + |∇v|2 + s|v|2) dx dt.

Next, we come back to the initial function w = e−sϕv. After classical computations
that we do not detail here (we refer for instance to [47]), we get

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx+ s

∫ T

−T

∫
Ω
e2sϕ(|∂tw|2 + |∇w|2 + s2|w|2) dx dt

≲
∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt

+ s2
∫ T

−T

∫
ω2

e2sϕ(|∂tw|2 + |∇w|2 + s2|w|2) dx dt. (25)
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To conclude the proof, it remains to remove the term in ∂tw in the right hand side.
To do so, we define a function ρ ∈ C∞(Ω) such that

ρ(x) =

{
1, if x ∈ ω2,

0, if x ∈ Ω\ω,

and observe that, from the definition of P , we obviously have∫ T

−T

∫
ω
e2sϕρ(∂ttw −∆w − Pw)w dx dt = 0. (26)

Let us consider separately the three integrals coming from this equality. For the
first term we have, thanks to two integrations by parts in time,∫ T

−T

∫
ω
e2sϕρ ∂ttww dx dt = −

∫ T

−T

∫
ω
∂tw ∂t(e

2sϕρw) dx dt

= −
∫ T

−T

∫
ω
|∂tw|2 e2sϕρ dx dt− s

∫ T

−T

∫
ω
∂t(|w|2) e2sϕ ∂tϕ ρ dx dt

= −
∫ T

−T

∫
ω
e2sϕ ρ |∂tw|2 dx dt+ 2s2

∫ T

−T

∫
ω
e2sϕ |∂tϕ|2 |w|2ρ dx dt

+ s

∫ T

−T

∫
ω
e2sϕ ∂ttϕ ρ |w|2 dx dt. (27)

For the second term in (26) we have, using Green formula

−
∫ T

−T

∫
ω
e2sϕρ∆ww dx dt

=

∫ T

−T

∫
ω
∇(e2sϕρw) · ∇w dx dt

=

∫ T

−T

∫
ω
e2sϕ ρ |∇w|2 dx dt+ s

∫ T

−T

∫
ω
e2sϕ∇(w2) · ∇ϕ ρ dx dt

+
1

2

∫ T

−T

∫
ω
e2sϕ∇(w2) · ∇ρ dx dt

=

∫ T

−T

∫
ω
e2sϕ|∇w|2 ρ dx dt− s

∫ T

−T

∫
ω
e2sϕ∆ϕ ρ |w|2 dx dt

− 2s2
∫ T

−T

∫
ω
e2sϕρ |∇ϕ|2 |w|2 dx dt− 1

2

∫ T

−T

∫
ω
e2sϕ∆ρ |w|2 dx dt

− 2s

∫ T

−T

∫
ω
e2sϕ∇ρ · ∇ϕ |w|2 dx dt. (28)

Using (27) and (28) in (26), we thus obtain that∫ T

−T

∫
ω
e2sϕρ |∂tw|2 dx dt−

∫ T

−T

∫
ω
e2sϕρ |∇w|2 dx dt

=

∫ T

−T

∫
ω
e2sϕ

(
s ∂ttϕ ρ+ 2s2|∂tϕ|2 ρ−

1

2
∆ρ− 2s∇ρ · ∇ϕ− s∆ϕ ρ

− 2s2|∇ϕ|2 ρ
)
|w|2 dx dt−

∫ T

−T

∫
ω
e2sϕρPw w dx dt. (29)

From (29) and by definition of ρ, we deduce the following estimate,∫ T

−T

∫
ω2

e2sϕ|∂tw|2 dx dt ≲
1

s2

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt

+

∫ T

−T

∫
ω
(|∇w|2 + s2|w|2) dx dt. (30)

Using this inequality in the right-hand side of (25), we finally get (16).
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We now establish a second Carleman estimate. In this inequality, the measure-
ment terms in the right hand side involve the L2((−T, T )× ω) weighted norms of a
time primitive function W of the field and its Laplacian ∆W .

Theorem 2.2. We assume that ω satisfies (7). Let ϕ be the weight function
defined by (15). Then, for every β ∈ (0, 1), there exist λ > 0, s0 > 0 and c > 0
such that for all s ≥ s0 and for all w ∈ L2(−T, T ; H1

0(Ω)) ∩ H1(−T, T ;L2(Ω))
such that Pw = ∂ttw − ∆w ∈ L2(Ω × (−T, T )), W ∈ L2(−T, T ; H2(ω)) and
w(·, 0) = w(·,±T ) = ∂tw(·,±T ) = 0 in Ω, we have

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx+

∫ T

−T

∫
Ω
e2sϕ(s|∇w|2 + s|∂tw|2 + s3|w|2) dx dt

≤ c

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+ cs2

∫ T

−T

∫
ω
e2sϕ(|∆W |2 + s4|W |2) dx dt (31)

where W is given by W (t) =

∫ t

0
w(τ) dτ .

Proof. In this proof, as in the previous proof, all the computations will be done for
smooth functions and lastly a density argument allows to extend the result to the
regularity given in the theorem. We restart from the equation (29) obtained in the
proof of Theorem 2.1. On one hand, we can deduce from (29) that∫ T

−T

∫
ω2

e2sϕ|∇w|2 dx dt ≲
1

s2

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt

+

∫ T

−T

∫
ω
(|∂tw|2 + s2|w|2) dx dt. (32)

Using this inequality in the right-hand side of (25), we get

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx+

∫ T

−T

∫
Ω
e2sϕ(s|∇w|2 + s|∂tw|2 + s3|w|2) dx dt

≲
∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+ s2

∫ T

−T

∫
ω
e2sϕ(|∂tw|2 + s2|w|2) dx dt. (33)

On the other hand, using the fact that w = ∂tW (since W is a time primitive of
w), the second term of (26) can also be integrated by parts in time to obtain

−
∫ T

−T

∫
ω
e2sϕρ∆ww dx dt

= −
∫ T

−T

∫
ω
e2sϕρ∆(∂tW )w dx dt

=

∫ T

−T

∫
ω
∂t(e

2sϕρw)∆W dx dt−
[∫

ω
e2sϕρw∆W dx

]T
−T

= 2s

∫ T

−T

∫
ω
e2sϕρ∂tϕw∆W dx dt+

∫ T

−T

∫
ω
e2sϕρ ∂tw∆W dx dt.

Using this equality and (27) in (26), we get∫ T

−T

∫
ω
e2sϕρ|∂tw|2 dx dt

= s

∫ T

−T

∫
ω
e2sϕ∂ttϕρ|w|2 dx dt+ 2s2

∫ T

−T

∫
ω
e2sϕ|∂tϕ|2|w|2ρ dx dt

+ 2s

∫ T

−T

∫
ω
e2sϕρ∂tϕw∆W dx dt+

∫ T

−T

∫
ω
e2sϕρ∂tw∆W dx dt

−
∫ T

−T

∫
ω
e2sϕρPww dx dt.
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Using Young inequality for the last three terms, we obtain∫ T

−T

∫
ω
e2sϕρ|∂tw|2 dx dt

≲
∫ T

−T

∫
ω
e2sϕ

(
s|∂ttϕ|ρ+ 2s2|∂tϕ|2ρ+ s2ρ|∂tϕ|+

s2ρ

2

)
|w|2 dx dt

+

∫ T

−T

∫
ω
e2sϕ

(ρ
2
+ ρ|∂tϕ|

)
|∆W |2 dx dt+

1

2s2

∫ T

−T

∫
ω
e2sϕρ|Pw|2 dx dt

+
1

2

∫ T

−T

∫
ω
e2sϕρ|∂tw|2 dx dt. (34)

We absorb the last term on the right side of (34) by the left-hand side. Then, for s
large enough, we get∫ T

−T

∫
ω
e2sϕ|∂tw|2 dx dt ≲

1

s2

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt

+

∫ T

−T

∫
ω
e2sϕ(|∆W |2 + s2|w|2) dx dt. (35)

Let us now compute

s2
∫ T

−T

∫
ω
e2sϕ|w|2 dx dt

= s2
∫ T

−T

∫
ω
e2sϕw∂tW dx dt

= −2s3
∫ T

−T

∫
ω
e2sϕ∂tϕwW dx dt− s2

∫ T

−T

∫
ω
e2sϕ∂twW dx dt

≲
s4

ϵ

∫ T

−T

∫
ω
e2sϕ|W |2 dx dt+ ϵ

∫ T

−T

∫
ω
e2sϕ(|∂tw|2 + s2|w|2) dx dt,

for any ϵ > 0. Starting from (35), we use the above inequality to obtain∫ T

−T

∫
ω
e2sϕ(|∂tw|2 + s2|w|2) dx dt

≲
1

s2

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+

∫ T

−T

∫
ω
e2sϕ(|∆W |2 + s2|w|2) dx dt

≲
1

s2

∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+

∫ T

−T

∫
ω
e2sϕ(|∆W |2 + s4

ϵ
|W |2) dx dt

+ ϵ

∫ T

−T

∫
ω
e2sϕ(|∂tw|2 + s2|w|2) dx dt. (36)

Taking ϵ small enough, we deduce that∫ T

−T

∫
ω
e2sϕ(|∂tw|2 + s2|w|2) dx dt ≲

1

s2

∫ T

−T

∫
ω
e2sϕ|Pw|2 dx dt

+

∫ T

−T

∫
ω
e2sϕ

(
|∆W |2 + s4|W |2

)
dx dt. (37)

To conclude, we use the inequality (33) and apply inequality (37) to replace the
observation terms in the right-hand side.
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2.2 Stability inequalities associated with the inverse source problem
In what follows, we will state two stability estimates for our inverse source problem.
The first stability estimate stated in Theorem 2.3 will be adapted to velocity
measurements whereas the second stability estimate stated in Theorem 2.4 will be
adapted to field measurements. Following the classical Bukhgeim-Klibanov method
introduced in [5, 11, 56], these stability estimates will come as consequences of
the Carleman estimates stated in Section 2.1. Let us also mention that Lipschitz
stability estimates have also been obtained for coefficient inverse problems for
hyperbolic equations in [58], in [56, section 3.6] and in [55].

In this section, we assume that the known part of the right hand side σ satisfies,

σ ∈ H1(0, T ;L∞(Ω)) and |σ(x, 0)| ≥ κ > 0 a.e. in Ω. (38)

2.2.1 Stability inequality associated with velocity measurements
Theorem 2.3. We assume that ω satisfies (7), T satisfies (8) and σ satisfies (38).
Let u|θ be the solution of (12) associated with θ ∈ L2(Ω). There exists c > 0 such
that ∫

Ω
|θ|2 dx ≤ c

∫ T

0

∫
ω

(
|∇∂tu|θ|2 + |∂tu|θ|2

)
dx dt. (39)

Proof. Since the right-hand side σθ of (12) belongs to H1(0, T ; L2(Ω)), a classi-
cal existence result (we refer to [45] or [33]) allows to assert that u belongs to
C2([0, T ]; L2(Ω)) ∩ C1([0, T ]; H1(Ω)) ∩ C0([0, T ]; H2(Ω)), and we have

∥u∥C2([0,T ];L2(Ω)) + ∥u∥C1([0,T ];H1(Ω)) + ∥u∥C0([0,T ];H2(Ω)) ≤ c∥θ∥L2(Ω). (40)

Following Bukhgeim-Klibanov method, we introduce v = ∂tu that satisfies
∂ttv(x, t)−∆v(x, t) = ∂tσ(x, t)θ(x), (x, t) ∈ Ω× (0, T ),

v(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

v(x, 0) = 0, x ∈ Ω,

∂tv(x, 0) = σ(x, 0)θ(x), x ∈ Ω.

(41)

We extend the function v on (−T, 0) by setting v(·,−t) = −v(·, t). Then, for
δ > 0, we introduce the cut-off function η ∈ C∞

c (R), plotted in Figure 3, such that
0 ≤ η ≤ 1,

η(t) =

{
1, if − T + δ ≤ t ≤ T − δ,

0, if t ≤ −T or t ≥ T,
(42)

and we set w = ηv in Ω× (−T, T ). The function w satisfies w(·, 0) = w(·,±T ) =
∂tw(·,±T ) = 0 in Ω.

0 t

1

−T + δ−T T − δ T

η

Figure 3. Cut-off function η defined in (42).
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Therefore, since ω satisfies (7), we can apply the Carleman estimate (16) of
Theorem 2.1 to get,

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx

≲
∫ T

−T

∫
Ω
e2sϕ|Pw|2 dx dt+ s2

∫ T

−T

∫
ω
e2sϕ(|∇w|2 + s2|w|2) dx dt. (43)

For the term in the left-hand side, we have ∂tw(x, 0) = η(0)∂tv(x, 0) = σ(x, 0)θ(x)
where, by hypothesis, |σ(x, 0)| ≥ κ > 0 for x ∈ Ω. Therefore, we have

s
1
2

∫
Ω
e2sϕ(0)|∂tw(0)|2 dx ≥ κ2s

1
2

∫
Ω
e2sϕ(0)|θ|2 dx. (44)

For the first term in the right-hand side of (43), we notice that

Pw = η ∂tσ θ + 2 ∂tη ∂tv + ∂ttη v. (45)

On one hand, since σ ∈ H1(0, T ; L∞(Ω)) we directly have∫ T

−T

∫
Ω
e2sϕ|η ∂tσ θ|2 dx dt ≲

∫
Ω
e2sϕ(0)|θ|2 dx. (46)

On the other hand, the time derivatives of η vanish on [−T + δ, T − δ]. Moreover,
since T satisfies the time condition (8), we can take β > 0 such that

1

T
sup
x∈Ω

|x− x0| <
√
β < 1. (47)

In this case, if we take δ sufficiently small, we have, by definition (15) of ψ

∀t ∈ [−T,−T + δ] ∪ [T − δ, T ], ∀x ∈ Ω, ψ(x, t) < c0 < ψ(x, 0). (48)

Therefore, using estimate (40), we have∫ T

−T

∫
Ω
e2sϕ|2∂tη ∂tv + ∂ttη v|2 dx dt ≲ e2s exp(λc0)

∫ T

−T

∫
Ω
(|∂ttu|2 + |∂tu|2) dx dt

≲ e2s exp(λc0)
∫
Ω
|θ|2 dx ≲

∫
Ω
e2sϕ(0)|θ|2 dx.

Hence, using this inequality, (44) and (46), estimate (43) leads to

κ2s
1
2

∫
Ω
e2sϕ(0)|θ|2 dx ≲

∫
Ω
e2sϕ(0)|θ|2 dx+ s2

∫ T

−T

∫
ω
e2sϕ(|∂tη v|2 + s2|η v|2) dx dt.

Therefore, if s is chosen large enough, we can absorb the first term in the right-hand
side by the term in the left-hand side. Finally we have

s2
∫ T

−T

∫
ω
e2sϕ(|∂tη v|2 + s2|η v|2) dx dt ≲ e

2s∥ϕ(0)∥C0(Ω)

∫ T

−T

∫
ω
|∇v|2 + |v|2 dx dt.

Since v = ∂tu and v(0) = 0 and since the integrals on (−T, T ) are twice the integrals
on (0, T ), we obtain (39).

We deduce from the observability inequality (39) that the observations on ∂tu
must belong to L2(0, T ; H1(ω)), such that a stable reconstruction of θ is possible
with the L2-norm. As a result, we are dealing with an ill-posed inverse problem of
degree 1 in the sense of Definition 1.1.
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2.2.2 Stability inequality associated with field measurements
Again, we follow the method introduced by Bukhgeim-Klibanov [5] and apply the
Carleman estimate given by Theorem 2.2 to the time derivative of the solution.

Theorem 2.4. We assume that ω satisfies (7), T satisfies (8) and σ satisfies (38).
Let u|θ be the solution of (12) associated with θ ∈ L2(Ω). There exists c > 0 such
that ∫

Ω
|θ|2 dx ≤ c

∫ T

0

∫
ω
|∆u|θ|2 + |u|θ|2 dx dt. (49)

Proof. Let v be the solution of (41) and V its time primitive such that V (·, 0) = 0.
As in the proof of Theorem 2.3, we extend the function v on (−T, 0) by setting
v(·,−t) = −v(·, t). We set w = ηv in Ω× (−T, T ) where η satisfies (42) and W its
time primitive. Reasoning exactly as in the proof of Theorem 2.3 and using the
Carleman estimate (31) of Theorem 2.2, one can show that

κ2s
1
2

∫
Ω
e2sϕ(0)|θ|2 dx ≲

∫
Ω
e2sϕ(0)|θ|2 dx+ s2

∫ T

−T

∫
ω
e2sϕ(|∆W |2 + s4|W |2) dx dt,

where, if s is chosen sufficiently large, we can absorb the first term in the right-hand
side by the term in the left-hand side. Moreover, we notice that

W (x, t) =

∫ t

0
η(τ)v(x, τ) dτ = η(t)V (x, t)−

∫ t

0
η′(τ)V (x, τ) dτ.

So, since for all t ∈ (−T, T ) and τ such that |τ | ≤ |t|, ϕ(t) ≤ ϕ(τ), we have∫ T

−T

∫
ω
e2sϕ|W |2 dx dt ≲

∫ T

−T

∫
ω
e2sϕ|V |2 dx dt,

and ∫ T

−T

∫
ω
e2sϕ|∆W |2 dx dt ≲

∫ T

−T

∫
ω
e2sϕ|∆V |2 dx dt.

Therefore,

s2
∫ T

−T

∫
ω
e2sϕ(|∆(ηV )|2+s4|ηV |2) dx dt ≲ e

2s∥ϕ(0)∥C0(Ω)

∫ T

−T

∫
ω
|∆V |2+|V |2 dx dt.

Since v = ∂tu and since the integrals on (−T, T ) are twice the integrals on (0, T ),
we obtain (49).

Note that, in this case, we have an estimate of θ with the L2-norm if the
observations on u belong to L2(0, T ; H2(ω)). Therefore, we are dealing with an
ill-posed problem of degree 2.

3 From Tikhonov regularization strategy to observer de-
sign

3.1 Tikhonov regularization and error reconstruction with velocity
measurements

We assume that a target trajectory ǔ solution of (12) produced by a target source
term parameter θ̌ has resulted in a set of measurements yδ where∫ T

0
∥yδ(t)− ∂tǔ(t)∥2L2(ω) dt ≤ δ2T, (50)
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for a parameter δ > 0. We introduce the cost functional to minimize JT : H1
0(Ω) →

R defined by

JT (θ) =
ϵ

2
∥θ∥2H1

0(Ω) +
1

2

∫ T

0
∥yδ(t)− ∂tu|θ∥

2
L2(ω) dt

=
ϵ

2
∥θ∥2H1

0(Ω) +
1

2

∫ T

0
∥yδ(t)− Cz|θ∥

2
L2(ω) dt, (51)

where u|θ is the solution of (12) associated with the parameter θ, C is defined by
(9) and ϵ > 0. Since the functional is quadratic, the application θ 7→ Iω(∂tu|θ) is
continuous and θ 7→ ∥θ∥2

H1
0(Ω)

is continuous and coercive in H1
0(Ω), we deduce the

existence of a unique minimizer in H1
0(Ω) of JT . We denote it by θ̄T := argmin

θ∈H1
0(Ω)

JT .

We want to show a property on the reconstruction by quantifying the approxi-
mation between the target parameter θ̌ and the minimizer of the cost functional θ̄T
with respect to the noise level δ. To do so, we introduce a regularization operator
Gαω that will regularize the L2(ω) measurements in H1

0(ω). Namely, for α > 0 small,
we define Gαω ∈ L(L2(ω),H1

0(ω)) satisfying for all y ∈ L2(ω), Gαωy = yα where yα is
solution of −∆yα +

1

α2
yα =

1

α2
y, in ω,

yα = 0, on ∂ω.
(52)

Let us look at some properties of this regularization operator. First, we give a
stability property.

Proposition 3.1. The regularization operator Gαω defined by (52) satisfies,

∀y ∈ L2(ω), ∥Gαωy∥H1
0(ω)

≤ 1√
2α

∥y∥L2(ω).

Proof. We denote by yα = Gαωy. It satisfies the following variational formulation:∫
ω
∇yα∇v dx+

1

α2

∫
ω
yαv dx =

1

α2

∫
ω
yv dx, ∀v ∈ H1

0(ω).

Choosing the test function v = yα and using Young inequality, we directly get

∥∇yα∥2L2(ω) ≤
1

2α2
∥y∥2L2(ω).

This operator Gαω can be viewed as a regularization of the identity operator.
We have the following approximation theorem.

Proposition 3.2. The regularization operator Gαω defined by (52) satisfies, ∀y ∈
H1

0(ω) such that ∆y ∈ L2(ω),

∥(Gαω − Id)y∥H1
0(ω)

≤ α√
2
∥∆y∥L2(ω).

Proof. We denote yα = Gαωy. It satisfies the following variational formulation:∫
ω
∇(yα − y)∇v dx+

1

α2

∫
ω
(yα − y)v dx =

∫
ω
∆yv dx, ∀v ∈ H1

0(ω).

Choosing the test function v = yα − y and using Young inequality, we directly get

∥∇(yα − y)∥2L2(ω) +
1

α2
∥yα − y∥2L2(ω) ≤

α2

2
∥∆y∥2L2(ω) +

1

2α2
∥yα − y∥2L2(ω).
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For further use, let us state a regularity result for the solution of (12).

Proposition 3.3. We assume that σ ∈ H2(0, T ;W 1,∞(Ω)) and θ ∈ H1
0(Ω). Let u|θ

be the solution of (12) associated with θ. Then u|θ ∈ C1([0, T ]; H2(Ω)) and there
exists c > 0 depending on σ and T such that

∥u|θ∥C1([0,T ];H2(Ω)) ≤ c(T, σ) ∥θ∥H1
0(Ω). (53)

Proof. From classical existence result (we refer to [45] or [33]), one can show that,

σθ ∈ L2(0, T ; L2(Ω))

⇒ ∃! u ∈ C1([0, T ],L2(Ω)) ∩ C0([0, T ],H1
0(Ω)) solution of (12). (54)

Furthermore, let us consider the system (12) differentiated in time. Defining v = ∂tu,
we have 

∂ttv(x, t)−∆v(x, t) = ∂tσ(x, t)θ(x), (x, t) ∈ Ω× (0, T ),

v(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

v(x, 0) = 0, x ∈ Ω,

∂tv(x, 0) = σ(x, 0)θ(x), x ∈ Ω.

(55)

Similarly, for this problem, we have

(σ(0)θ, ∂tσθ) ∈ L2(Ω)× L2(0, T ; L2(Ω))

⇒ ∃! v ∈ C1([0, T ],L2(Ω)) ∩ C0([0, T ],H1
0(Ω)) solution of (55). (56)

Let us now differentiate again the system (55) in time. Denoting w = ∂tv, we have
∂ttw(x, t)−∆w(x, t) = ∂ttσ(x, t)θ(x), (x, t) ∈ Ω× (0, T ),

w(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

w(x, 0) = σ(x, 0)θ(x), x ∈ Ω,

∂tw(x, 0) = ∂tσ(x, 0)θ(x), x ∈ Ω.

(57)

For this system, one has the following existence result,

(σ(0)θ, ∂tσ(0)θ, ∂ttσθ) ∈ H1
0(Ω)× L2(Ω)× L2(0, T ; L2(Ω)),

⇒ ∃! w ∈ C1([0, T ],L2(Ω)) ∩ C0([0, T ],H1
0(Ω)) solution of (57). (58)

Gathering (54), (56) and (58) and using elliptic estimates, we deduce that the
solution u of (12) belongs to C1([0, T ]; H2(Ω)). Moreover, using the estimates
associated with the existence results, we have that (53) holds.

The following theorem gives an estimate the reconstruction error θ̄T − θ̌ with
respect to the noise level in the case of velocity measurements. Before stating
this result, let us define a cut-off function which is useful in the proof. Since ω
satifies (7), there exists ρ̃ > 0 such that ωρ̃,x0 ⊂ ω. We define ω0 = ωρ0,x0 and
ω1 = ωρ1,x0 for 0 < ρ0 < ρ1 ≤ ρ̃. Then we consider a cut-off function η ∈ C3(ω̄)
which satisfies the following properties :

η(x) = 1, if x ∈ ω0,
η(x) = 0, if x ∈ ω \ ω1,

0 ≤ η(x) ≤ 1 for every x ∈ ω̄,
∇η · ν = 0 on ∂ω,

(59)

where ν is the outward unit normal to ∂ω. The existence of such a function is
ensured since the domain ω is sufficiently regular.
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Theorem 3.4. Let ω satisfy (7) and T satisfy (8). We assume that σ satisfies
(38), σ ∈ H2(0, T ;W1,∞(Ω)) and θ̌ ∈ H1

0(Ω). Moreover, we assume that there exists
M > 0 such that

∥θ̌∥H1
0(Ω) ≤M. (60)

Then, there exists c > 0 independent of M and δ such that

∥θ̄T − θ̌∥L2(Ω) ≤ c
√
M

√
δ, (61)

where θ̄T minimizes the cost functional (51) with ϵ = δ2M−2.

Proof. In this proof, we write a ≲ b if there exists c > 0 independent of ϵ, M and δ
such that a ≤ cb.
First, using the prior on the parameter θ̌ and the estimate on the noise amplitude
(50), we can bound the cost functional as follows

JT (θ̄T ) ≤ JT (θ̌) ≤
ϵ

2
M2 +

1

2
Tδ2. (62)

Since ω0 itself satisfies (7), we can apply to θ̄T − θ̌ the stability inequality given by
Theorem 2.3 on ω0. We obtain

∥θ̄T−θ̌∥L2(Ω) ≲

(∫ T

0
∥∂tu|(θ̄T−θ̌)∥

2
H1(ω0)

dt

) 1
2

=

(∫ T

0
∥∂tu|θ̄T − ∂tu|θ̌∥

2
H1(ω0)

dt

) 1
2

.

Therefore, using the cut-off function η ∈ C3(ω̄) which satisfies (59) and thanks to
Poincaré inequality, we have

∥θ̄T − θ̌∥L2(Ω) ≲

(∫ T

0
∥η(∂tu|θ̄T − ∂tu|θ̌)∥

2
H1(ω0)

dt

) 1
2

≲

(∫ T

0
∥η(∂tu|θ̄T − ∂tu|θ̌)∥

2
H1

0(ω)
dt

) 1
2

.

For a given α > 0, we introduce the regularization operator Gαω defined by (52). By
triangle inequality, we obtain

∥θ̄T − θ̌∥L2(Ω) ≲

(∫ T

0
∥(Gαω − Id)

(
η (∂tu|θ̄T − ∂tu|θ̌)

)
∥2H1

0(ω)
dt

) 1
2

+

(∫ T

0
∥Gαω

(
η (∂tu|θ̄T − ∂tu|θ̌)

)
∥2H1

0(ω)
dt

) 1
2

.

Adding and subtracting the noisy observations, we get

∥θ̄T − θ̌∥L2(Ω) ≲

(∫ T

0
∥(Gαω − Id)

(
η ∂tu|θ̄T

)
∥2H1

0(ω)
dt

) 1
2

+

(∫ T

0
∥(Gαω − Id)

(
η ∂tu|θ̌

)
∥2H1

0(ω)
dt

) 1
2

+

(∫ T

0
∥Gαω

(
η (∂tu|θ̄T − yδ)

)
∥2H1

0(ω)
dt

) 1
2

+

(∫ T

0
∥Gαω

(
η (∂tu|θ̌ − yδ)

)
∥2H1

0(ω)
dt

) 1
2

.
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According to Proposition 3.3 and thanks to the regularity assumptions on σ, θ̌ and
θ̄T , we have that u|θ̄T and u|θ̌ belong to C1([0, T ]; H2(Ω)). So using Proposition 3.1
and Proposition 3.2, we get

∥θ̄T−θ̌∥L2(Ω) ≲ α

(∫ T

0
∥∆
(
η ∂tu|θ̄T

)
∥2L2(ω) dt

) 1
2

+α

(∫ T

0
∥∆
(
η ∂tu|θ̌

)
∥2L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥∂tu|θ̄T − yδ∥2L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥∂tu|θ̌ − yδ∥2L2(ω) dt

) 1
2

.

(63)

For the first two terms in the right-hand side, we notice that, for all v ∈ H1
0(Ω)

such that ∆v ∈ L2(Ω), using Poincaré inequality and the definition of the cut-off
function,

∥∆(ηv) ∥L2(ω) ≤ ∥v∆η + 2∇v∇η + η∆v∥L2(ω),

≲ ∥v∥L2(ω)∥∆η∥L∞(ω) + 2∥∇v∥L2(ω)∥∇η∥L∞(ω) + ∥η∥L∞∥∆v∥L2(ω),

≲ ∥∇v∥L2(Ω) + ∥∆v∥L2(Ω),

hence, we get

∥θ̄T − θ̌∥L2(Ω) ≲ α

(∫ T

0
∥∆∂tu|θ̄T ∥

2
L2(ω) + ∥∇∂tu|θ̄T ∥

2
L2(ω) dt

) 1
2

+ α

(∫ T

0
∥∆∂tu|θ̌∥

2
L2(ω) + ∥∇∂tu|θ̌∥

2
L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥∂tu|θ̄T − yδ∥2L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥∂tu|θ̌ − yδ∥2L2(ω) dt

) 1
2

.

Applying (53) for θ = θ̄T and θ = θ̌ and using the definition of the cost functional
(51) and error measurements amplitude (50), we obtain

∥θ̄T − θ̌∥L2(Ω) ≲ αT∥θ̄T ∥H1
0(Ω) + αT∥θ̌∥H1

0(Ω) +
1

α
(2JT (θ̄T ))

1
2 +

1

α
δ
√
T .

Thanks to the prior on the parameter (60), we get

∥θ̄T − θ̌∥L2(Ω) ≲ αT (2ϵ−1JT (θ̄T ))
1
2 + αTM +

1

α
(2JT (θ̄T ))

1
2 +

1

α
δ
√
T .

Using the bound of the cost-functional (62), we then have

∥θ̄T − θ̌∥L2(Ω) ≲ αT (M2 + ϵ−1δ2T )
1
2 + αTM +

1

α
(ϵM2 + δ2T )

1
2 +

1

α
δ
√
T .

Choosing ϵ = δ2M−2 and α = δ
1
2M− 1

2 , we finally obtain

∥θ̄T − θ̌∥L2(Ω) ≲ δ
1
2M

1
2

(
T (1 + T )

1
2 + T + (1 + T )

1
2 +

√
T
)
.
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3.2 Tikhonov regularization and error reconstruction with field
measurements

In this part, we assume that a target trajectory ǔ solution of (12) created by a
target source term parameter θ̌ has resulted in a set of measurements yδ where∫ T

0
∥yδ(t)− ǔ(t)∥2L2(ω) dt ≤ δ2T, (64)

for a parameter δ > 0. The cost functional to minimize JT : H1
0(Ω) → R in this

context is defined by

JT (θ) =
ϵ

2
∥θ∥2H1

0(Ω) +
1

2

∫ T

0
∥yδ(t)− u|θ∥

2
L2(ω) dt

=
ϵ

2
∥θ∥2H1

0(Ω) +
1

2

∫ T

0
∥yδ(t)− Cz|θ∥

2
L2(ω) dt, (65)

where u|θ is the solution of (12) associated with the parameter θ, C is defined by
(10) and ϵ > 0. As in the previous section, one can prove the existence of a unique
minimizer in H1

0(Ω) of JT . We denote it by θ̄T := argmin
θ∈H1

0(Ω)

JT .

We then introduce a regularization operator Hα
ω that will regularize L2(ω)

measurements in H2(ω). More precisely, for α > 0 small, we define

Hα
ω ∈ L(L2(ω),H1

0(ω) ∩H2(ω))

satisfying for all y ∈ L2(ω), Hα
ωy = yα where yα is solution of∆2yα +

1

α2
yα =

1

α2
y, in ω,

yα = ∆yα = 0, on ∂ω,
(66)

Let us look at some properties of this regularization operator. First, we give a
stability property.

Proposition 3.5. The regularization operator Hα
ω defined by (66) satisfies,

∀y ∈ L2(ω), ∥∆Hα
ωy∥L2(ω) ≤

1√
2α

∥y∥L2(ω).

Proof. The function yα = Hα
ωy satisfies the following variational formulation∫

ω
∆yα∆v dx+

1

α2

∫
ω
yαv dx =

1

α2

∫
ω
yv dx, ∀v ∈ H1

0(ω) ∩H2(ω).

Choosing the test function v = yα and using Young inequality, we deduce that

∥∆yα∥2L2(ω) ≤
1

2α2
∥y∥2L2(ω).

As in the previous section, we can show an approximation theorem.

Proposition 3.6. The regularization operator Hα
ω defined by (66) satisfies, for all

y ∈ H1
0(ω) ∩H2(ω) with ∇∆y ∈ L2(ω)d and ∆y = 0 on ∂ω,

∥∆(Hα
ω − Id)y∥L2(ω) ≤ c

√
α∥∇∆y∥L2(ω),

where c > 0 is independent of α.
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Proof. We denote yα = Hα
ωy. The following variational formulation is satisfied: for

all y as in the statement of the proposition and for all v ∈ H1
0(ω) ∩H2(ω)∫

ω
∆(yα − y)∆v dx+

1

α2

∫
ω
(yα − y)v dx = −

∫
ω
∆y∆v dx.

Choosing the test function v = yα−y and using Green’s formula and Cauchy–Schwarz
inequality, we get

∥∆(yα − y)∥2L2(ω) +
1

α2
∥yα − y∥2L2(ω) ≤ ∥∇∆y∥L2(ω)∥∇(yα − y)∥L2(ω).

Using an interpolation property, we have

∥∆(yα−y)∥2L2(ω)+
1

α2
∥yα−y∥2L2(ω) ≤ c ∥∇∆y∥L2(ω)∥∆(yα−y)∥

1
2

L2(ω)
∥yα−y∥

1
2

L2(ω)
,

where c > 0 is a positive interpolation constant. Using Young inequality we obtain

∥∆(yα − y)∥2L2(ω) +
1

α2
∥yα − y∥2L2(ω) ≤

cα
1
2

2
∥∇∆y∥L2(ω)∥∆(yα − y)∥L2(ω)

+
c

2α
1
2

∥∇∆y∥L2(ω)∥yα − y∥L2(ω).

The use of Young inequality finally leads to

∥∆(yα − y)∥2L2(ω) +
1

α2
∥yα − y∥2L2(ω) ≤

c2α

4
∥∇∆y∥2L2(ω) +

1

4
∥∆(yα − y)∥2L2(ω)

+
c2α

4
∥∇∆y∥2L2(ω) +

1

4α2
∥yα − y∥2L2(ω).

Eventually, we have

3

4
∥∆(yα − y)∥2L2(ω) +

3

4α2
∥yα − y∥2L2(ω) ≤

c2α

2
∥∇∆y∥2L2(ω).

As before, we need a regularity result for the solution u of (12).

Proposition 3.7. We assume that σ ∈ H2(0, T ;W 1,∞(Ω)) and θ ∈ H1
0(Ω). Let u|θ

be the solution of (12) associated with θ. Then u|θ ∈ C0([0, T ]; H2(Ω)), ∇∆u|θ ∈
L∞(0, T ; L2(Ω))d and there exists c > 0 depending on σ and T such that

sup
t∈[0,T ]

∥∇u|θ∥L2(Ω) + ∥∆u|θ∥L2(Ω) + ∥∇∆u|θ∥L2(Ω) ≤ c(T, σ) ∥θ∥H1
0(Ω). (67)

Proof. On one hand, following the proof of Proposition 3.3, (54)-(58) hold. Hence,
u solution of (12) belongs to C2([0, T ]; H1

0(Ω)) and, in particular,

sup
t∈[0,T ]

∥∇u|θ∥L2(Ω) + ∥∇∂ttu|θ∥L2(Ω) + ∥∂ttu|θ∥L2(Ω) ≤ c ∥θ∥H1
0 (Ω), (68)

for some c > 0. On the other hand, differentiating in space (12) we get, in the sense
of distribution,

∇∂ttu|θ −∇∆u|θ = σ∇θ + θ∇σ,

which shows – using (68) – that ∇∆u|θ ∈ L∞(0, T ; L2(Ω))d and (67)

Let us now present the error reconstruction result in the case where field
measurements are available.
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Theorem 3.8. Let ω satisfy (7) and T satisfy (8). We assume that σ satisfies
(38), σ ∈ H2(0, T ;W1,∞(Ω)) and θ̌ ∈ H1

0(Ω). Moreover, we assume that there exists
M > 0 such that

∥θ̌∥H1
0(Ω) ≤M. (69)

Then, there exists c > 0 independent of M and δ such that for δ small

∥θ̄T − θ̌∥L2(Ω) ≤ cM2/3δ
1
3 , (70)

where θ̄T minimizes the cost functional (65) with ϵ = δ2M−2.

The proof of this theorem is very similar to that of Theorem 3.4.

Proof. In this proof, we write a ≲ b if there exists a positive constant c > 0
independent of ϵ, M and δ such that a ≤ cb.
First of all, we can bound the cost functional using the prior on the parameter θ̌
and the estimate on the noise amplitude (50),

JT (θ̄T ) ≤ JT (θ̌) ≤
ϵ

2
M2 +

1

2
Tδ2. (71)

We introduce ω0 and ω1 as in the proof of Theorem 3.4. Using the stability
inequality of Theorem 2.4 applied to θ̄T − θ̌ on ω0, we get

∥θ̄T − θ̌∥L2(Ω) ≲

(∫ T

0
∥u|θ̄T − u|θ̌∥

2
L2(ω0)

dt

) 1
2

+

(∫ T

0
∥∆u|θ̄T −∆u|θ̌∥

2
L2(ω0)

dt

) 1
2

.

We artificially insert the noisy measurements yδ in the first term of the right-hand
member. Since ω0 ⊂ ω, we obtain

∥θ̄T − θ̌∥L2(Ω) ≲

(∫ T

0
∥u|θ̄T − yδ∥2L2(ω) dt

) 1
2

+

(∫ T

0
∥u|θ̌ − yδ∥2L2(ω) dt

) 1
2

+

(∫ T

0
∥∆u|θ̄T −∆u|θ̌∥

2
L2(ω0)

dt

) 1
2

.

The first term in the right-hand side is bounded by the cost-functional (65), the
second term corresponds to the error measurements amplitude (64). In addition,
using the cut-off function η ∈ C3(ω̄) which satisfies (59), we get

∥θ̄T − θ̌∥L2(Ω) ≲
(
2JT (θ̄T )

) 1
2 + δ

√
T +

(∫ T

0
∥∆(ηu|θ̄T − ηu|θ̌)∥

2
L2(ω) dt

) 1
2

.

For some α > 0 given, introducing the regularization operator Hα
ω defined by (66)

and using (71), we obtain

∥θ̄T−θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2+δ

√
T+

(∫ T

0
∥∆
(
Hα
ω (ηu|θ̄T − ηu|θ̌)

)
∥2L2(ω) dt

) 1
2

+

(∫ T

0
∥∆
(
(Hα

ω − Id)(ηu|θ̄T − ηu|θ̌)
)
∥2L2(ω) dt

) 1
2

.

Adding and subtracting the noisy observations, we get

∥θ̄T− θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2 +δ

√
T+

(∫ T

0
∥∆
(
Hα
ω (ηu|θ̄T − ηyδ)

)
∥2L2(ω) dt

) 1
2

+

(∫ T

0
∥∆
(
Hα
ω (ηu|θ̌ − ηyδ)

)
∥2L2(ω) dt

) 1
2

+

(∫ T

0
∥∆
(
(Hα

ω − Id)(ηu|θ̄T − ηu|θ̌)
)
∥2L2(ω) dt

) 1
2

.
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According to Proposition 3.7, u|θ̄T and u|θ̌ belong to C0([0, T ]; H2(Ω)), ∇∆u|θ̄T and
∇∆u|θ̌ belong to the space L∞(0, T ; L2(Ω))d. Therefore, ηu|θ̄T and ηu|θ̌ belong to
C0(0, T ;H1

0 (ω) ∩H2(ω)), and the gradient of the laplacian of these functions is in
L∞(0, T ; L2(Ω))d. Moreover by construction ∆(ηu|θ̄) = ∆(ηu|θ̌) = 0 on ∂ω × [0, T ].
We can therefore use Propositions 3.5 and 3.6 to obtain

∥θ̄T − θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2 + δ

√
T +

1

α

(∫ T

0
∥u|θ̄T − yδ∥2L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥u|θ̌ − yδ∥2L2(ω) dt

) 1
2

+
√
α

(∫ T

0
∥∇∆(η u|θ̄T )∥

2
L2(ω) dt

) 1
2

+
√
α

(∫ T

0
∥∇∆(η u|θ̌)∥

2
L2(ω) dt

) 1
2

. (72)

Moreover, for all v ∈ H1
0(Ω) ∩H2(Ω) with ∇∆v ∈ L2(Ω), using Poincaré inequality

and the definition of the cut-off function, we have

∥∇∆(ηv) ∥L2(ω) ≲ ∥∇v∥L2(Ω) + ∥∆v∥L2(Ω) + ∥∇∆v∥L2(Ω). (73)

Using this property, (72) becomes

∥θ̄T − θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2 + δ

√
T

+
1

α

(∫ T

0
∥u|θ̄T − yδ∥2L2(ω) dt

) 1
2

+
1

α

(∫ T

0
∥u|θ̌ − yδ∥2L2(ω) dt

) 1
2

+
√
α

(∫ T

0
∥∇∆u|θ̄T ∥

2
L2(ω) + ∥∆u|θ̄T ∥

2
L2(ω) + ∥∇u|θ̄T ∥

2
L2(ω) dt

) 1
2

+
√
α

(∫ T

0
∥∇∆u|θ̌∥

2
L2(ω) + ∥∆u|θ̌∥

2
L2(ω) + ∥∇u|θ̌∥

2
L2(ω) dt

) 1
2

.

(74)

Applying (67) for θ = θ̄T and θ = θ̌, using the bound of the error measurements
(64) and the definition (65) of JT , we obtain

∥θ̄T − θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2 + δ

√
T +

1

α

(
2JT (θ̄T )

) 1
2 +

1

α
δ
√
T

+
√
α
√
T∥θ̄T ∥H1

0(Ω) +
√
α
√
T∥θ̌∥H1

0(Ω). (75)

Thanks to (69) and (71), we thus get

∥θ̄T − θ̌∥L2(Ω) ≲
(
ϵM2 + Tδ2

) 1
2 + δ

√
T +

1

α

(
ϵM2 + Tδ2

) 1
2

+
1

α
δ
√
T +

√
α
√
T
(
M2 + ϵ−1Tδ2

) 1
2 +

√
α
√
TM.

Choosing ϵ = δ2M−2, we obtain

∥θ̄T − θ̌∥L2(Ω) ≲ δ +
δ

α
+
√
αM.

Choosing α = δ
2
3M− 2

3 leads finally to (70).

Note that, theoretically, in the case of field measurements, the power of the
error measurement amplitude is lower than in the case of velocity measurements.
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3.3 Observer design
To compute the minimizer of the cost functional (51), we use an approach presented
in [59], namely we use a reduced-order Kalman filter where a Riccati operator is
defined on the parameter space. In this section, we recall the main ideas of the
proposed method, while details and general proofs are presented in [59]. The idea is
first to work in the augmented space ZZZ = Z×P where P is the space of parameters.
The dynamics in the augmented space reads

d

dt

(
z
θ

)
︸ ︷︷ ︸

ż

=

(
A B(t)
0 0

)(
z
θ

)
︸ ︷︷ ︸

A(t)z

, with
(
z(0)
θ(0)

)
︸ ︷︷ ︸

z(0)

=

(
0
θ

)
︸︷︷︸

ζ

. (76)

The least square minimization (either (51) or (65) depending on the definition of
C) rewritten with respect to the augmented variable reads

JT (θ) =
ϵ

2
∥θ∥2H1

0(Ω) +
1

2

∫ T

0
∥yδ(t)−Cz|θ∥

2
L2(ω) dt, (77)

with C = (C 0) where C is defined by (9) or (10) according the considered case.
One way to find the minimizer of (77) is to compute its Frechet derivative and

using the so called adjoint equation, to find the two-ends optimality system – as
called in [8, 4]. Namely, we find the optimality condition

ζ̄|T :=

(
0
θ̄

)
=ΠΠΠ0q̄T (0),

where θ̄ is the minimizer of (77) and q̄T is associated with the optimal trajectory
z̄T = z|ζ̄|T

through the two-ends system
˙̄zT (t) = A(t)z̄T , t ∈ (0, T ),

˙̄qT (t) +A(t)∗q̄T = −C∗(yδ(t)−Cz̄T (t)), t ∈ (0, T ),

z̄T (0) =ΠΠΠ0q̄T (0),

q̄T (T ) = 0,

(78)

with ΠΠΠ0 :=

(
0 0

0 −ϵ−1∆−1
0

)
.

To avoid calculating the two-ends system, which has the disadvantage of contain-
ing one dynamic forward in time and the second backward, we propose to introduce
the so-called Kalman observer (or Kalman estimator in the stochastic community).
Note that the Kalman observer decouples the two ends problem (78).

Theorem 3.9. The Kalman estimator defined by the following dynamics{
˙̂z = A(t)ẑ +ΠΠΠ(t)C(t)∗(yδ(t)−C(t)ẑ(t)), t ∈ (0, T ),

ẑ(0) = 0,
(79)

where ΠΠΠ is the solution of the Riccati dynamics{
Π̇ΠΠ(t) = A(t)ΠΠΠ(t) +ΠΠΠ(t)A(t)∗ −ΠΠΠ(t)C(t)∗C(t)ΠΠΠ(t), in (0, T ),

ΠΠΠ(0) =ΠΠΠ0,
(80)

satisfies the fundamental identity

∀t ∈ [0, T ], z̄T (t) = ẑ(t) +ΠΠΠ(t)q̄T (t). (81)
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In particular, we observe that, taking T = t, we get that ẑ(t) = z̄t(t) for all
t > 0. Therefore, at the final time, the Kalman observer reaches the trajectory
associated with least-square estimator.

It should be noted that in our case of vanishing initial data and with our choice
of ΠΠΠ0 it is possible to show that ΠΠΠ(t) is given by

ΠΠΠ(t) =

(
L(t)
Id

)
Λ(t)

(
L∗(t) Id

)
, (82)

where {
Λ̇ = −ΛL∗C∗CLΛ, t > 0,

Λ(0) = Λ0 := −ϵ−1∆−1
0 ,

(83)

and, as a reminder, (L(t))t≥0 is the operator such that z|θ(t) = L(t)θ is the solution
of (5).

Therefore, we obtain the following optimal observer.

Theorem 3.10. The unique minimizer θ̄t of the cost functional (77) satisfies
θ̄t = θ̂(t) where θ̂ is solution of the following dynamics

˙̂z = Aẑ +Bθ̂ + L
˙̂
θ, t > 0,

˙̂
θ = ΛL∗C∗(yδ − Cẑ), t > 0,

Λ̇ = −ΛL∗C∗CLΛ, t > 0,

θ̂(0) = 0

ẑ(0) = 0,

Λ(0) = Λ0 := −ϵ−1∆−1
0 ,

(84)

where the operator (L(t))t≥0 is such that z|θ(t) = L(t)θ is the solution of (5).

Note that the present estimator can be used for either velocity or field observa-
tions in L2 with the corresponding definition of the observation operator C and its
adjoint C∗. Since this method is sequential, it has the advantage of not requiring
multiple iterations to obtain the result. In this case, hence it is very efficient for
parameters discretized in reasonable dimension spaces where the Riccati operator
can be efficiently computed.

4 Numerical results
4.1 Discretization scheme
To start with, we will discretize in time and space the wave equation, and then,
following a discretize-then-optimize strategy, we will apply to the discretized system
the Tikhonov regularization method and observer design presented in Section 3.
As in [59], in a classical way, we discretize the wave equation in time thanks to
a mid-point scheme and we introduce a Lagrange finite element space Vh for the
space discretization of the field and velocity. Moreover, we introduce Ph a finite-
dimensional space which approximates P and we consider θh ∈ Ph. Let N ∈ N∗

be given. We define the time step τ by τ = T
N+1 . For n ≤ N , at the (n + 1)-th

iteration, (uhn+1, v
h
n+1) ∈ Vh × Vh is solution of uh0 = 0, vh0 = 0 and
uhn+1 − uhn

τ
=
vhn+1 + vhn

2
,

vhn+1 − vhn
τ

−∆h
0

uhn+1 + uhn
2

= σh
(
(n+

1

2
)τ
)
θh,

(85)



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 26 of 41

where ∆h
0 is the bounded linear operator in Vh associated with the finite element

discretization of the unbounded operator ∆0 of L2(Ω) into L2(Ω). Here, σh corre-
sponds to the projection (or interpolation) of the function σ into the finite element
space Vh.

Let us also introduce the notation zhn = (uhn, v
h
n) ∈ Zh = Vh × Vh. Then the

first-order writing of this system is given by

zhn+1|ζ = Φh,τzhn|ζ +Bh,τ
n+1θ

h,

where

Φh,τ =

(
Idh − τ

2 Idh
− τ

2∆
h
0 Idh

)−1( Idh τ
2 Idh

τ
2∆

h
0 Idh

)
and

Bh,τ
n+1 = τ

(
Idh − τ

2 Idh
− τ

2∆
h
0 Idh

)−1(
0

σh
(
(n+ 1

2)τ
)) .

The time-and-space discretization of the cost functional (51) reads

JN (ζ
h) =

ϵ

2
∥ζh∥2H1

0(Ω) +
τ

2

N∑
n=1

∥yδ,hn −Chzhn|ζh∥
2
Yh , (86)

associated with measurements yδ,hn and an observation operator Ch ∈ L(Zh,Yh)
where Yh is the finite dimensional space the observations belong to.

We now state the following fundamental theorem which relates the minimizer
of the cost functional to an observer. We refer to [59] for a proof of this result.

Theorem 4.1. The minimizer θ̄hN of the cost functional (86) is equal to θ̂hN which
is the last iteration of the recursive dynamics: for (ẑh0 , θ̂

h
0 ) = (0, 0) and (ẑhn, θ̂

h
n)

defined, for 0 ≤ n ≤ N − 1, by
ẑhn+1− = Φh,τzhn +Bh,τ

n+1θ̂
h
n,

θ̂hn+1 = θ̂hn + τΛhn+1L
h∗
n+1C

∗(yδ,hn+1 − Cẑhn+1−),

ẑhn+1 = ẑhn+1− + Lhn+1(θ̂
h
n+1 − θ̂hn)

(87)

where the operator (Lhn)0≤n≤N is such that zhn|θ = Lhnθ is the solution ofz
h
n+1|θ = Φh,τzhn|θ +Bh,τ

n+1θ, 0 ≤ n ≤ N − 1,

zh0|θ = 0,
(88)

and the Riccati dynamics is given by Λhn+1 =
(
Uhn+1

)−1 where Uhn satisfies

Uhn+1 = Uhn + τLh∗n+1C
h∗ChLhn+1, 0 ≤ n ≤ N − 1. (89)

with Uh0 = −ϵ∆h
0 .

4.2 Wave propagation example
In what follows, we will illustrate the results obtained in the previous sections by
testing the numerical reconstruction of a source term using an observer design.
Moreover, we will illustrate the results given by Theorem 3.4 and depict the evolution
of the error with respect to the noise of the available observations.

We consider the following wave equation
∂ttǔ(x, t)−∆ǔ(x, t) = σ(x, t)θ̌(x), (x, t) ∈ Ω× (0, T ),

ǔ(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),

ǔ(x, 0) = ǔ0(x), x ∈ Ω,

∂tǔ(x, 0) = 0, x ∈ Ω,

(90)
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where ǔ0 is solution of {
−∆ǔ0(x) = 10, x ∈ Ω,

ǔ0(x) = 0, x ∈ ∂Ω,
(91)

and θ̌ is solution of {
−∆θ̌(x) = f, x ∈ Ω,

θ̌(x) = 0, x ∈ ∂Ω,
(92)

with the right hand side f given by

f(x) =

{
0, in Ω \ Ωhole,

10, in Ωhole.

The domain Ωhole is represented Figure 4.

ωΩΩhole

1

Figure 4. Representation of the domains Ω, Ωhole and the subdomain ω

The initial condition ǔ0 and the target parameter θ̌ respectively defined by (91)
and (92) are illustrated in Figure 5.

We also set
σ(x, t) = 1 + exp(−20(x2 − 0.9t+ 0.4)2), (93)

where x2 represents the vertical component of x. By this way, this choice of σ
corresponds to a persistent excitation and allows to mimic the propagation of a
wave moving along the vertical axis from bottom to top. Moreover, we notice that
σ is regular and bounded from below by a positive constant so that hypothesis (38)
is satisfied.

Figure 5. Representation of ǔ0(x) (left) and θ̌(x) (right)

In what follows, we will consider a P1 finite element discretization with two
different meshes: a mesh with 56193 nodes, that we will call the fine mesh and
a mesh with 14169 nodes that we will call the coarse mesh. The two meshes are
depicted in Figure 6. All the following numerical illustrations are implemented in
Freefem++ [44].
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Figure 6. Representation of the coarse mesh with 14169 dofs (left) and of the fine mesh
with 56193 dofs (right)

We approximate the target parameter θ̌ by the finite decomposition,

θ̌h :=

Nmod∑
i=0

θ̌hi ϕ
h
i , (94)

where (ϕhi )0≤i≤Nmod are the eigenvectors of ∆h
0 associated with the Nmod + 1 first

eigenvalues. In order to have a relative error between θ̌h and θ̌ smaller than 10%
with the fine mesh, we have set the number of modes to Nmod = 27 (see Figure 7).

Figure 7. The target parameter θ̌ and its decomposition θ̌h given by with Nmod = 27
modes

We represent in Figure 8, the time and space discretized known parameter
σh
(
(n+ 1

2)τ
)

(93) and the right-hand side σh
(
(n+ 1

2)τ
)
θ̌ for the fine mesh.

To generate the measurements, we have run the direct problem on the fine mesh
for a time window [0, 3] with a time step of τ = 0.01. We illustrate an example of
velocity measurements in Figure 9.

4.3 The case of noise-free velocity or field observations
We solve the inverse problem using scheme (87) implemented in Freefem++ under
a time window of [0, 1] with a time step of τ = 0.01 and ϵ = 0, using the meshes
shown in Figure 6. Figure 10 shows the relative error norm between the observer
and the target parameter approximation given by (94) over time, namely the above
quantity

∥θ̂hn − θ̌h∥L2(Ω)/∥θ̌h∥L2(Ω).

In the case of velocity measurements, we can see that the convergence when the
inverse problem is solved on the same mesh as for the measurements is very good,
with less than 10−7% error at the final time, as shown in Figure 10 (right) and
Figure 11 (right). If we compare Figures 7 (right) and 12 (right), we can see that
the reconstructed source term is qualitatively similar to the target source term.
In the case of field measurements, we can see the same kind of results, with less
than 10−11% error at the final time, as illustrated in Figure 10 (left) and Figure 11
(left). In the same manner, if you compare Figures 7 (right) and 12 (left), we can
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tn = 0

tn = 0.5

tn = 1

tn = 1.5

tn = 2

tn = 2.5

Figure 8. Representation of σh
(
(n+ 1

2 )τ
)

(left) and of σh
(
(n+ 1

2 )τ
)
θ̌ (right) at different

times tn

see that the reconstructed source term is qualitatively similar to the target source
term.
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Figure 9. Solution v̌hn of the direct problem (left) and its corresponding measurements
Iω(v̌

h
n) (right) at time tn = 0.1

0 0.2 0.4 0.6 0.8 1
10−11

10−7

10−3

101

time

0 0.2 0.4 0.6 0.8 1

10−7

10−5

10−3

10−1

time

Figure 10. Evolution of the relative error of the parameter reconstruction. The
parameter, the field measurements (left) and the velocity measurements (right) are

discretized on the fine mesh.

Figure 11. Error between θ̌h decomposed on the basis of ∆h
0 and the observer θ̂hn on the

fine mesh with field measurements (left) and velocity measurements (right)

Figure 12. Observer θ̂hn on the fine mesh in the case of field measurements (left) and
velocity measurements (right)

We now choose a coarser mesh for the space discretization of the parameters.
Despite an increase of the error norm of the reconstruction close to the initial time,
the relative error actually decreases from tn = 0.2. As can be seen in Figure 13 and



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 31 of 41

visually in Figure 14 the error at tn = 1 is about 5% both in the case of velocity
measurements and in the case of field measurements. A visual comparaison of
Figures 7 (right) and 15 shows minimal qualitative differences between the observer
at the final time and the target source term.

0 0.2 0.4 0.6 0.8 1

10−1

100

101

102

time

0 0.2 0.4 0.6 0.8 1

10−1

100

time

Figure 13. Evolution of the relative error of the parameter reconstruction. The
parameter is discretized on the coarse mesh whereas the field measurements (left) and the

velocity measurements (right) are discretized on the fine mesh.

Figure 14. Difference between θ̌h and the observer θ̂hn on the coarse mesh with field
measurements (left) and velocity measurements (right)

Figure 15. Observer θ̂hn on the coarse mesh in the case of field measurements (left) and
velocity measurements (right)

Although classical, hypothesis (38) is restrictive. Therefore another interesting
experience is to see what happens when d (38) is fullfilled with infx∈Ω |σ(x, 0)|
very low compared to 1. To this end, using velocity measurements, we test the
convergence of the method on the fine mesh and in the absence of noise for σ given
by

σ(x, t) = exp(−20(x2 − 0.9t+ 0.4)2). (95)

Taking into account that x2 varies from 0 to 2 in the domain, the infimum of |σ(x, 0)|
is of the order of 10−18, i.e., below machine precision when a 64 bits floating point
representation is used. The corresponding source term is illustrated Figure 16.
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As can be seen in Figure 17, even if condition (38) is not satisfied, we can
reconstruct the parameter we are looking for, with a relative error approaching
10−7.

4.4 Noisy velocity observations
We now perturb the synthetic data (y̌hn)0≤n≤N of sampling rate T/N with a random
artificial noise χhn such that ∥χhn∥2L2(0,T ;L2(ω)) ≤ δ2T . To do so, we simulate an
additive white Gaussian noise such that the magnitude of the error is a fixed
percentage of the L2-norm of the observations. Therefore, we define at each time n,
the discretized noise data function as

χhn =
δ√

TNmod

√√√√τ
N∑
n=1

∥y̌hn∥2L2(ω)

Nmod∑
i=0

(ξi)nϕ
h
i , (96)

where (ϕi)0≤i≤Nmod
are the Nmod + 1 modes of ∆h

0 and ξ are independent and
identically distributed Gaussian variables in N (0, 1). Figure 18 shows an example
of added noise.

Figure 18. Representation of χh
n for δ = 0.01 at tn = 0.1

We solve the inverse problem using (87) on the fine mesh with time step τ = 0.01.
We use noisy data and take different values of ϵ. Figure 19 illustrates that the
reconstruction deteriorates as the noise increases. Figure 20 shows the relative
error norm at time T = 1 as a function of noise. We can see that the smaller the
regularization, the better the reconstruction. In particular, for ϵ = 10−6, we obtain
a slope of 1, which is better than the expected theoretical result (Theorem 3.4).
This may be due to the fact that the observation domain is large, encompassing
the entire boundary of the domain.



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 33 of 41

δ = 10−2

δ = 10−3

δ = 10−4

δ = 10−5

Figure 19. Representation of θ̂hn (left) and the error θ̌h − θ̂hn (right) at tn = 1 with
different values of δ

4.5 Towards the reconstruction of piecewise constant parameters
For the time being, we have proposed a method that suits well when the source term
to reconstruct is smooth, i.e. it belongs to H1

0(Ω). In the last section, we present
possible alternatives to our method for less regular source terms by considering
piecewise-constant source terms. In particular, we numerically assess how adaptive
bases [41, 54] can be used in this framework. Adaptive bases have been used for
inverse scattering problems [48, 51, 53]. For example, we can look for a property
(e.g. shape) of the scatterer that can be related to a bounded inclusion. This is
why, considering a piecewise constant source term, our inverse problem typically
fits into this kind of method.

Until now, we have assumed that θ̌ ∈ H1
0(Ω) to obtain precise reconstruction

estimates. However, as the L2-norm of the source term appears in the obtained
observability inequality, it seems appropriate to consider a classical Tikhonov
regularization. Compared to (51) or to (65), we therefore introduce in the cost
functional a L2-Tikhonov regularization term by defining JT : L2(Ω) → R by: for
all θ ∈ L2(Ω),

JT (θ) =
ϵ

2
∥θ − θ0∥2L2(Ω) +

1

2

∫ T

0
∥yδ(t)− ∂tu|θ∥

2
L2(ω) dt

=
ϵ

2
∥θ∥2L2(Ω) +

1

2

∫ T

0
∥yδ(t)− Cz|θ∥

2
L2(ω) dt. (97)
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Therefore, the associated observer system (84) is slightly modified into

˙̂
θ = ΛL∗C∗(yδ − Cẑ), t > 0,

Λ̇ = −ΛL∗C∗CLΛ, t > 0,

˙̂z = Aẑ +Bθ̂ + L
˙̂
θ, t > 0,

θ̂(0) = θ0

ẑ(0) = 0,

Λ(0) = ϵ−1I ,

(98)

where θ0 is a prior on the value of θ̌, I is the identity operator in L2(Ω), the operator
(L(t))t≥0 is such that z|θ(t) = L(t)θ is the solution of (5) and C is defined by (9).
We discretize this observer in time and space in the same way as in section 4.1. To
take into account that the source term to be reconstructed may be discontinuous, we
propose to use the adaptive basis proposed by [41] and often used in the literature
[48, 53, 54]. The idea is to modify the basis of eigenfunctions on which we decompose
θ̌ by considering

θ̌h :=

∞∑
k=1

θ̌kϕk, (99)

where the family (ϕk)k∈N is the set of eigenfunctions which satisfies the following
elliptic eigenvalue problem−∇ ·

(
1√

|∇θ0|2 + ν2
∇ϕk

)
= µkϕk, in Ω,

ϕk = 0, on ∂Ω,
(100)

for some given prior θ0 and where ν > 0 is a small constant which ensures that
the denominator is not null and µk are the eigenvalues. This decomposition – used
with an iterative reconstruction method – has proven to be remarkably effective to
approximate piecewise constant functions.

Let us now explain how this adaptive basis can be used in our context. The
inverse problem is solved iteratively: at a current step, the approximation of θ̌h

– which has been reconstructed at the previous step – is taken as a prior in the
functionnal (97). Problem (98) with the basis for the parameter being the basis
obtained by solving (100) with the prior given by the previous step (only 10 modes
are used). At the end of this step, we project the reconstructed parameter into a
new adaptive basis (constructed using the prior just obtained) using again only 10
modes. Finally, the mesh is adapted to this projection.

In our numerical experiments, we have considered the following source term:

θ̌(x) =

{
1, in Ωhole,

0, in Ω̄ \ Ωhole,
(101)

as illustrated in Figure 21.

As in Section 4.2, the noise-free measurements are created in a first step by
solving the direct problem on the fine mesh over a time window [0, 1] with a time
step of τ = 0.01. To solve the inverse problem we used as final time tn = 1 for each
iteration with a time step of τ = 0.01. In the first step, we used the coarse mesh
and the source term is decomposed on the basis of the eigenvectors of the Laplace
operator according to formula (94) with 30 modes. For the other iterations, only
10 modes are used, which ensures lower computational costs. Figure 22 depicts the
observer θ̂hn obtained at the final time tn = 1 and the adapted mesh. We note that



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 35 of 41

during the first iteration we do not succeed in reconstructing the source term very
accurately. In particular, the boundaries of the parameter are not captured. For
the second iteration, we used the adaptive basis defined by (100). We observe that
the mesh has fewer dofs (only 1834) and that the dofs are concentrated where the
source term has large variations. The source term is already better reconstructed,
especially at the boundary. In the last iteration, the mesh has even fewer dofs
(1282). There are still differences with the target parameter, but the result is
improved using the adaptive basis.

Let us conclude this section with a final remark. The L2-norm is not the most
appropriate norm for the source term θ̌. One perspective would be to use a norm
that takes into account the total variation. Indeed, this kind of norm is often
used in image segmentation problems [9]. For instance, we can refer to the total
variation–based image denoising model of [12] and its numerous extensions [21, 29,
34].
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Figure 17. Evolution of the relative error of the parameter reconstruction. The
parameter and the velocity measurements (right) are discretized on the fine mesh.
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Figure 20. Representation of the relative error with respect to δ in loglog scale

Figure 21. Representation of θ̌



M. Boulakia et al. 2024 | Solving inverse source wave problem – from Carleman estimates to observer design | 41 of 41

Step 1

Step 2

Step 3

Figure 22. Representation of θ̂hn (left) and its mesh (right) at tn = 1 at each step
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