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A PURSUIT PROBLEM FOR SQUARED BESSEL PROCESSES

CHRISTOPHE PROFETA

Abstract. In this note, we are interested in the probability that two independent squared Bessel
processes do not cross for a long time. We show that this probability has a power decay which is given
by the first zero of some hypergeometric function. We also compute along the way the distribution
of the location where the crossing eventually occurs, as well as some Cramér’s estimates for squared
Bessel processes perturbed by a power drift.

1. Introduction

1.1. Statement of the main result. Let X and Y be two independent squared Bessel processes
of respective dimensions α > 0 and β ≥ 0. We denote by P(x,y) the law of the pair (X,Y ) when
starting from (x, y) and we assume that 0 ≤ x < y. In this note, we are interested in the probability
that the process X remains below Y for a long time :

P(x,y) (∀s ≤ t, Xs < Ys) as t → +∞.

This question is often labelled in the literature as a capture or a pursuit problem. In most papers,
the set-up is a Brownian one and the leading process is called a lamb or a prisoner, while its pursuers
are wolves or policemen, see for instance [10, 12, 15] and the reference therein. One may also see
this question as a persistence problem for the difference of two squared Bessel processes. Indeed, a
natural way to study such question is to introduce the stopping time

T = inf{t ≥ 0, Xt = Yt}
and study its tail asymptotics since P(x,y) (∀s ≤ t, Xs < Ys) = P(x,y) (T > t). Unlike the sum of
squared Bessel processes, the difference is no longer Markovian and studying such asymptotics is
thus more delicate. We refer to the two surveys [2, 5] for an extensive background on persistence
probabilities, as well as their links with many physic phenomenons.

In order to state our results, let us define the hypergeometric function 2F1 (see for instance [7,
Chapter 9.1]):

2F1

[
a b

c
; z

]
=

+∞∑
n=0

(a)n(b)n
(c)n

zn

n!

where (a)0 = 1 and (a)n = a(a + 1) . . . (a + n − 1) =
Γ(a+ n)

Γ(a)
for n ∈ N. We denote by Fα,β the

hypergeometric function

Fα,β(s) = 2F1

[ α+β
2 − 1 + s − s

α
2

;
1

2

]
, s ≥ 0.
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Our first result gives the distribution of the position of X and Y when they cross each other.

Proposition 1. Let us denote by θ the first positive zero of the hypergeometric function Fα,β :

θ = inf {s ≥ 0, Fα,β(s) = 0} .

Under P(0,y) the stopping time T is a.s. finite and the Mellin transform of XT is given by :

E(0,y) [X
s
T ] =

(2y)s

Fα,β(s)
, s ∈ [0, θ).

In particular, θ is equal to 1 when α = β. Otherwise, θ < 1 when α < β, and θ > 1 when α > β.

It might be surprising to find that T is always finite whatever the value of α > 0 and β ≥ 0,
in particular even if Y is transient (i.e. β > 2). A possible interpretation is the following law of
the iterated logarithm, see [17], which states that a squared Bessel process Y of dimension β > 2
satisfies :

lim sup
t→+∞

Yt
2t ln(ln(t))

= 1 a.s. and lim sup
t→+∞

infs≥t Ys
2t ln(ln(t))

= 1 a.s.

In particular, the limit sup of squared Bessel processes does not depend on the dimension. So in our
set-up, even if β is large, the fluctuations of the future infimum of the ”upper” process Y remain
of the same order as those of the ”lower” process X, which might explain why a crossing always
occurs with probability one.

The hypergeometric function appearing in Proposition 1 may be computed explicitly in several
situations.

(1) For instance, when α = β, we have from [1, p.557, Formula 15.1.24] :

Fα,α(s) = 2F1

[
α− 1 + s − s

α
2

;
1

2

]
=

√
π

Γ(α2 )

Γ
(
1−s
2

)
Γ
(
s+α
2

) , and θ = 1. (1.1)

(2) Another example is the case α+β = 4 for which we obtain from Bailey’s formula [1, p.557,
Formula 15.1.26] :

Fα,4−α(s) = 2F1

[
1 + s − s

α
2

;
1

2

]
= 21−

α
2
√
π

Γ
(
α
2

)
Γ
(
2+2s+α

4

)
Γ
(
α−2s

4

) , and θ =
α

2
.

(3) As a last example, we assume that α = β +2. From [1, p.557, Formula 15.1.25], we deduce
that

Fβ+2,β(s) =
2
√
π

β + 2s
Γ

(
β

2
+ 1

) 1

Γ
(
β+s
2

)
Γ
(
1−s
2

) − 1

Γ
(
β+s+1

2

)
Γ
(
− s

2

)


In this case, θ does not seem to admit an explicit expression.

We now show that θ actually controls the decay of T .

Theorem 2. For λ ≥ 0 and 0 ≤ x < y, we have the equivalence :

E(x,y)

[
T λ
]
< +∞ ⇐⇒ λ < θ.
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Remark 3. A consequence of this result is the monotonicity of θ in its arguments. Indeed, let
us emphasize the dependance in α and β by writing T = Tα,β. Using the comparison theorem for
SDE [16, Chapter IX, Theorem 3.8] and a coupling argument, it is immediate to see that for λ > 0,
the function (α, β) 7→ E[T λ

α,β] is decreasing in α and increasing in β. As a consequence, the same is
true for θ, which is thus also non-increasing in α and non-decreasing in β.

We finally give an asymptotics for the tail decay of T . To this end, observe that from Lebedev [11,
Section 9.4] the function Fα,β is an entire function. As a consequence, there exists m ∈ N such that
the following factorization holds

Fα,β(s) = (s− θ)mGα,β(s)

where Gα,β is such that Gα,β(θ) ̸= 0.

Corollary 4. Let δ > 0. There exist two positive constants κ1 and κ2 such that

κ1
tθ+δ

≤ P(0,y) (T ≥ t) ≤ κ2
(ln(t))m

tθ
, as t → +∞.

When α = β = n ∈ N, it is well-known that there exist two independent n-dimensional Brownian
motions B and W such that ∥B∥22 = X and ∥W∥22 = Y where ∥ � ∥2 denotes the standard Euclidian
norm. Therefore, Theorem 2 and Corollary 4 state that the probability that B remains closer to
the origin that W decays essentially as a power −1, independently of the dimension.

1.2. The values of θ. When α = β, we have already checked that θ = 1. We now prove that θ is
smaller or greater than 1, according as whether α is smaller or greater than β.

(1) Assume that α < β. Then, taking s = 1, the hypergeometric function simplifies to

Fα,β(1) = 2F1

[ α+β
2 − 1

α
2

;
1

2

]
= 1− 1

α

(
α+ β

2

)
< 0

hence, by continuity, since Fα,β(0) = 1, its first zero θ takes place in (0, 1).

(2) Assume now that α > β and take s ∈ (0, 1). We have by definition, with γ = α+β
2 − 1 :

Fα,β(s) = 1− s(γ + s)

α

(
1 +

+∞∑
n=1

(1− s)n(γ + s+ 1)n
(α/2 + 1)n

1

(n+ 1)!

(
1

2

)n
)
.

Now, on the one hand, if γ + s ∈ (−1, 0), then all the terms are positive and Fα,β(s) > 0.
On the other hand, if γ + s ≥ 0, by letting β increase up to α, we deduce that

Fα,β(s) ≥ Fα,α(s) > 0,

which is strictly positive from (1.1) since s ∈ (0, 1). As a consequence, θ is strictly greater
than one since Fα,β(1) > 0.

We provide below a numerical simulation of (α, β) → θ(α, β) in which one can observe the
monotonicity of θ in its arguments.
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Figure 1. Simulation of θ(α, β) for (α, β) ∈ (0, 5)2

2. Computation of the Mellin transform of XT

We start by proving Proposition 1. Recall that under P(x,y) the pair (X,Y ) is a solution of the
SDE, see [16, Chapter XI] :

Xt = x+ 2

∫ t

0

√
XsdBs + αt and Yt = y + 2

∫ t

0

√
YsdWs + βt, t ≥ 0, (2.1)

where B and W are two independent Brownian motions. In the following, to simplify the notation,
we shall write for a random variable Z and for γ ∈ R :

E[Zγ
+] = E[Zγ1{Z>0}].

Take r, ν ∈ (0, 1) such that r+ ν > 1 and ν < α+β
2 . Applying the Markov property and the scaling

property of squared Bessel processes, we have∫ +∞

0
t−rE(0,y)

[
(Xt − Yt)

−ν
+

]
dt =

∫ +∞

0
E(0,y)

[
(u+ T )−rE(XT ,XT )

[
(Xu − Yu)

−ν
+

]
1{T<+∞}

]
du

=

∫ +∞

0
E(0,y)

[
X1−ν

T (sXT + T )−r1{T<+∞}
]
E(1,1)

[
(Xs − Ys)

−ν
+

]
ds.

(2.2)

Note that we cannot just take r = 0, as both sides would be infinite. Indeed, in this case, for the
left-hand side to be finite, the integral in t requires that ν > 1 while the expectation requires that
ν < 1. To compute the positive parts in (2.2), recall the formula for any positive r.v. Z which
admits some negative moments, see [14, Lemma 1] :

E
[
Z−ν
+

]
=

Γ(1− ν)

π

∫ +∞

0
λν−1E

[
sin
(
λZ +

π

2
ν
)]

dλ.
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From [16, Chapter XI], the Fourier transform of X − Y is given, since X and Y are independent,
by

E(x,y)

[
eiλ(Xt−Yt)

]
= (1− 2iλt)−α/2(1 + 2iλt)−β/2 exp

(
iλ(x− y)− 2λ2t(x+ y)

1 + 4λ2t2

)
hence, after a change of variable

π

Γ(1− ν)
E(x,y)

[
(Xt − Yt)

−ν
+

]
= t−νℑ

(
ei

π
2
ν

∫ +∞

0
ξν−1(1− 2iξ)−α/2(1 + 2iξ)−β/2 exp

(
iξ(x− y)− 2ξ2(x+ y)

t(1 + 4ξ2)

)
dξ

)
(2.3)

where ℑ denotes the imaginary part. On the one hand, taking x = 0 in (2.3) and plugging this
expression in (2.2), we deduce thank to Fubini’s theorem that the left-hand side of (2.2) equals

Γ(1− ν)Γ(r + ν − 1)

πyr+ν−1
ℑ
(
ei

π
2
(1−r)

∫ +∞

0
ξ−r(1− 2iξ)−

α
2 (1 + 2iξ)r+ν−1−β

2

)
dξ.

Similarly, plugging (2.3) with x = y = 1 in the right-hand side of (2.2) and applying Fubini’s
theorem, we obtain

Γ(1− ν)Γ(r + ν − 1)

π
ℑ
(
ei

π
2
ν

∫ +∞

0
ξν−1(1− 2iξ)−α/2(1 + 2iξ)−β/2Gr,ν(ξ)dξ

)
where, using a change of variables and an integration by parts,

Gr,ν(ξ) =
1

Γ(r + ν − 1)
E(0,y)

[
X1−ν

T

∫ +∞

0
(uXT + T )−ru−νe

− 4ξ2

u(1+4ξ2)du1{T<+∞}

]
=

1

Γ(ν + r)
E(0,y)

[
X1−ν

T

∫ +∞

0
sν+r−1(XT + Ts)−re−η(ξ)s

(
r

T

XT + Ts
+ η(ξ)

)
ds1{T<+∞}

]
and where we have set, to simplify the notation, η(ξ) =

4ξ2

1 + 4ξ2
. As a consequence, Equation (2.2)

now reads

1

yr+ν−1
ℑ
(
ei

π
2
(1−r)

∫ +∞

0
ξ−r(1− 2iξ)−

α
2 (1 + 2iξ)r+ν−1−β

2 dξ

)
= ℑ

(
ei

π
2
ν

∫ +∞

0
ξν−1(1− 2iξ)−

α
2 (1 + 2iξ)−

β
2Gr,ν(ξ)dξ

)
(2.4)

and this formula extends by analyticity to r + ν > 0. By monotone convergence, we then deduce
that

Gr,ν(ξ) −−→
r↓0

1

Γ(ν)
E(0,y)

[
X1−ν

T

∫ +∞

0
sν−1e−η(ξ)sη(ξ)ds1{T<+∞}

]
= E(0,y)

[
X1−ν

T 1{T<+∞}
]
(η(ξ))1−ν .

As a consequence, letting r ↓ 0 in (2.4), we obtain the formula

1

yν−1
ℑ
(
i

∫ +∞

0
(1− 2iξ)−

α
2 (1 + 2iξ)ν−1−β

2 dξ

)
= E(0,y)

[
X1−ν

T 1{T<+∞}
]
ℑ
(
ei

π
2
ν

∫ +∞

0
ξ1−ν(1− 2iξ)ν−1−α/2(1 + 2iξ)ν−1−β/2dξ

)
(2.5)
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and it remains to compute both integrals. Let us start with the left-hand side. Taking the imaginary
part in Lemma 9 from the Appendix, we have

ℑ
(
i

∫ +∞

0
ξγ−1(1− 2iξ)−λ(1 + 2iξ)−µdξ

)
=

Γ(γ)Γ(µ+ λ− γ)

Γ(λ)Γ(µ)
2−γ

(
cos
(π
2
γ
)
B (λ, 1− γ) 2−λ

2F1

[
1− µ λ

λ− γ + 1
;
1

2

]
+cos

(π
2
γ
)
B (µ, 1− γ) 2−µ

2F1

[
1− λ µ

µ− γ + 1
;
1

2

])
.

Letting γ ↑ 1 and using the formula 2F1

[
a b

b
;
1

2

]
= 2−a, we thus deduce that

ℑ
(
i

∫ +∞

0
(1− 2iξ)−

α
2 (1 + 2iξ)ν−1−β

2 dξ

)
=

πΓ
(
α+β
2 − ν

)
Γ(α2 )Γ(

β
2 + 1− ν)

2ν−
α+β
2

−1. (2.6)

On the other side, multiplying Lemma 9 in the Appendix by ei
π
2
ν and taking the imaginary part,

we observe that only the first term will remain, i.e.

ℑ
(
ei

π
2
ν

∫ +∞

0
ξ1−ν(1− 2iξ)ν−1−α/2(1 + 2iξ)ν−1−β/2dξ

)

= −
Γ(2− ν)Γ

(
α+β
2 − ν

)
Γ
(
β
2 + 1− ν

) 2ν−2 sin(πν)
Γ(ν − 1)

Γ
(
α
2

) 2ν−1−α
2 2F1

[
ν − β

2
α
2 + 1− ν
α
2

;
1

2

]
. (2.7)

Plugging (2.6) and (2.7) in (2.5) and using the reflection formula for the Gamma function, i.e.
Γ(2− ν) sin(πν)Γ(ν − 1) = −π for ν ∈ (0, 1), we finally conclude that

E(0,y)

[
X1−ν

T 1{T<+∞}
]
= (2y)1−ν 21−

β
2

2F1

[
ν−β

2
α
2
+1−ν

α
2

; 12

] (2.8)

and the result follows from Euler’s transformation

2F1

[
ν − β

2
α
2 + 1− ν
α
2

;
1

2

]
= 21−

β
2 2F1

[ α+β
2 − ν ν − 1

α
2

;
1

2

]
= 21−

β
2 Fα,β(1− ν).

In particular, letting ν ↑ 1 in (2.8), we deduce that P(T < +∞) = 1 which implies that T is a.s.
finite. □

3. Some first estimates

3.1. From P(x,y) to P(0,1). Before tackling the proof of Theorem 2, we gather here some preliminary

computations. We start by proving that the finiteness of E(x,y)[T
λ] is equivalent to that of E(0,1)[T

λ].

Lemma 5. Let 0 ≤ x < y be fixed. There exists two positive constants κ1, κ2 such that for
0 ≤ λ ≤ θ,

κ1E(0,1)

[
T λ
]
− κ2 ≤ E(x,y)

[
T λ
]
≤ yλE(0,1)

[
T λ
]
.
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Proof. Notice first that by a coupling argument P(x,y)(T ≥ t) ≤ P(0,y) (T ≥ t) which implies by
scaling that for λ ≥ 0 :

E(x,y)

[
T λ
]
≤ E(0,y)

[
T λ
]
= yλE(0,1)

[
T λ
]
.

To prove a converse inequality, take a ∈ (0, y) and let us denote by τy = inf{t ≥ 0, Yt = y} the first
hitting time of y by the process Y . Then, applying the strong Markov property at the time τy,

P(0,a)(T > t) = P(0,a)(T > t, T ≤ τy) + P(0,a)(T > t, T > τy)

≤ 2P(0,a)(τy > t) + E(0,a)

[
P(Xτy ,y)

(T > t− s)|s=τy1{T>τy}1{τy≤t}

]
hence, for λ ≤ θ, using the standard inequality (a+ b)λ ≤ 2λ(aλ + bλ),

E(0,a)[T
λ] ≤ 2E(0,a)[τ

λ
y ] +

∫ y

0

∫ +∞

0
E(z,y)[(T + s)λ]P(0,a)(Xτy ∈ dz, τy ∈ ds)

≤ 2E(0,a)[τ
λ
y ] + 2λ

∫ y

0

∫ +∞

0

(
E(z,y)[T

λ] + sλ
)
P(0,a)(Xτy ∈ dz, τy ∈ ds)

≤ (2 + 2θ)E(0,a)[τ
λ
y ] + 2θ

∫ y

0
E(z,y)[T

λ]P(0,a)(Xτy ∈ dz). (3.1)

Recall then that, since Y0 = a < y, the r.v. τy admits positive moments of all orders, see for
instance [18], so the first term on the right-hand side is always finite. Now let δ ∈ (0, y). Since the
function z → E(z,y)[T

λ] is decreasing on [0, y], we have∫ y

0
E(z,y)[T

λ]P(0,a)(Xτy ∈ dz) ≤ E(0,y)[T
λ]P(0,a)(Xτy ≤ δ) + E(δ,y)[T

λ].

As a consequence, plugging this last inequality in (3.1) and using the scaling property, we obtain
the bound (

aλ − 2θyλP(0,a)(Xτy ≤ δ)
)
E(0,1)[T

λ] ≤ (2 + 2θ)E(0,a)[τ
λ
y ] + 2θE(δ,y)[T

λ] (3.2)

in which we shall take δ small enough for the left-hand side to be strictly positive. Finally, it
remains to write, applying the Markov property,

E(x,y)[(1 + T )λ] ≥ E
[
1{T>1,Y1>y,X1≤δ}E(X1,Y1)[T

λ]
]
≥ E

[
1{T>1,Y1>y,X1≤δ}

]
E(δ,y)[T

λ]

hence, going back to (3.2), we have thus proven that for 0 ≤ λ ≤ θ,

c1E(0,1)

[
T λ
]
≤ c2 + E(x,y)[(1 + T )λ] ≤ c2 + 2θ + 2θE(x,y)[T

λ]

where c1, c2 are two positive constants. This is the lower bound of Lemma 5 after renaming the
constants. □

3.2. Maximal inequalities. To go fromXT to T , we shall rely on maximal inequalities for squared
Bessel processes. Indeed, recall from [6] that there exist two constants cα,λ and Cα,λ such that for
any stopping time ζ (with respect to X) :

cα,λE(0,1)[ζ
λ] ≤ E(0,1)

[
sup
s≤ζ

Xλ
s

]
≤ Cα,λE(0,1)[ζ

λ]. (3.3)
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As a consequence, taking ζ = T , we first deduce that

E(0,1)

[
Xλ

T

]
≤ E(0,1)

[
sup
s≤T

Xλ
s

]
≤ Cα,λE(0,1)[T

λ] (3.4)

which implies that E(0,1)

[
T λ
]
= +∞ as soon as λ ≥ θ. Note that a converse inequality exists :

from Pedersen [13], if λ > 1− α/2 and ζ is a stopping time such that E(0,1)[ζ
λ] < +∞, then

E(0,1)

[
sup
s≤ζ

Xλ
s

]
≤
(

2λ

2λ− (2− α)

) 2λ
2−α

E(0,1)

[
Xλ

ζ

]
. (3.5)

Unfortunately, to apply this inequality in our set-up, one needs the assumption that T admits
moments of order up to θ, which is precisely what we wish to prove.

4. Proof of Theorem 2

We prove in this section that E(0,1)[T
λ] is finite for 0 ≤ λ < θ. To do so, we shall separate the

two cases α ≤ β and α > β.

4.1. The case α ≤ β. Recall that in this case θ ∈ (0, 1]. We first show that θ > 1 − β
2 . Indeed,

since the paths of X and Y are continuous and non-negative, the path inequality T ≤ τ0 implies
that E(0,1)[T

λ] ≤ E(0,1)[τ
λ
0 ]. The right-hand side is finite if and only if β < 2 and λ < 1− β

2 , see for

instance [9]. As a consequence, we deduce the lower bound θ > 1− β
2 , with a strict inequality since

Fα,β

(
1− β

2

)
= 2

β
2
−1 > 0.

We shall now construct a martingale. Let us set for z > 0

Ψ
(β)
λ (z) := z

η
2Kη

(√
2λz

)
= 2

η
2
−1λ

η
2

∫ +∞

0
e−λse−

z
2s sη−1ds (4.1)

where η = 1− β
2 ∈ (−∞, 1) and Kη denotes the usual McDonald’s function. In particular, Ψ

(β)
λ is

a solution of the ordinary differential equation :

zf ′′(z) +
β

2
f ′(z)− λ

2
f(z) = 0 (4.2)

such that lim
z→+∞

Ψ
(β)
λ (z) = 0. Take Y0 = y > 0 and 0 < ε < y. Applying Itô’s formula, we deduce

from (4.2) that the process

Mt = e−λtΨ
(β)
λ (YT∧τε) , t < τε

is a bounded local martingale, hence a true martingale under P(0,y). Then Doob’s optional sampling
theorem yields the identity

E(0,y)

[
e−λT∧τεΨ

(β)
λ (YT∧τε)

]
= Ψ

(β)
λ (y).

Inverting these Laplace transforms thanks to (4.1), we deduce that∫ t

0
sη−1E(0,y)

[
1{T∧τε>t−s}e

−
YT∧τε

2s

]
ds =

∫ +∞

t
sη−1E(0,y)

[
e−

y
2s − e−

YT∧τε
2s

]
ds =: Hε(t). (4.3)
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In particular, applying the Fubini theorem, the Mellin transform of Hε is given for λ > η by :∫ +∞

0
tλ−η−1Hε(t)dt =

∫ +∞

0
sλ−1E(0,y)

[
e−

y
2s − e−

YT∧τε
2s

]
ds =

2−λ

λ− η
Γ(−λ)

(
yλ − E(0,y)

[
Y λ
T∧τε

])
(4.4)

Note that the condition λ > η is not restrictive, as we know that θ > η. We now come back to
(4.3) and observe that :

Hε(t) ≥ E(0,y)

[
1{T>t}

∫ t

0
sη−1e−

YT∧τε
2s ds 1{YT∧τε≤t}

]
≥ P(0,y) (T ∧ τε > t, YT∧τε ≤ t)

∫ t

0
sη−1e−

t
2sds

≥ tη
(
P(0,y) (T ∧ τε > t)− P(0,y) (YT∧τε > t)

) ∫ 1

0
sη−1e−

1
2sds.

Integrating this relation against (λ− η)tλ−η−1 on (0,+∞) for λ ∈ (η, 1), we deduce from (4.4) that
there exists a constant K such that

E(0,y)

[
(T ∧ τε)

λ
]
≤ E(0,y)

[
Y λ
T∧τε

](
1− 2−λK

λ− η
Γ(−λ)

)
+

2−λK

λ− η
Γ(−λ)yλ

≤
(
E(0,y)

[
Y λ
T

]
+ ελ

)(
1− 2−λK

λ− η
Γ(−λ)

)
+

2−λK

λ− η
Γ(−λ)yλ

The upper bound of Theorem 2 now follows by letting ε ↓ 0 and applying the monotone convergence
theorem. □

Remark 6. Note that this argument no longer holds for α > β. Indeed, in this latter case θ > 1,
but since the right-hand side has a pole at λ = 1 (coming from the Mellin transform of Hε), we
can only deduce that E(0,1)[T

λ] < +∞ for λ ∈ (0, 1).

4.2. The case α > β. Let us define

γ = sup{s ≥ 0, E(0,y)[T
s] < +∞}.

We already know from (3.4) that γ ≤ θ so let us assume that γ < θ. We shall prove by contradiction
that this is not possible.

4.2.1. First step. We first prove that if γ < θ, then E(0,y)[T
γ ] < +∞, i.e. that the supremum in

the definition of γ is attained. To do so, observe first that as explained in Remark 6, γ ≥ 1. This
may also be checked using the following argument : since α > β, the SDE (2.1) defining X and Y
implies that the process

Mt∧T = Yt∧T −Xt∧T + (α− β)t ∧ T = y +

∫ t∧T

0

√
YsdWs −

∫ t∧T

0

√
XsdBs, t ≥ 0

is a positive local martingale, hence a supermartingale. Applying Fatou’s lemma, we thus have

(α− β)E[T ] = E
[
lim inf
t→+∞

Mt∧T

]
≤ lim inf

t→+∞
E [Mt∧T ] ≤ E [M0] = y

which proves that T is integrable, i.e. γ ≥ 1. In particular, γ > 1 − α/2, which allows us to
apply the maximal inequality of Pedersen [13] recalled in (3.5). Take ε > 0. By definition of γ,
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E(0,y)[T
γ−ε] < +∞, hence we have :

E(0,y)

[
sup
s≤T

Xγ−ε
s

]
≤
(

2(γ − ε)

2(γ − ε)− (2− α)

) 2(γ−ε)
2−α

E(0,y)

[
Xγ−ε

T

]
.

Using (3.3), we thus deduce from Fatou’s lemma and the monotone convergence theorem that

cα,rE(0,y)[T
γ ] ≤ cα,r lim inf

ε→0
E(0,y)[T

γ−ε] ≤
(

2γ

2γ − (2− α)

) 2γ
2−α (

1 + E(0,y)

[
Xγ

T 1{XT≥1}
])

< +∞

since γ < θ. As a consequence, the supremum in the definition of γ is attained.

4.2.2. Second step. We shall now contradict the definition of γ by showing that T admits moments
of order γ + ε for some ε > 0 small enough. To do so, notice first, still from the SDE (2.1), that
since α > β, the process (αYt∧T − βXt∧T , t ≥ 0) is a positive local martingale under P(0,y). Let us
set

At =

∫ t

0
(β2Xs + α2Ys)ds, t ≥ 0,

and observe that for z > 0, the bounded process

exp

(
z(βXt∧T − αYt∧T )−

z2

2
At∧T

)
, t ≥ 0, (4.5)

is a positive martingale under P(0,y). Applying Doob’s optional stopping theorem and the dominated
convergence theorem, we deduce that

E(0,y)

[
e−z(α−β)XT− z2

2
AT

]
= e−zαy. (4.6)

The next lemma shows that the finiteness of the moments of T is equivalent to those of
√
AT .

Lemma 7. For λ ∈ [0, θ),

E(0,y)[T
λ] < +∞ ⇐⇒ E(0,y)

[
A

λ
2
T

]
< +∞.

Proof. On the one hand, applying Cauchy-Schwarz’s inequality and Formula (3.3),

E(0,y)

[
A

λ
2
T

]
≤ E(0,y)

T λ
2

(
2α2 sup

s≤T
Ys

)λ
2


≤ E(0,y)

[
T λ
] 1

2
(
√
2α)λE(0,y)

[
sup
s≤T

Y λ
s

] 1
2

≤ (
√
2α)λ

√
Cα,rE(0,y)

[
T λ
]

which proves the implication. On the other hand, going back to the SDE (2.1) defining X and
applying the Burkholder-Davis-Gundy inequality, we deduce that there exists a constant Kλ such
that

αλE(0,y)[T
λ] ≤ E(0,y)

[(
y +XT +

∣∣∣∣∫ T

0

√
XsdBs

∣∣∣∣)λ
]
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≤ Kλ

yλ + E(0,y)[X
λ
T ] + E(0,y)

∣∣∣∣∫ T

0
Xsds

∣∣∣∣
λ
2


≤ Kλ

(
yλ + E(0,y)[X

λ
T ] +

1

αλ
E(0,y)

[
A

λ
2
T

])
which concludes the proof of Lemma 7 since XT admits moments of order λ < θ. □

Thanks to Lemma 7, it is thus enough to prove that E(0,y)

[
A

γ+ε
2

T

]
< +∞ for some ε > 0 small

enough such that γ + ε < θ. We now set n equal to the integer part of γ : n = ⌊γ⌋. Differentiating
n+ 1 times Formula (4.6) with respect to z and applying Leibniz rule, we obtain

n+1∑
k=0

(
n+ 1

k

)
(α− β)kE(0,y)

[
Xk

TA
n+1−k

2
T Hn+1−k(z

√
AT )e

−z(α−β)XT− z2

2
AT

]
= (αy)n+1e−zαy (4.7)

where the sequence (Hk)k≥0 denotes the Hermite’s polynomials. In particular, for any k ∈ N, since
Hk is a polynomial, there exists a finite constant ck such that

sup
x≥0

|Hk(x)|e−
1
4
x2

< ck.

Take ε small enough such that n + 1 − γ − ε > 0 and γ + ε < θ. We now integrate (4.7) against
zn−γ−ε on (0,+∞), applying repeatedly the Fubini-Tonelli theorem.

(1) The right-hand side gives :

(αy)n+1

∫ +∞

0
zn−γ−εe−zαydz = Γ(n+ 1− γ − ε)(αy)γ+ε

(2) The term for k = n+ 1 gives :

(α− β)n+1

∫ +∞

0
zn−γ−εE(0,y)

[
Xn+1

T e−z(α−β)XT− z2

2
AT

]
dz

≤ Γ(n+ 1− γ − ε)(α− β)γ+εE(0,y)

[
Xγ+ε

T

]
< +∞.

(3) The main sum, for 1 ≤ k ≤ n gives :∣∣∣∣∣
n∑

k=1

(
n+ 1

k

)
(α− β)k

∫ +∞

0
zn−γ−εE(0,y)

[
Xk

TA
n+1−k

2
T Hn+1−k(z

√
AT )e

−z(α−β)XT− z2

2
AT

]
dz

∣∣∣∣∣
≤

n∑
k=1

(
n+ 1

k

)
(α− β)kcn+1−k

∫ +∞

0
zn−γ−εE(0,y)

[
Xk

TA
n+1−k

2
T e−

z2

4
AT

]
dz

= Γ

(
n+ 1− γ − ε

2

)
2n−γ−ε

n∑
k=1

(
n+ 1

k

)
(α− β)kcn+1−kE(0,y)

[
Xk

TA
γ+ε−k

2
T

]
.

Furthermore, applying Hölder’s inequality, the expectation in the sum on the right-hand
side is smaller than

E(0,y)

[
Xk

TA
γ+ε−k

2
T

]
≤ E(0,y)

[
X

γ
k−ε

T

] k−ε
γ

E(0,y)

[
A

γ
2
T

] γ+ε−k
γ

< +∞ (4.8)
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which is finite provided that ε is small enough so that γ < θ(1− ε).
(4) As for the last term k = 0, let us take δ > 0 and first write :∣∣∣∣∫ +∞

0
zn−γ−εE(0,y)

[
A

n+1
2

T Hn+1(z
√
AT )e

−z(α−β)XT− z2

2
AT 1{δ

√
AT≤XT }

]
dz

∣∣∣∣
≤ cn+1

∫ +∞

0
zn−γ−εE(0,y)

[
A

n+1
2

T e−z(α−β)XT 1{δ
√
AT≤XT }

]
dz

= cn+1
Γ(n+ 1− γ − ε)

(α− β)n+1−γ−ε
E(0,y)

[
A

n+1
2

T X−n−1+γ+ε
T 1{δ

√
AT≤XT }

]
≤ cn+1

Γ(n+ 1− γ − ε)

(α− β)n+1−γ−ε

1

δn+1
E(0,y)

[
Xγ+ε

T

]
< +∞.

Plugging everything together, we have thus proven that for ε > 0 small enough∣∣∣∣∫ +∞

0
zn−γ−εE(0,y)

[
A

n+1
2

T Hn+1(z
√
AT )e

−z(α−β)XT− z2

2
AT 1{δ

√
AT>XT }

]
dz

∣∣∣∣ < +∞. (4.9)

We now study further this last expression, and assume, without loss of generality, that∫ +∞

0
zn−γ−εHn+1(z)e

− z2

2 dz > 0. (4.10)

Applying the Fubini-Tonelli theorem and a change of variables, we have :∫ +∞

0
zn−γ−εE(0,y)

[
A

n+1
2

T Hn+1(z
√

AT )1{Hn+1(z
√
AT )>0}e

−z(α−β)XT− z2

2
AT 1{δ

√
AT>XT }

]
dz

= E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

∫ +∞

0
zn−γ−εHn+1(z)1{Hn+1(z)>0}e

−z(α−β)
XT√
AT

− z2

2 dz

]

≥ E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

] ∫ +∞

0
zn−γ−εHn+1(z)1{Hn+1(z)>0}e

−z(α−β)δ− z2

2 dz.

Similarly,∫ +∞

0
zn−γ−εE(0,y)

[
A

n+1
2

T |Hn+1(z
√

AT )|1{Hn+1(z
√
AT )<0}e

−z(α−β)XT− z2

2
AT 1{δ

√
AT>XT }

]
dz

≤ E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

] ∫ +∞

0
zn−γ−ε|Hn+1(z)|1{Hn+1(z)<0}e

− z2

2 dz.

As a consequence, we deduce from (4.9) that

E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

] ∫ +∞

0
zn−γ−ε|Hn+1(z)|e−

z2

2

(
1{Hn+1(z)>0}e

−z(α−β)δ − 1{Hn+1(z)<0}

)
dz < +∞.

But, from (4.10) the integral in z is strictly positive for δ small enough. As a consequence, we have
obtained that

E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

]
< +∞

and the result follows from the observation that

E(0,y)

[
A

γ+ε
2

T

]
≤ E(0,y)

[
A

γ+ε
2

T 1{δ
√
AT>XT }

]
+

1

δγ+ε
E(0,y)

[
Xγ+ε

T 1{δ
√
AT≤XT }

]
< +∞.

From Lemma 7, this contradicts the definition of γ, hence we conclude that γ = θ. □
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5. Proof of Corollary 4

Before proving Corollary 4, we first study the asymptotics of XT . Recall to this end that from
Proposition 1 and from the analyticity of Fα,β, there exists m ∈ N such that

E(0,y)

[
Xθ−s

T

]
=

(2y)θ−s

(−s)mGα,β(θ − s)
(5.1)

where Gα,β is such that Gα,β(0) ̸= 0.

5.1. Asymptotics of XT .

Lemma 8. Let δ > 0. There exist two positive constants κ1 and κ2 such that

κ1
tθ+δ

≤ P(0,y) (XT > t) ≤ κ2
(ln(t))m

tθ
, as t → +∞.

Proof. The upper bound is a direct consequence of the Markov inequality, for t ≥ 2,

P(0,y) (XT > t) ≤
E(0,y)

[
X

θ− 1
ln(t)

T

]
t
θ− 1

ln(t)

=
e

tθ
E(0,y)

[
X

θ− 1
ln(t)

T

]
together with Formula (5.1)

E(0,y)

[
X

θ− 1
ln(t)

T

]
=

(2y)
θ− 1

ln(t)

(−1)mGα,β(θ − 1
ln(t))

(ln(t))m. (5.2)

To get the lower bound, we shall write the Mellin transform of XT as a Laplace transform :

1

θ − s
E(0,y)[X

θ−s
T ] =

∫ +∞

0
zθ−s+1P(0,y) (XT > z) dz

=

∫ +∞

−∞
e−szeθzP(0,y) (XT > ez) dz

=

∫ 0

−∞
e−szeθzP(0,y) (XT > ez) dz + s

∫ +∞

0
e−sz

∫ z

0
eθuP(0,y) (XT > eu) dudz.

Letting s ↓ 0, Karamata’s Tauberian theorem [3, Theorem 1.7.1] implies that there exists a constant
c > 0 such that ∫ z

0
eθuP(0,y) (XT > eu) du ∼

z→+∞
czm

i.e., going back to the original variable∫ z

0
tθ−1P(0,y) (XT > t) dt ∼

z→+∞
c (ln(z))m .

We now fix δ > 0 and take ε > 0 small enough such that c(1− ε)(1+ δ)m − c(1+ ε) > 0. Then, for
z > 0 large enough, we have

1

θ
zθ(1+δ)P(0,y) (XT > z) ≥

∫ z1+δ

z
tθ−1P(0,y) (XT > t) dt

≥ c(1− ε)
(
ln(z1+δ)

)m
− c(1 + ε) (ln(z))m

≥
(
c(1− ε)(1 + δ)m − c(1 + ε)

)
(ln(z))m −−−−→

z→+∞
+∞
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which yields the lower bound of Lemma 8. □

5.2. Proof of Corollary 4. Observe first that applying the Markov inequality and (3.5), there
exists a constant K > 0 such that for all t ≥ 2,

P(0,y) (T > t) ≤
E(0,y)

[
T
θ− 1

ln(t)

]
t
θ− 1

ln(t)

≤ K

E(0,y)

[
X

θ− 1
ln(t)

T

]
t
θ− 1

ln(t)

=
Ke

tθ
E(0,y)

[
X

θ− 1
ln(t)

T

]
and the upper bound follows as above from (5.2). Then, the lower bound relies on Lemma 8 and
on the Cramér’s estimate given in the Appendix. Indeed, let ε > 0. We have :

P(0,y) (XT > 2t) ≤ P(0,y)

(
sup
s≤T

Xs > 2t

)
≤ P(0,y)

(
sup
s≤T

{Xs − s1+ε}+ T 1+ε > 2t

)

≤ P(0,y)

(
sup
s≥0

{Xs − s1+ε} > t

)
+ P(0,y)

(
T 1+ε > t

)
.

From Lemma 10 in the Appendix, the first term on the right-hand side has an exponential decay.
As a consequence, we deduce from Lemma 8 that there exists a constant c1 > 0 such that

c1

t
θ+δ
1+ε

≤ P(0,y) (T > t) as t → +∞.

This is the lower bound of Corollary 4, after renaming the constants. □

6. Appendix

6.1. A useful computation. We write down a formula which is used several times in the paper.
This identity may also be recovered from [7, p.329, Formula 3.259 (3)].

Lemma 9. Assume that λ > 0, µ > 0 and 0 < γ < λ+ µ. Then :∫ +∞

0
ξγ−1(1− 2iξ)−λ(1 + 2iξ)−µdξ

=
Γ(γ)Γ(µ+ λ− γ)

Γ(λ)Γ(µ)

(
(2i)−γB (λ, 1− γ) 2−λ

2F1

[
1− µ λ

λ− γ + 1
;
1

2

]
+(−2i)−γB (µ, 1− γ) 2−µ

2F1

[
1− λ µ

µ− γ + 1
;
1

2

])
.

Proof. We start by writing the left-hand side under the form∫ +∞

0
ξγ−1(1− 2iξ)−λ(1 + 2iξ)−µdξ

=
1

Γ(λ)Γ(µ)

∫ +∞

0
ξγ−1

(∫ +∞

0
aλ−1e−a(1−2iξ)da

)(∫ +∞

0
bµ−1e−b(1+2iξ)db

)
dξ.

Assume first that a < b :

1

Γ(λ)Γ(µ)

∫ +∞

0
ξγ−1

∫ +∞

0
bµ−1e−b(1+2iξ)

∫ b

0
aλ−1e−a(1−2iξ)dbdadξ

=
Γ(γ)

Γ(λ)Γ(µ)

∫ +∞

0
(2i(b− a))−γbµ−1e−b

∫ b

0
aλ−1e−adadb
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=
Γ(γ)(2i)−γ

Γ(λ)Γ(µ)

∫ +∞

0
(1− a)−γbµ+λ−γ−1e−b

∫ 1

0
aλ−1e−abdadb

=
Γ(γ)(2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)

∫ 1

0
(1− a)−γ(1 + a)γ−λ−µaλ−1da

=
Γ(γ)(2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)B (λ, 1− γ) 2F1

[
µ+ λ− γ λ

λ− γ + 1
;−1

]
Recalling the Pfaff transformation

2F1

[
µ+ λ− γ λ

λ− γ + 1
;−1

]
= 2−λ

2F1

[
1− µ λ

λ− γ + 1
;
1

2

]
yields the first term on the right-hand side. Similarly, when b < a, we obtain :

1

Γ(λ)Γ(µ)

∫ +∞

0
ξγ−1

∫ +∞

0
bµ−1e−b(1+2iξ)

∫ +∞

b
aλ−1e−a(1−2iξ)dbdadξ

=
Γ(γ)(−2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)

∫ +∞

1
(a− 1)−γ(1 + a)γ−λ−µaλ−1da

=
Γ(γ)(−2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)

∫ 1

0
bµ−1(1− b)−γ(1 + b)γ−λ−µdb

=
Γ(γ)(−2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)B (µ, 1− γ) 2F1

[
µ+ λ− γ µ

µ− γ + 1
;−1

]
=

Γ(γ)(−2i)−γ

Γ(λ)Γ(µ)
Γ(µ+ λ− γ)B (µ, 1− γ) 2−µ

2F1

[
1− λ µ

µ− γ + 1
;
1

2

]
and Lemma 9 follows by summing both terms. □

6.2. Cramér’s estimate for squared Bessel process with power drift. In this section, we
consider a squared Bessel process X with dimension α > 0, and we denote by Px its law when
started from x.

Lemma 10. Let δ > 0. There exists a constant κ such that

P0

(
sup
s≥0

(Xs − s1+δ) ≥ z

)
≤ κ z

δ
1+δ

(α−1
2

) exp

(
−δ + 1

2
z

δ
1+δ δ−

δ
1+δ

)
as z → +∞.

Proof. Define the stopping time

σa = inf{t ≥ 0, Xt − t1+δ = a}

so that

P0

(
sup
s≥0

(Xs − s1+δ) ≥ a

)
= P0(σa < +∞).

We start by applying the Markov property, with λ > 0∫ ∞

0
(1− e−λt)P0(Xt > t1+δ + a) dt

= E0

[
1{σa<∞}

∫ ∞

0
(1− e−λ(σa+t)) P̂σ1+δ

a +a

(
X̂t > (t+ σa)

1+δ + a
)
dt

]
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where (X̂, (P̂x)x≥0) is an independent copy of (X, (Px)x≥0). Using a change of variable and the
scaling property, this is further equal to∫ ∞

0
(1− e−λt)P0(tX1 > t1+δ + a) dt

= E0

[
1{σa<∞}

∫ ∞

0
(1− e−λ(σa(1+t)))σaP̂σ̂δ

a

(
X̂t > σδ

a(t+ 1)1+δ +
a

σa

)
dt

]
where we have set to simplify the notation : σ̂δ

a = σδ
a +

a
σa
. Integrating both sides against λ−µ−1

with µ ∈ (0, 1), we obtain the identity∫ ∞

0
tµP0(tX1 > t1+δ + a) dt = E0

[
1{σa<∞}σ

1+µ
a

∫ ∞

0
(1 + t)µP̂σ̂δ

a

(
X̂t > σδ

a(t+ 1)1+δ +
a

σa

)
dt

]
(6.1)

which extends by analycity to µ > −1 since X1 admits exponential moments. We now study each
side of (6.1) separately, starting with the left-hand side. From Borodin-Salminen [4, p.135], setting
ν = α

2 − 1, the distribution of X1 under P0 is given by

P0(X1 > x) =
1

2ν+1Γ(ν + 1)

∫ +∞

x
yνe−

y
2 dy ∼

x→+∞

1

2νΓ(ν + 1)
xνe−

x
2 .

Then, setting φ(s) = s1+δ+1
s whose global minimum is reached at s∗ = δ−

1
1+δ , we deduce from

Laplace’s method that∫ +∞

0
tµP0(tX1 > t1+δ + a)dt = a

µ+1
1+δ

∫ +∞

0
sµP0

(
X1 > a

δ
1+δ

s1+δ + 1

s

)
ds

∼
a→+∞

a
µ+1
1+δ

2νΓ(ν + 1)

∫ +∞

0
sµa

δ
1+δ

νφν(s) exp

(
−1

2
a

δ
1+δφ(s)

)
ds

∼
a→+∞

sµ∗φ
ν(s∗)2

√
π

2νΓ(ν + 1)
√

φ′′(s∗)
a

1
1+δ

(µ+1+νδ− δ
2
) exp

(
−1

2
a

δ
1+δφ(s∗)

)
.

(6.2)

We now look at the right-hand side of (6.1). Still from [4, p. 135], we have using several changes
of variables

P̂σ̂δ
a

(
X̂t > σδ

a(t+ 1)1+δ +
a

σa

)
=

1

2t

∫ +∞

σδ
a(t+1)1+δ+ a

σa

(
z

σ̂δ
a

) ν
2

e−
σ̂δ
a+z

2t Iν

(√
σ̂δ
az

t

)
dz

=
σ̂δ
a

2t

∫ +∞

1

σ̂δ
a

(
σδ
a(t+1)1+δ+ a

σa

) z ν
2 e−

σ̂δ
a(1+z)

2t Iν

(
σ̂δ
a

√
z

t

)
dz

=
σ̂δ
a

2t

∫ +∞

1

σ̂δ
a

(
σδ
a(t+1)1+δ+ a

σa

) z ν
2 e−

σ̂δ
a(

√
z−1)2

2t Ψν

(
σ̂δ
a

√
z

t

)
dz

=
σ̂δ
a

2t

∫ +∞√
1

σ̂δ
a

(
σδ
a(t+1)1+δ+ a

σa

)
−1

(1 + y)
ν
2 e−

σ̂δ
ay2

2t Ψν

(
σ̂δ
a(1 + y)

t

)
dy



17

where Iν denotes the usual modified Bessel function of the second kind, and where we have set to
simplify the notation Ψν(z) = e−zIν(z). The lower bound of the integral is smaller than

0 ≤

√
1

σ̂δ
a

(
σδ
a(t+ 1)1+δ +

a

σa

)
−1 =

√
σδ
a

σδ
a +

a
σa

((t+ 1)1+δ − 1) + 1−1 ≤
√

(t+ 1)1+δ −1 =: g(t).

As a consequence, we deduce that

P̂σ̂δ
a

(
X̂t > σδ

a(t+ 1)1+δ +
a

σa

)
≥ σ̂δ

a

2t

∫ +∞

g(t)
(1 + y)

ν
2 e−

σ̂δ
ay2

2t Ψν

(
σ̂δ
a(1 + y)

t

)
dy

=
σ̂δ
a

2t
g(t)

∫ +∞

1
(1 + yg(t))

ν
2 e−

σ̂δ
ag2(t)y2

2t Ψν

(
σ̂δ
a(1 + yg(t))

t

)
dy.

Observe now that optimizing in σa, we have a.s. the deterministic lower bound

σ̂δ
a = σδ

a +
a

σa
≥ a

δ
1+δ

(
δ−

δ
δ+1 + δ

1
1+δ

)
−−−−→
a→+∞

+∞. (6.3)

Recall also that the asymptotics of Ψν is given by

Ψν(x) ∼
x→+∞

1√
2πx

.

As a consequence, going back to (6.1) and taking a large enough, there exists a constant c1 > 0
such that

E0

[
1{σa<∞}σ

1+µ
a

∫ ∞

0
(1 + t)µP̂σ̂δ

a

(
X̂t > σδ

a(t+ 1)1+δ +
a

σa

)
dt

]
≥ c1E0

[
1{σa<∞}σ

1+µ
a

∫ ∞

0
(1 + t)µg(t)

σ̂
δ/2
a√
t

∫ +∞

1
(1 + yg(t))ν−1/2e−

σ̂δ
ay2g2(t)

2t 1{ 1+yg(t)
t

>1}dydt

]

≥ c1E0

1{σa<∞}σ
1+µ
a

∫ 2

1

(
1 +

s

σ̂δ
a

)µ

g

(
s

σ̂δ
a

)
1√
s

∫ 2

1

(
1 + yg

(
s

σ̂δ
a

))ν−1/2

e−
σ̂2δ
a y2g2

(
s

σ̂δ
a

)
2s dyds

 .

Here, we have added an indicator function in the second line to ensure that the argument of Ψν

goes uniformly towards +∞. This indicator was removed in the third line since from (6.3), for a

large enough,
1 + yg(s/σ̂δ

a)

s
σ̂δ
a ≥ 1

2 σ̂
δ
a ≥ 1 for any (s, y) ∈ (1, 2). Observe next that

σ̂2δ
a g2

(
s

σ̂δ
a

)
=

(1 + δ)2

4

(∫ s

0

(
1 +

u

σ̂δ
a

) δ−1
2

du

)2

∼
a→+∞

(1 + δ)2

4
s2 a.s.

As a consequence, we obtain, applying the dominated convergence theorem,

σ̂δ
a

∫ 2

1

∫ 2

1

(
1 +

s

σ̂δ
a

)µ

g

(
s

σ̂δ
a

)
1√
s

(
1 + yg

(
s

σ̂δ
a

))ν−1/2

e−
σ̂2δ
a y2g2

(
s

σ̂δ
a

)
2s dsdy

−−−−→
a→+∞

1 + δ

2

∫ 2

1

∫ 2

1

√
se−

(1+δ)2

8
sy2dsdy a.s.
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Therefore, taking µ = δ − 1 > −1 in (6.1), we deduce that there exists a constant c2 > 0 such that
for a large enough,∫ ∞

0
tδ−1P0(tX1 > t1+δ + a) dt ≥ c2E0

[
1{σa<+∞}

σδ
a

σδ
a +

a
σa

]
≥ c2P0

(
εa

1
1+δ < σa < +∞

) 1

1 + ε−1−δ

for some ε > 0. This implies that

P0(σa < +∞) ≤ (1 + ε−1−δ)

c2

∫ ∞

0
tδ−1P0(tX1 > t1+δ + a) dt+ P0(σa ≤ εa

1
1+δ )

where the asymptotics of the first term on the right-hand side is given in (6.2). To prove that the
second term is negligible, observe that since σa ≥ τa = inf{t ≥ 0, Xt = a}, we have by scaling and
using the estimate on τ1 given in [18, (2.4) p.210] :

P0(σa ≤ εa
1

1+δ ) ≤ P0

(
τa ≤ εa

1
1+δ

)
= P0

(
τ1 ≤ εa−

δ
1+δ

)
≤ K

εν
aν

δ
1+δ exp

(
− 1

2ε
a

δ
1+δ

)
for some constant K > 0. This last quantity is then negligible with respect to (6.2) by taking ε
small enough. □
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