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Abstract

Locality is a fundamental feature of many physical time evolutions. Assumptions on locality and
related structural properties also underlie recently proposed procedures for learning an unknown Hamil-
tonian from access to the induced time evolution. However, no protocols to rigorously test whether
an unknown Hamiltonian is in fact local were known. We investigate Hamiltonian locality testing as a
property testing problem, where the task is to determine whether an unknown n-qubit Hamiltonian H is
k-local or e-far from all k-local Hamiltonians, given access to the time evolution along H. First, we em-
phasize the importance of the chosen distance measure: With respect to the operator norm, a worst-case
distance measure, incoherent quantum locality testers require 9(2") many time evolution queries and
an expected total evolution time of (2" /), and even coherent testers need 2(2"/2) many queries and
Q(2"/? /¢) total evolution time. In contrast, when distances are measured according to the normalized
Frobenius norm, corresponding to an average-case distance, we give a computationally efficient incoherent
Hamiltonian locality testing algorithm with query complexity O(1/e*) and total evolution time O(1/e%),
based on randomized measurements. In fact, our procedure can be used to simultaneously test a wide
class of Hamiltonian properties beyond locality. Finally, we prove that learning a general Hamiltonian
remains exponentially hard with this average-case distance, thereby establishing an exponential sepa-
ration between Hamiltonian testing and learning. Our work initiates the study of property testing for
quantum Hamiltonians, demonstrating that a broad class of Hamiltonian properties is efficiently testable
even with limited quantum capabilities, and positioning Hamiltonian testing as an independent area of
research alongside Hamiltonian learning.

1 Introduction

Time evolution of a quantum system according to the unitary group generated by some self-adjoint Hamilto-
nian is a crucial ingredient to quantum physics, going back to the early days of quantum mechanics
Sch26b} [Sto32]. This makes extracting information about an unknown Hamiltonian from access to the cor-
responding time evolution a central task when it comes to understanding fundamental processes in physics.
Moreover, given recent progress in experimental implementations of early quantum devices, the same task
also gains technological relevance, for instance for benchmarking applications in quantum simulation and
quantum computing.

In many physically relevant quantum systems, the Hamiltonian describing the time evolution is not an
arbitrary self-adjoint operator but has additional structure. In particular, as physical processes often arise
from local interactions, k-local Hamiltonians — Hamiltonians that can be written as a sum of terms that
act non-trivially only on k out of the overall n many subsystems, often with & = O(log(n)) or k = O(1) —
play an important role in modeling real-world systems. Additionally, some proposed quantum computing
architectures also come with natural locality constraints, and are thus naturally described by (possibly even
geometrically) local Hamiltonians. In addition to fundamental and practical relevance, locality also carries
theoretical importance. For instance, a majority of recent works establishing rigorous guarantees for learning
an unknown Hamiltonian from either its Gibbs state or from access to its time evolution (see Section
for an overview) relies on structural assumptions on the Hamiltonian that in particular require locality,



such as having a bounded-degree interaction graph. However, no protocols for testing whether an unknown
Hamiltonian satisfies such assumptions were known.

In this work, we investigate the tasks of testing locality and more general properties of an unknown
Hamiltonian in the framework of property testing. Concretely, given access to the time evolution according
to an unknown Hamiltonian H, we aim to determine whether H is k-local or far from all k-local Hamiltonians.
In fact, versions of this Hamiltonian locality testing task have already been proposed as interesting problems,
albeit not studied, in [MW16}, |SY23]. We demonstrate that the feasibility of Hamiltonian locality testing
crucially relies on how distances between Hamiltonians are measured. On the one hand, we establish hardness
of locality testing with the distance measured by the operator norm. On the other hand, for the normalized
Frobenius norm as distance measure, we give an efficient Hamiltonican locality tester. In fact, we show that
our algorithm can be modified to efficiently test for a variety of Hamiltonian properties, specified by subsets
of all possible Pauli strings. Finally, we highlight a crucial difference between Hamiltonian testing and
learning: While we achieve efficient Hamiltonian property testing with respect to the normalized Frobenius
norm, we show hardness of learning an arbitrary Hamiltonian with the same notion of distance.

1.1 Problem statement: Hamiltonian locality testing

Throughout, we consider the Pauli expansion H = > pep, apP of an n-qubit Hamiltonian H, where P, =
{I, X, Y, Z}®™ is the set of n-qubit Paulis and where the ap = Tr[HP]/2" are the (real) Pauli basis coefficients
of H. We call the Hamiltonian H k-local if ap = 0 holds for all P € P,, with |P| > k. Here, |P| denotes the
weight of a Pauli string P, that is, the number of non-identity tensor factors in P. We phrase the problem
of testing whether an unknown Hamiltonian is (at most) k-local as a property testing problem:

Definition 1.1 (Hamiltonian locality testing). Given a locality parameter 1 < k < n, a norm ||-||, and
an accuracy parameter ¢ € (0,1), the Hamiltonian k-locality testing problem, denoted as ﬁl?ﬁ(s), 18 the
following task: Given access to the time evolution according to an unknown Hamiltonian H, decide, with
success probability > 2/3, whether

(i) H is k-local, or

(i) H is e-far from being k-local, that is,

‘H — HH’ > ¢ for all k-local Hamiltonians H.

If H satisfies neither (i) nor (ii), then any output of the tester is considered valid.

Here, we can use different norms ||-|| to measure the distance between two Hamiltonians. Motivated by
operational interpretations as worst-case and average-case notions of distance, respectively, we focus on the
Schatten co-norm |||, (aka operator norm) and the normalized Schatten 2-norm \/% I]l; (aka normalized
Frobenius norm).

In this work, we study how easy or hard it is to achieve Hamiltonian locality testing w.r.t. these different
norms. On the one hand, we consider incoherent quantum algorithms, which can only perform measurements
on single copies of time-evolved states, and which cannot interleave Hamiltonian time evolution with control
operations. Here, we do, however, allow for adaptively chosen input states and measurements in the different
experiments performed for testing. On the other hand, we also consider more general coherent quantum
algorithms, describing the most general quantum experiments that can be performed when given access to
an unknown Hamiltonian time evolution. Additionally, we may restrict the algorithms to have access to no
or only few auxiliary qubits. See Section 2.4 for a detailed discussion of the kinds of quantum protocols that
we consider. Our negative results cover both the incoherent and the coherent case. Our positive results are
phrased in the framework of simple incoherent quantum testing algorithms. As such, they serve as examples
of the power of simple-to-implement protocols for testing properties of a Hamiltonian, which may be feasible
in short- or mid-term quantum devices.

1.2 Main results

An immediate approach towards solving the testing problem from Definition is to (approximately) learn
the unknown Hamiltonian to a sufficient accuracy and to then decide based on whether the learned hypoth-
esis Hamiltonian has the desired property or not. Given that the unknown Hamiltonian H can be arbitrary,



instantiating this approach requires Hamiltonian learning protocols that work without any structural as-
sumptions. Such procedures were recently proposed in [Car23} (CW23|. However, as we discuss in more
detail in Section the naive “testing via learning” strategy with the protocols of [Car23; |CW23| has an
undesirable feature: When working with any norm except for the £..-norm on the coefficient vector (ap)p,
IlPauli,c0, it uses a number of queries to the unknown Hamiltonian and a total evolution time that both
scale exponentially in n. This raises the question:

For which norms is it possible to efficiently test Hamiltonian locality?

We provide the first rigorous answers to this question In our first result, we show that the locality testing
task is hard with the Schatten oco-norm:

Theorem 1.2 (Hardness of Hamiltonian locality testing w.r.t. the operator norm — Informal). Fork < O(n),
any ancilla-free, incoherent, adaptive quantum algorithm that solves the k-locality testing problem 7—\|1~C\)Icoo (e),
even only under the additional promise that the unknown Hamiltonian H satisfies Tr[H] = 0 and ||H|| <1,
has to make at least N > 9(2") queries to the unknown Hamiltonian and has to use an expected total

evolution time of at least E[T] > Q (%) FEven any coherent quantum algorithm achieving the same has to

make at least N > ) (2”/2) many queries and has to use a total evolution time of at least T > §2 (27;/2>.

Here and throughout, we use € to hide factors that are polylogarithmic in the leading order term.
Theorem [1.2]says that testing k-locality is not possibly query-efficiently or with efficient evolution time when
using the Schatten co-norm as a distance measure. In fact, we show this for all Schatten p-norms, p > 1. With
our next result, we demonstrate that this changes significantly when considering the normalized Schatten
2-norm instead. Then, we can achieve efficiency in terms of the number of queries, the total evolution time,
and even with respect to the classical post-processing time. In particular, we give a procedure that tests
whether an unknown Hamiltonian is k-local and that achieves this with a polynomial number of queries, a
polynomial overall evolution time, and with polynomial classical post-processing time.

Theorem 1.3 (Efficient Hamiltonian locality testing w.r.t. normalized Frobenius norm — Informal). Let
k < O(n). When promised that the unknown Hamiltonian H satisfies Tr[H] = 0 and || H|| ., < 1, there is an
ancilla-free, incoherent, non-adaptive quantum algorithm that solves the Hamiltonian k-locality testing prob-

lem 'Tloi”_” (€) using O (5*4) many queries to the unknown Hamiltonian, a total evolution time of O (5’3),
vaw il

and a classical post-processing time of O (g) Moreover, the testing algorithm uses only stabilizer states

as iputs and stabilizer basis measurements at the output.

In fact, while we state Theorem [I.3] in terms of locality testing, our procedure allows us to establish a
more general Hamiltonian property testing result. In particular, we show: Let S C IP,, be a subset with
|S] < O(poly(n)), let € > Q(1/poly(n)). Then, we can efficiently test, even tolerantly, whether H consists
only of Pauli terms in S or whether H is e-far w.r.t. \/% |-l from the set of all such Hamiltonians. More

precisely, we can do so with O (1 /54) < O(poly(n)) many queries to H, with a total evolution time of
O (1/€%) < O(poly(n)), and with a classical post-processing time of O (n?|5|/e*) < O(poly(n)). Again, this
testing procedure uses only stabilizer state inputs and stabilizer basis measurements at the output, both of
which are efficiently implementable. Thus, by choosing a suitable set .S, we can for example test whether
an unknown Hamiltonian is exactly k-local, (at most or exactly) geometrically k-local, or whether it has a
desired interaction graph.

Our algorithm achieving the guarantees in Theorem [[.3] and its extended version to more general Hamil-
tonian properties, specified by some subset S, are novel additions to the randomized measurement framework
|[Elb+22]. In particular, we inherit the “measure first, ask questions later” feature. That is, the data in our
testing algorithm can be collected even without knowing the Hamiltonian property that is to be tested as
long as an a priori bound on its size and the desired accuracy are known in advance; and once collected the
data can be used to test multiple properties simultaneously. This then allows us to test properties such as
whether a Hamiltonian has a sparse Pauli basis expansion or whether it is a low-intersection Hamiltonian.

In our final result, we highlight a large separation between Hamiltonian testing and learning. On the
one hand, we have shown that normalizing the Frobenius norm makes it possible to efficiently test arbitrary



Hamiltonian properties. On the other hand, even after normalizing the distance measure, learning a general
Hamiltonian from time evolution access remains hard:

Theorem 1.4 (Hardness of Hamiltonian learning w.r.t. normalized Frobenius norm — Informal). Any (even
coherent) quantum algorithm with a constant number of auziliary qubits that, when given time evolution
access to an arbitrary n-qubit Hamiltonian H, promised to satisfy Tr[H] = 0 and ||H|| < 1, with success

probability > 2/3, outputs (the classical description of) a Hamiltonian H such that \/% HH - H

to make at least (22”) many queries to H. Any non-adaptive incoherent quantum algorithm achieving the

< ¢ has
2

same without auziliary qubits has to use a total evolution time of at least (%)

Juxtaposing Theorem [[.3] and its extension to general properties, with Theorem [I.4] we see that the
naive “testing via learning” approach fails for Hamiltonian property testing if we do not have prior promises
on the structure of the unknown Hamiltonian. In fact, Hamiltonian locality testing, and even more general
Hamiltonian property testing, is significantly easier than the infeasible task of general Hamiltonian learning,
but requires approaches tailored specifically to testing.

1.3 Related work

Classical and quantum property testing. Since its origins [BLR93; RS96} (GGRI8|, property testing
has evolved into an important area of theoretical computer science, with connections to, among others,
learning theory and probabilistically checkable proofs [Ron08} |Goll17; [BY22|. Among the plethora of classical
property tasks, those of low-degree testing and junta testing can be viewed as
counterparts of quantum Hamiltonian locality testing. Similarly, testing for Fourier sparsity of a Boolean
function can be viewed as a classical version of testing whether a Hamiltonian has a sparse Pauli
basis expansion. More recently, the field of quantum property testing has emerged. It includes a
long line of works on testing properties of classical objects from quantum data access [Deu85} [DJ92; [Sim97;
|IAS07; Buh+08; |Cha+10; ACL11; BHHI11; HA11; AA18;|/Amb+; \GL20]; investigations into testing properties
of quantum states [HM13; (OW15; HLM; [Car+17; BO20; GNW21; [SW22} (Gre+23|; proofs of proximity for
unitary properties [Dal4-22]; unitary and channel versions of junta testing ; unitary property
testing more broadly [LW22; [SY23]; and Hamiltonian symmetry testing [LW22].

Hamiltonian learning. One way to infer properties of a Hamiltonian clearly is to learn the coefficients
of the Hamiltonian. There has been a lot of work on this topic, hence the references below should not be
understood as a complete review of the field. For our purposes, there are two approaches to Hamiltonian
learning. In the first, one has access to the unitary dynamics of the Hamiltonian of interest
[Zub+21; [HKT22; Wil+22} [Yu+23; |Car23} [DOS23; [Hua+23; |CW23;; [Li+23; Mob+23; [Sti+24; |GCC24]. We
are allowed to prepare appropriate initial states, choose how long the system should evolve, and perform
measurements of our choosing afterwards. In the second, our aim is to learn the Hamiltonian from copies of
Gibbs states, i.e., thermal equilibrium states [Ans+21; HKT22; RS23} Ono+23; Bak+23; |GCC24]. For these
algorithms to be efficient, it is usually assumed that the Hamiltonian to be learned is local. Our results can
therefore be seen as complementary to the above protocols for Hamiltonian learning: we first determine the
locality of the Hamiltonian using our results and then run an appropriate learning protocol.

Coherent vs. incoherent quantum learning. Quantum-enhanced learning algorithms can use advanced
quantum processing, such as multi-copy measurements and coherent long-time evolutions with interleaving
control operations, to achieve a quantum advantage over conventional algorithms. Recent work has in-
vestigated such advantages in learning and testing quantum states [BCL20; HKP21; |Che+4-22; Hua+22
Aru+23; |Che+23b} [Faw+23a] as well as unitaries and quantum channels [ACQ22; (Che+22; [Hua+22; (Car23
Che+23a; (Ouf23} [FOS23} [Faw+23D|, and in learning Hamiltonians [Hua+23; |Li+23]. Our lower bounds
constitute an addition to the toolkit developed in these prior works. Notably, the algorithms achieving our
upper bounds use only simple quantum processing as is common in the randomized measurement paradigm

[HKP20; [E1b+22].




1.4 Techniques and proof overview

Let d = 2™ be the dimension of an n-qubit system.

Hamiltonian locality testing lower bound. To prove the first Hamiltonian locality testing lower bound
of Theorem [1.2] we identify an underlying Hamiltonian many-vs-one distinguishing problem that can be
solved with high success probability by any successful locality tester, and then establish lower bounds for
this distinguishing task. Concretely, we consider the following task: Given access to the time evolution along
a Hamiltonian H that is promised to satisfy either (i) H = 0 or (ii) H = (V' |0)(0| VT —1/d), where V is a
Haar-random n-qubit unitary, decide whether (i) or (ii) is the case.

We show that Hamiltonian locality testing indeed suffices to solve this distinguishing problem via a
concentration of measure argument. Namely, using the concentration of a Lipschitz function of Haar-random
unitaries around its mean [MM13], we show that (V [0)(0| VT — I/d) with Haar-random V is (¢/2)-far
w.r.t. ||| from any fixed, traceless Hamiltonian K with [|[K||,, < 1 with probability > 1 — exp(€(2")).
As the set of k-local Hamiltonians admits an ||-||  -covering net H. whose size satisfies log|H.| < min{(k +
1)(3n)*,4"}, a union bound now implies that £(V [0)(0| VT — I/d) with Haar-random V is simultaneously
(e/4)-far, again w.r.t. [|-||, from all k-local Hamiltonians with high probability. Therefore, any high-
probability algorithm for testing Hamiltonian k-locality to accuracy /4 in the operator norm also manages
to distinguish between (i) H = 0 and (ii) H = &(V |0){0| VT — I/d) with Haar-random V with high success
probability. In particular, any lower bound for this distinguishing task immediately implies a lower bound
for Hamiltonian locality testing.

To establish such a lower bound, we follow [Faw+23b]. To explain the proof of the lower bound, we
use the learning tree representation of [Che+22|. That is, we think of the possible outcomes of an adaptive
distinguishing algorithm as leaves in a tree, where the observed measurement outcomes in each round deter-
mine how the learner moves from the root to a leaf. Viewed this way, Le Cam’s two-point method implies
that solving the distinguishing task with constant success probability requires the leaf distributions induced
by the different hypothesis Hamiltonians to have at least a constant total variation (TV) distance. For
technical reasons, we in fact consider a slightly different test: Distinguish between the channels (i) ¢ = id
or (i) Uy(-) = aid(-) + (1 — a)e *H(-)e!"" for a random H as above. We show that as long as a < v,
the leaf distributions induced by these two different hypotheses still have at least a constant TV distance.
Next, we use Pinsker’s inequality to upper bound (the square of) this TV distance by the Kullback Leibler
(KL) divergence, as the KL divergence is more amenable to decoupling the dependence between the random
observations at different steps. Taking a mixture of the identity channel and the time evolution under the
alternate hypothesis as in (ii) is important to make a second order Taylor expansion of the logarithm function
that occurs in the KL divergence possible. However, this alone is not sufficient since the (expected) second
order term in this expansion can diverge if the input states and measurement projectors are orthogonal. To
address this issue, at each step k € [N], we distinguish between two types of paths of length k: those for
which the overlap between the input state and the measurement operator (corresponding to the final node in
the path) is too small, and those for which the overlap is not. When the overlap is too small, we use a simple
lower bound on Born’s probability under U (-) = aid(-) + (1 — a)e ™" (-)el* in terms of the probability
under U; = id (here again taking the mixture proves to be essential). When the overlap is not too small, we
can Taylor expand the logarithm to second order and control the resulting term using Weingarten calculus.

log(N)

Overall, we achieve a TV distance upper bound of Zszl O (T - E[min(1, 5tk)]>, which when compared

to the constant lower bound implies the claimed bounds on N, the number of queries, and on E[Zszl k],
the expected total evolution time.

Hamiltonian locality testing upper bound — Commuting case. For clarity of exposition, we begin
with a simpler setting, focusing on commuting Hamiltonians consisting of terms from {I, X }®™. That is, we
assume that we can expand the Hamiltonian as H =}, {Lx}en Q@ pP. Our concrete task under considera-
tion thus becomes: Given access to the time evolution along an unknown Hamiltonian H =) . (Lx}en pP
with Tr[H] = 0 and ||H||, < 1, decide, with success probability > 2/3, whether H is k-local or e-far from
k-local in normalized Schatten 2-norm distance. The underlying idea for locality testing in this special case
will carry over to the general setting.



Our algorithm for solving this property testing problem is as follows: We prepare the state |0)(0| and
let it evolve under the unknown Hamiltonian for time ¢ = O(e). At the end of this evolution, we perform
a measurement in the computational basis {|i)(i|}ic{0,13». We repeat this procedure N = O(1/poly(e))
times. If at least one of the N rounds produces an n-bit string with at least k + 1 non-zero entries, i.e., with
Hamming weight > k+ 1, as measurement outcome, we conclude that the Hamiltonian H is e-far from being
k-local. Otherwise, we claim that H is k-local.

The proof of correctness for this algorithm has the following structure. Observe that |j) = X7 |0) for any
j € {0,1}" and that U; = el ~ I+itH holds for short times t. Here, we write X7 to mean X' ®...® X,
where X% = I. Consequently, we have (j| Uy |0) ~ §; 0+ itays for all j € {0,1}™. In particular, for any n-bit
string 7 with weight |j| > 0,

AT

If H is indeed k-local, then ax; = 0 holds whenever |j| > k, and we find that

> 1600y [P =0,

J:lil>k

so the probability that the algorithm falsely claims that H is far from k-local when it is indeed k-local is
approximately zero.

Conversely, if the Hamiltonian H is e-far from any k-local Hamiltonian in normalized Schatten 2-norm,
this means that . ;- lox; |2 > &2 because of Parseval. We infer that

Do U0 P 2t
31>k

Note that we have to choose ¢t small enough for the approximation to be correct. By repeating the algorithm
O(t2¢72) = O(¢~*) many times, we can increase the probability of the algorithm to be correct to a constant.
To make the above reasoning precise, we use the Taylor expansion of e in order to bound the error in the
approximation e ~ I +itH.

Hamiltonian locality testing upper bound — General case. In the case of a general Hamiltonian H,
we can no longer limit ourselves to preparing and measuring in the computational basis. Instead, we need
to prepare and measure in several different bases. A convenient choice are some d + 1 mututally unbiased
bases (MUBs) B;, which are known to exist in our case since d = 2" is a prime power [WF89|. We write

Bi ={|¢ij)}jeq1,ay, 1<i<d+1.

MUBs are known to be particularly suited for determining the state of a quantum system [WF89]. Moreover,
MUBs were used for Pauli channel learning [FW20|. They can be explicitly constructed from covering the
Pauli group with d + 1 stabilizer groups that only have the identity element in common but are otherwise
disjoint.

Motivated by our previous discussion, we consider for a Pauli operator P with weight |P| the overlap
| (¢ie| Plgi ;)| and find that it is either 0 or 1. This motivates the following algorithm: We choose (i, ) €
[d] x [d + 1] uniformly at random and prepare the state |@; ;)(¢; ;|. We let it evolve under the unknown
Hamiltonian for time ¢ = O(e). At the end of this evolution, we perform a measurement in the basis B;.
We repeat this procedure N = O(1/poly(e)) times. If at least one of the N rounds produces an output ¢
such that all Pauli strings P with |P| < k satisfy | (¢;.¢| P|i,;) | = 0 — which we denote by |¢;¢) =k |¢i;),
meaning that we detected a non-locality —, then we conclude that the Hamiltonian is e-far from being local.
Otherwise, we claim that H is k-local.

By construction, if [¢; ) =k |¢i;), then | (il H™ |¢; ;)| = 0 for m € {0,1}. Using ¥ ~ I+ itH, we
find that if the Hamiltonian is k-local, then in any single round, the probability of our procedure falsely
detecting a non-locality is

d+1

P ([¢,0) =k |0i5)) = ﬁ DO i

i=1 j#£0

o ) 121 ({| i) =k |is)}) = 0.




If the Hamiltonian is e-far from being k-local, we can use the fact that d + 1 MUBs in dimension d form a
2-design [KRO5|] to infer the following upper bound on the probability of not detecting the non-locality in
any single round:

T2 (Pt

dd+ 1) (1)

P (|¢ie) ~k |¢ij)) < Z ﬁ + Z

P:|P|<k P:|P|<k

We use e ~ T+ itH to conclude Tr (Pe™) ~ itdap if P # I. Furthermore, expanding e to second
order, we can approximate
T () | ~ d* — d*t? Z lap|?.
P

Combining this with H being e-far from k-local in normalized Frobenius norm, which means > P P>k lap|? >

€2, the second term in Equation can be upper bounded by 1 —t2¢2. The first term can be seen to quickly
approach 0 as n grows. Hence,
t2e?

P(|pie) ~k |Pij) S 1— -

Note that we again have to choose ¢t small enough for the approximation to be correct. By repeating the
algorithm N = O(t~2¢72) = O(¢~*) many times, we reduce the error probability to a small enough constant.
Again, we use the Taylor expansion of e to make the above reasoning precise. Choosing t = O(¢) lets us
control the higher order terms appearing in this expansion.

Hamiltonian learning lower bound. Similarly to the reasoning behind Theorem we follow [Fla+12;
Haa+17; [BCL20; LN22; [FOS23} |Ouf23] and begin by identifying a distinguishing problem, whose existence
we guarantee through a probabilistic argument, and that any successful general Hamiltonian learner can
solve. We then establish lower bounds for that distinguishing task through information-theoretic arguments.

To set up our distinguishing problem, let O = diag(+1,...,4+1,—1,...,—1) be the diagonal 2" x 2" matrix
with half of the diagonal entries equal to +1 and the other half equal to —1. We consider Hamiltonians
H of the form H = eUOUT, where U is a Haar-random n-qubit unitary. Using well known expressions for
the first and second moments of the Haar measure, we show that the expected square of the normalized

Frobenius distance between two such Hamiltonians satisfies By, ~Haar, 3¢ |[Hu — Hng] = 2¢%, and that

the second moment of this quantity is bounded as Ey,v ~Haar, [537 [[Hu — Hng} < 6¢2. Hélder’s inequality

then implies that the expected normalized Frobenius distance satisfies Ey v ~taar, [# Hy — Hyll,] > 1.1e.
Combining this with a Lipschitz concentration argument, we conclude that \/% |Hy — Hv ||, > € holds with

probability > 1 — exp(£2(22")). Therefore, by a union bound, there exists a set of M = exp(Q(4™)) unitaries
Us,, 1 < o < M, such that the Hamiltonians H, = eU,OU] are pairwise e-far apart w.r.t. \/% II[l5-
In particular, any algorithm that can learn an unknown Hamiltonian to average-case accuracy e is able
to distinguish between these M candidate Hamiltonians. Via Fano’s inequality, this implies the mutual
information lower bound Z(X : Y) > Q(log M) > Q(4™), where X ~ Uniform([M]) and where the random
variable Y describes the outcomes observed by the learner.

We then provide complementary mutual information upper bounds for two different scenarios. First,
we consider procedures that use at most n,u.x many auxiliary qubits. Then, the overall dimension of the
Hilbert space encompassing all quantum systems throughout the N queries restricts the mutual information
as Z(X : Y) < O(N - (n + Naux)). Comparing this with the previous mutual information lower bound, we
conclude that any such learner has to query the Hamiltonian time evolution at least N > Q(4" /(n 4+ naux))
many times. Note that this bound applies even to coherent learning algorithms, as long as the size of their
auxiliary register is limited.

Second, for incoherent learners that use neither an auxiliary system nor adaptivity in their choice of
experiments, we decompose the overall mutual information as Z(X : Y) = Zév:lI(X : Yy), where the
random variable Y; describes the measurement outcome that the learner observes in the ¢! experiment.
That is, we have P[Y; = y|X = a] = A, (¢!, | e7"H= pyeiteHe | gl ) where t, is the evolution time, py is
the input state, and the measurement is described by {\,, ’¢§£>< 52 ’}W Using that H2 = %I and therefore
etfe = cos(te)l + isin(te)U,OU}, we show via a careful analysis that Z(X : Y;) < O(te) and hence we
obtain Z(X : V) < O(e Zé\[:l te + y/poly(27)/M). Comparing this to our Fano-based mutual information



lower bound of Z(X : Y) > Q(4™) and recalling that M is doubly exponential in n, we obtain the lower
bounds on the total evolution time and the query complexity stated in Theorem

1.5 Directions for future work

Motivated by the question of how to test whether an unknown Hamiltonian is k-local, we proposed a
framework for Hamiltonian property testing. Here, we considered different ways of measuring distances
between Hamiltonians. With worst-case distance measures, exemplified by the operator norm, we showed
that exponentially many queries as well as exponentially long time are required to solve the locality testing
problem. In contrast, for the normalized Frobenius norm, leading to an average-case notion of distance,
we gave a broadly applicable Hamiltonian testing algorithm that uses only single-copy measurements on
short-time evolutions of certain randomized input states, and that is resource-efficient w.r.t. the number of
queries, total evolution time, and computation time involved. Finally, still in the regime of average-case
distances, we showed that learning is exponentially harder than testing.

There are several promising ways of extending our Hamiltonian property testing framework, for instance
by changing the notions of distance and access. First, one may consider other physically motivated notions of
distance, such as quantum Wasserstein distances [De 421] or distances relative to (some distribution over)
a set of input states and a set of output observables of interest. The former would lead to Hamiltonian
testing (and learning) that takes an underlying locality structure into account, wheres the latter would
be reminiscent of classical shadows [HKP20; [HCP23] and shadow tomography [Aar20; BO21]. Second,
one may change the form of access to the unknown Hamiltonian from time evolution access to access to
copies of a Gibbs state, an access model already well studied in Hamiltonian learning (compare Section .
Also, exploring the possibility for quantitative improvements in our bounds seems important. For instance,
coherent quantum algorithms may be able to achieve Heisenberg-limited scaling for testing, as they already
have for Hamiltonian learning [Hua+23} [Li+23] and unitary tomography [Haa+23; [Zha+23|. Finally, we
highlight another possible extension to the Hamiltonian testing framework proposed here: Whereas we focus
on Hamiltonian testing, more general property testing questions for GKLS generators [Lin76} |GKS76] from
access to the generated quantum dynamical semigroups could be of interest.

Note added. After the first version of our work appeared on the arXiv, Francisco Escudero Gutiérrez
shared with us his approach to tolerant Hamiltonian property testing and to local Hamiltonian learning
based on entangled inputs [Esc24]. We are grateful for this exchange, which motivated us to improve upon
the first version of our work, tightening the analysis underlying our upper bounds to remove the n-dependence
in the total evolution time and number of experiments as well as to achieve a tolerant version of our tester.

2 Preliminaries

2.1 Notation and basic definitions

Let log denote the natural logarithm and log, the logarithm to base 2. For compactness, for n € N we will
abbreviate [n] := {1,...,n}. We write 1(X) for the indicator function on the set or event X. For a complex
number z € C, we will denote by R(z) its real part and $(z) its imaginary part.
We will make extensive use of the Schatten p-norms || - ||,, for p € NU {oo}. They are defined for any
n X m matrix X as ) )
[X|p == Te[| X|P]? = Te[(VXTX)P]> .

Here, X' is the Hermitian conjugate of X. The case p = oo is the operator norm of X. The Schatten
2-norm is also known as the Frobenius norm, whereas the Schatten 1-norm also goes by the names of trace
or nuclear norm. Here, we can employ different measures of distance between Hamiltonians. Moreover, we
1
2H%HHHP. And finally, we use || H | paulip = (ZPean|aP|p) ? to

denote the norm induced by the ¢,-norm of the coefficient vector of H. Note that \/% | Hll2 = | H||paul,2 by

consider the normalized Schatten p-norms

Parseval’s identity.
Depending on context, we will mean by a quantum state either a unit vector |¢) € C? for some appropriate
dimension d € N or a density matrix p, i.e., a positive-semidefinite d x d matrix of unit trace. A linear map



N from dy x dy to dy x dy matrices will be called positive if it maps positive-semidefinite matrices to positive-
semidefinite matrices. Moreover, it will be called completely positive if N'® id,, is positive for all n, where
id,, is the identity map on an additional n-dimensional system. If a completely positive map is in addition
trace-preserving, we will call it a quantum channel. For general background on quantum information theory,
we refer the reader to a textbook such as [Wat18].

Finally, we will need some objects from classical information theory. Given two probability distributions
P, Q on a finite alphabet ), their total variation distance is

1
Q) =5 D> IP(y) — Q).
yeY
Their Kullback-Leibler divergence is
L(P|Q) =Y Ply)log ( (y;>
yeY y

if supp P C supp @, where we define 0log0 := 1, and 400 otherwise.
Given two random variables X, Y on finite alphabets X', ), respectively, and joint probability distribution
Pxy on X x Y with marginals Px on X and Py on ), their mutual information is

I(X : Y) = KL(PXYnPX ® Py) .

2.2 Mutually unbiased bases of stabilizer states

We define the Pauli matrices in the standard way

O B () PR 0}

The set of n-strings formed by the Pauli operators together with the identity matrix will be written as
P, = {I,X,Y,Z}®". Note that unlike the set {"/20y ®---®0, |6=0,1,2,3, 0; € {I,X,Y, Z}}, which
is the Pauli group, the set IP,, is not a group. We will also need the quotient group of the Pauli group with
its centralizer. We will write this Abelian group as

P, = {eieﬂ/%l ©- @0y |0=0,1,2,3, 0; € {]I,X,Y,Z}} J{£1, +i} .

There is a bijection between elements in P,, and elements in P,,, and we will write P(g) for the element in
P,, corresponding to g € P,,.
We will make extensive use of the following known two lemmas, see e.g. [Ban+02; FW20; [FOS23)|.

Lemma 2.1. P,, can be covered by d + 1 stabilizer groups G1,...,Gqy1 satisfying for all i # j:

L4 ‘Gz‘ = d;
L4 CGq', = Gi:
e G;N Gj = {]I}

Here, Cq, = {g € P, : [P(g9),P(h)] =0 Vh € G;}. It can be thought of as the centralizer of G; in the Pauli
group, where we are only interested in elements with a fized choice of sign.

From these stabilizer groups, we can construct sets of pure states: However, let us first note that {P(g) :
g € G;} are not groups. We can, however, turn them into groups: there are signs ¢; , € {£1} such that
{C,gP(g) : g € G;} is an Abelian group, the stabilizer group. There are two ways to see this. Either, we
start with a set of generators for G; and keep track of the signs when multiplying the corresponding P(g) in
order to generate the group. Alternatively, we choose a common eigenstate |¢) of all the P(g), g € G;, which
exists since all the P(g) commute and define P(g) |¢) = (i 4 ). In this case, {S(g) := (i, gP(9) : g € G;}
will be a stabilizer group for |p).




Lemma 2.2. Let G € {G1,...,Gq1}. The set Mg = {M{ = ézgec(—l)porS(p)}reAG forms an or-
thonormal basis consisting of rank-1 stabilizer states.

Here we use the notation Ag = P,,/G and por =0 if P(p)P(r) = P(r)P(p) and por = 1 if P(p)P(r) =
—P(r)P(p) (note that we could have put arbitrary signs in front of the P(p), P(r) without changing the

value of por). To not overload the notation, we define Ag, = {r _; and introduce the notation
7] 1 ort
[60) (@3] = M, = 5 3 (=175 (p) 2)
peG;

Now we have d+1 mutually unbiased bases (MUBs) B; = {|¢; ;) }9—, fori = 1,...,d+1. We will use the fact
that MUBs of stabilizer states form a 2-design. 2-designs were used for the problem of testing the mixedness
of states by [Yu2l]. Stabilizer states and measurements were used for the problem of Pauli channel learning
by [FW20].

Proposition 2.3 (Pauli group, MUB and 2-design). The bases {B; = {|¢;,;) ?:1};[:11 form an MUB and a
2-design. That is:

d+1 d

: I+ F
dd—|—1 ZZW)%] ¢l,] ®|¢17]><¢l,]| m

lel

where F'= 3% |zy) (yx| is the flip operator.

Proof. One way to see this is to apply [KR05, Theorem 1]. We only need to prove that:

1 1 4 45, 2
Y e S das 1)|<¢17,7|¢k7e>\ = [0 = g
This identity can be checked easily since [(i;|dr,e)| = = if i # k and [(¢47]¢5.0)| = 1({7 = 1}). Indeed, we
can check [(¢; j|dr.e)| = ﬁ if i # k:
(i3l br.e)* = Tr (160,5)(i.sl |0n,0) (Pr.e])
=Ty EZ( pOTJS EZ pOTzS (p))
d d
peG; €Gy
1 1
- - por por I
LY eyt =
pEG;NGy
since G; N Gy, = {I}. Alternatively, we could have argued using [KR05, Theorem 3]. O

Finally, the operation p o ¢ has a nice property that we’ll need later, which has already been used, for
example, in [FW20; FOS23|.

Lemma 2.4. Let g € P,, and let G be any subgroup of P,,. Then
Pl =1(q € C
|G| > (-1 (g € Cq).
geG

2.3 Problem statement: Hamiltonian property testing

We consider n-qubit Hamiltonians H expanded in the Pauli basis, H =} pcp apP, with P, = {I, X, Y, z}en
the set of n-qubit Paulis and with (real) coefficients ap = Tr[H P]/z" Throughout this work, the Hamiltonian
properties of interest are characterized by a subset S C P,, and we say that H has property Ilg, write
H € qg, if ap =0 for all P ¢ S. For instance, the property of being (at most) k-local is characterized by
the subset Si_1oc = {P € P, : |P| < k}, where we use |P| to denote the weight of P, that is, the number

10



of non-identity tensor factors. Other examples of properties that our framework encompasses are geometric
locality or having a given interaction graph.

We now define Hamiltonian property testing of Ilg as the task of deciding, given access to the time
evolution according to an unknown Hamiltonian H, whether H has property IIg or whether H is far from
all Hamiltonians that have property Ilg.

Problem 2.5 (Hamiltonian property testing). Given a property Ils associated to a subset S C P,,, a norm
ll-ll, and an accuracy parameter € € (0,1), we denote by ﬁ\nlﬁ (€) the following Hamiltonian property testing

problem: Given access to the time evolution according to an unknown Hamiltonian H, decide, with success
probability > 2/3, whether

(i) H has property llg, that is, H € Ilg, or

(ii) H is e-far from having property g, that is, VH € Ilg: ‘

o=
If H satisfies neither (i) nor (ii), then any output of the tester is considered valid.

Remark 2.6. A short discussion of the physical interpretation for the different norms used above is in
order. Among the Schatten p-norms, we highlight the Schatten co-norm (aka operator norm) as a worst-case
distance. Namely, in Appendiz[A], we show that, at least for short evolution times, the Hamiltonian distance

HH — fIH is tightly related to, among others, the worst-case output fidelity maxjyy (¢ oitH gitH [V)|? and
o0

the diamond norm distance between the unitary time evolution channels e~ tH (\)eitH qnd e=itH ()eitH
Second, to illustrate the relevance of the normalization factor in normalized Schatten p-norms, we single

out the normalized Frobenius norm and interpret it as an average-case distance measure. Here, we demon-
strate in Appendiw that \/% HH — fIH 18, again for short times, connected to the average output fidelity
2

E| )~ Haar, [|<w\ e~ itH gitH \w)ﬂ , the normalized Frobenius norm distance between the time evolutions e~

and e_i“q, and other average-case distance measures.
Finally, the norms ||-||pauii,p, i particular for p = 2,00, have featured in recent work on Hamiltonian
learning, see Section|1.5. They make intuitive sense for learning and testing tasks in which the interest is in

estimating or validating properties of interaction strength parameters in a Hamiltonian.

The central goal of this work is to understand how easy or hard this Hamiltonian property testing problem
is. More specifically, we are interested in the number of queries to the time evolution as well as in the total
evolution time necessary and sufficient to solve the testing task. Additionally, we consider whether one can
successfully approach Hamiltonian testing via Hamiltonian learning.

2.4 Types of strategies for Hamiltonian property testing

In order to solve the Hamiltonian property testing problem, we consider several different scenarios, depending
on what kind of access to the quantum system and how many additional resources we grant the tester.

Incoherent strategies. We start by presenting incoherent strategies. That is, the tester can use the
quantum system only once per step. Therefore, in round k of the overall procedure, the tester can prepare a
quantum state pg, let the time evolution U (-) = e~ (.)e!’ run for a chosen time tj, and finally perform a

measurement M, = {/\Ek)

qSEk) > <¢Ek) ’} , where 7, is a set of measurement outcomes. Note that we could
1€l

have taken a general positive operator-valued measure (POVM) here, but that without loss of generality,
we can assume the POVM to consist of rank-one elements. If the input state, the duration of the time
evolution, and the choice of measurement are allowed to depend on the outcomes of previous measurements,
the incoherent strategy is adaptive, otherwise it is non-adaptive. We can also add ancilla qubits to the strategy
by preparing the input state pr on a (d X daux)-dimensional system instead of restricting to dimension d,
subsequently letting the time evolution act as U;, ® id, where the identity acts on the ancilla qubits, and
finally measuring both systems with M. If we add the ancilla, we call the strategy ancilla-assisted, otherwise
we will speak of ancilla-free strategies. If we allow an ancilla but require it to be of constant dimension, we
speak of a bounded-ancilla strategy. See Figure [I] for an illustration of non-adaptive strategies and Figure
for an illustration of adaptive strategies.

11
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Figure 1: Tllustration of a non-adaptive incoherent strategy for learning/testing properties of a Hamiltonian
H from its time evolution channel U;(-) = e #H (.)el. Tt is called ancilla-free if the auxiliary systems
have dimension 1, otherwise it is called ancilla-assisted. The classical computer processes the observations
(i1,...,in) to distinguish between two hypotheses Hy/H; (in testing) or to produce an approximate Hamil-
tonian H (in learning).
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Figure 2: Illustration of an adaptive incoherent strategy for learning properties of a Hamiltonian H from its
time evolution channel U;(-) = et (.)el* . Tt is called ancilla-free if the auxiliary systems have dimension
1, otherwise it is called ancilla-assisted. The classical computer processes the observations (i1,...,ix) to
distinguish between two hypotheses Ho/H; (in testing) or to produce an approximate Hamiltonian H (in

learning).
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Figure 3: Illustration of a coherent strategy for learning properties of a Hamiltonian H from its time evolution
channel U (-) = e *H(.)el. The classical computer processes the observation ¢ to distinguish between two
hypotheses Hy/H; (in testing) or to produce an approximate Hamiltonian H (in learning).

Coherent strategies. The second type of strategies are the coherent strategies. Here, the tester is allowed
to access the time-evolution multiple times before measuring, possibly interleaving these time evolutions with
the application of quantum channels. Thus, the tester will prepare an initial quantum state p on a (d X dayx)-
dimensional quantum system and then choose times t1,...,¢x and quantum channels N, ..., Ny_1 acting
on quantum systems of dimension d X d,ux such that the output state before the measurement is

poutput = [utN & ld] ONNfl © [utN—l ® ld} o... oNl o [utl ® ld}(p)a

where the identities act on the ancilla qubits. Finally, the tester measures p°U**"* using a POVM acting
on (d X daux)-dimensional quantum systems. If d,ux > 1, we will say that the strategy is ancilla-assisted,
otherwise that it is ancilla-free. If the ancilla has dimension bounded by const”™ -dN !, we speak of a bounded-
ancilla strategy. Here, the dimension bound for the ancilla register is chosen such that the bounded-ancilla
coherent setting generalizes the bounded-ancilla incoherent one. See Figure |3| for an illustration.

3 Lower bounds for Hamiltonian locality testing

In this section, we will give lower bounds for the Hamiltonian locality testing problem, thereby proving The-
orem We will first consider lower bounds for incoherent testing strategies in Section Subsequently,
we consider the more general coherent strategies in Section [3.2] for which we can only give weaker bounds.

3.1 Incoherent setting

In this section, we will prove the following hardness result for Hamiltonian locality testing with respect to
unnormalized Schatten norms:

Theorem 3.1. Let n > Q(1), k < O(ﬁ) and p > 1. Suppose that N < exp(O(n))/e®M).  The

problem T\Il-(\)lcp (€), even under the additional promise that the unknown Hamiltonian H satisfies Tr[H] = 0

and [|H| ., <1, requires an expected total evolution time of E [Zszl tk} =Q ( ) and a total number

e(n—loge)

of independent experiments N = Q) (%) in the adaptive ancilla-free incoherent setting.

In order to prove Theorem [3.1] we will consider the following test:
Ho : Uy (p) = id(p) = e 10 peit0 Vs Hy Uy (p) = e M peltH (3)

where H = n(|v){v| —I/d) for n > 0 and |v) = V |0),V ~ Haar(d). We will need a couple of lemmas to
determine the relation of this toy problem of distinguishing these two time evolutions to the problem ’Tlﬁfp ()
that we care about.

First, we show the that the operator norm between H and any fixed traceless Hamiltonian (of bounded
operator norm) is bounded below with high probability.
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Lemma 3.2. Let d > 4, H = n(|v)(v| = I/d) forn > 0 and |v) = V' |0),V ~ Haar(d) and let K be a fized
traceless Hamiltonian such that | K|l < 1. We have that

n d
— < ) < —_ .
IP’(HH Koo < 2) < exp( 1728)

Proof. Consider the function:
F(V) = (v| K |v) = (0| VIEV |0) .

We have E[f(V)] = % = 0. Moreover f is 2-Lipschitz with respect to the Euclidean norm. Indeed, let U
and V' be two unitaries and |u) = U |0),|v) = V'|0). We can first use the triangle inequality and then the
Cauchy-Schwarz inequality to show that:
[FU) = F(V)| = [ (ul K [u) = (o] K [v) |

<[ {u— ol K Ju)] + ] (0] K Ju— )|

< vfu o) 2] ul K2 ) 42 4 [ — s — )] (0] K o) 2

<21(0[ (U = V)'(U = V) [0} V2] 5222

<2[U = V2| Kl|oo-

Hence f concentrates around its mean |[MM13|, Corollary 17], for all s > 0:

PUV) = BV 2 8) = FUV) 2 ) < oxp (- e )

Therefore using (v| (H — K) |v) < ||H — Koo and ||H||oo < 7

P (1 - Kl < 3) <P (0l 01 - 001 < 7)1 ({11 < 5 })

—r((1-3)n-s < D ({ixie < })
=#(12 (3-5))1 ({1~ < 7))
<o (i) (1

d
S exp _ﬁ .

Here, we used 1/d < 1/4 in the second to last inequality. O

Lemma 3.3. Letn>2, k<O (ﬁ) and H = n(|v){v| —1/d) for n > 0 and |v) =V |0),V ~ Haar(d).

Then, H is (n/4)-far (in the operator norm) from all k-local traceless Hamiltonians of operator norm at
most 1 with high probability.

Remark 3.4. Since for any p > 1 and any Hermitian operator X we have || X||, > || X||co, the (random)
Hamiltonian H is (n/4)-far in the p-norm from all k-local traceless Hamiltonians of operator norm at most
1. Therefore, we can focus on the case p = .

Proof of Lemma[3.3. We shall take H. an e-net in the space of k-local Hamiltonians for the oo-norm at
the level of the coefficients. For each K = } pcp pj<papP € Ilg, . such that K| < 1 we have

Tr(PK Te(|P)|| K - .
[la]joo = maxp |ap| = maxp % < maxp % < 1. For k-local Hamiltonians, many entries of «

will be zero, namely all the ones that correspond to P such that |P| > k. In this case, we can construct
an e-net on the non-zero entries of cardinality at most |H.| < (1/¢)V* where N = leczo (")3°. Now if
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K =3 pep,. pj<rapP € s, _,,., then we can find a similar element K = 2 pep,|p|<k @PP € Ly in our
e-net such that for all |P| < k we have |ap — ap| < e. Thus,

|K = Kl < |[K = K2 < Vde?N, < 7
for € = n/(4v/dNy). Now we apply the union bound and Lemma to bound

Py ot (EJK €lls, . :|H—- K| < g) < Py Haar(a) (HK €EHe: ||H—Klloo < g)
U
< > Pyotaa(a) (||H ~ Kl < 5)

KeH.

d
< |He|exp <_1728>

0)" (4
() ()

Moreover, as k < n/2, we have the following simple upper bound on Ng:

N, = Zk: <Z) 3° < min ((k +1) (Z) 3’“,4”) < min ((k + 1)(3n)%,4") .

s=0

Hence,

(N;Wk)N’“ exp <_1;l28> < exp ((k +1)(3n)" log (?) - 1328) = e (20l

log(n)

with high probability, H = n(|v)(v|—1/d) is not (n/4)-close to any k-local Hamiltonian if £ < O (%) O

if n2(3n)* < c¢- 2" for a small constant ¢. This is valid, for instance, as long as k < O (L> Therefore,

Now we proceed to prove Theorem Our proof strategy is inspired by [Faw+23b].
Proof of Theorem[3.1 Let H = n(|v){v| —1/d), U, ; = e~ 1"Xvl and let U, ; be the unitary channel:

Uy 1(p) = e~ (XeI=1/) peint (ool =Y/ a) — =int-foe| peimt o)l — 7, o7

A 1/3-correct algorithm should distinguish between the identity channel and U, ; with at least a probability
2/3 of success. In the incoherent setting, the tester can only choose an input pj at each step k, the time

B ) (o

quantum state Uy, (pr). These choices can depend on the previous observations, that is, the algorithm can
be adaptive. Let I<ny = (I1,...,In) be the observations of this algorithm where N is a sufficient number of
independent experiments to decide correctly with a probability at least 2/3.

Let P (resp Q) be the distribution of (I1,...,Iy) under the null hypothesis Ho (H = 0) and the alternate
hypothesis H1 (H = n(Jv)(v| —I/d)). The distribution of (I1,...,Ix) under Hy is:

N
P = { I1AY (o] pr|o®) } :
k=1 i1y

evolution t; and perform a measurement using the POVM M, = {)\Ek) Yiez,, on the output

Pk
Moreover, the distribution of (I1,...,Ix) under H; and conditioned on the choice of unitary V is:
N
k k k
Qv = { [T (6| Vsl |01 } . (4)

11, IN
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Let £ be the event that n(V [0)(0| VT —1/d) is not (n/4)-close to any k-local Hamiltonian. By Lemma
we have P (£) > 1 — exp(—Q(d)). Under this event, every correct algorithm should be able to distinguish
between P and Qv so we can apply Le Cam’s method [Le 73].

For technical reasons, we will use instead of @y the following parameterized distribution for « € [0, 1]:

{ TTA8 (s o) }

So we need to generalize Le Cam’s inequality for small a:

apk + (1 — Oé)Uv,tkpkUJ tk)

11, IN

Lemma 3.5 (Generalized Le Cam). Let n > Q(1). Let k < O ( ) We have for a < 155

log(n)
1
]EVNH'I‘(ZLI‘(C[) [TV(P QV)] 78
Proof. The proof can be found in Lemma O

Hence, as long as a < —N we can use Qf; instead of QV and have a similar Le Cam separation (albeit
with a worse constant). From now on we will set a = m The next step is to use Pinsker’s inequality to
move from the TV distance to the KL divergence, which is more suitable for studying the adaptive incoherent
setting. By Jensen’s and Pinsker’s inequalities we have:

2
182 —
The KL divergence can be expressed as follows:

KL(P|Q$) = Eivp(— log) (%X(S))

2EV~Haar(d) [TV(P QV)] < 2EV~Haar(d) [TV(Pa Q%’)z] < ]EVNHaar(d) [KL(P”Q?/)] .

N < (apr + (1 — a)Uy s, prU,) tk) ¢(k)>
=E;~p(—log)
g 11 (o] on ¢§-f)>
N <¢Ef) Uv,tkpk vtk ¢£]: >
= EiN (_1 ) + (1 - ) :
P ; og) | « e’ <¢§f) ok ¢£fj)>

Now, we will use a cut on i ~ P as in |[Faw+23b]. Note that here, since we do not have the freedom to
choose a non-unitary channel, we choose o = 17 rather than a = § as in [Faw-+23b|. This comes with the
cost of an additional logarithmic factor in the lower bound.

For k € [N] and ik = (i1, . i), define the event G(k,i<x) = { (61| on
distinguish whether the event G is satisfied or not:

EVNHaar(d) KL(P”Q%’)

y (6] (apr+ (1= Vs iUl )
= ZEVNHaar(d)Eigk(l(g(kv iSk)) + l(gc(k7i§k)))(_1og) < ¢( )>

k=1
Let us first analyze the setting when the event G holds. Fix k € [IV], observe that we have the inequality:

e >> < <1fcods;ntk>>}. We can

(23 —

o))

(o] @t - @)Ul [of)
(—log) ® ®
@5, | Pk |9,
(OGO
=(—log) [a+(1—a) < ) (k)> <log o
(bik Pk ¢Zk
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The last inequality follows from the monotonicity of the logarithm. Then we can control the expectation
under the event G as follows:

(apr + (1 = )y UL 4,
<¢(k) ¢( )>

(ol

¢(k)>

]EVNHaar(d)Eigk l(g(kv Zﬁk))(i log)

. 1
< Evenaar(a)Biz, 1(G(k,i<k)) log (a)

. 1
= EVNHaar(d)Eigk_l Z )\EII:) <¢£f) Pk 5’;)> l(g(ka ka)) lOg (a>
ik

(1 = cos(nty)
< EVNHaar(d)EiSk,l Z)\Ef) ( 77 k ) 1 t Z<k log( )

ik
(1 — cos(nty)
< ]EVNHa'Lr(d)E’L<k 1 Z)\(k) < 77 k > log < >

ik

= @ ]Eigk—l(l - COS(ntk)) (5)

and in

(6" Yier,

is a POVM. Next, under G°(,9<y), we will use instead the following inequality valid for all z € [ﬁ, —|—oo):

where we used in the second inequality the fact that under G we have <¢§f)‘ pi |

(k)> < (zeos(un)

1k

the last equality the fact 3, )\(k) = d which is an implication of the fact that My = {\;

(—log)(x) < —(x — 1) + 21og(10N)(z — 1)%. (6)

A simple proof can be found in Lemma
We apply the inequality (@ for

(o

(api + (1 = )V UL ) (ol0|U
<¢ (k) ¢(k)> <¢(k)

Let My, =1— Uy, = —(e7% — 1) |v)(v| and Sy =1 — %Mv)tk. The first term of the upper bound of
Inequality @ is

o)

YD)

¢(k)> = 10N~

Tr =

=a+(1-a)

6| (ap + (1 — ) Uy o pxU7, ) [0
e-ym- L ) .
My piShe, |84 00| S0 upihd [
—(1—a)< <¢§f>tpk ¢gf§)> k>+(1_a)< k<¢§g} " §£)> 2)
21 )§R<¢Ef) Mv,tkkaI,tk ¢§5)> -
_9l—a |
<¢§f) Pk Ef)>

and by using first the inequality (x + y) < 2(2% 4+ y?) and then the Cauchy Schwartz inequality applied

k ¢Ef)> a‘nd \/7 ’Utk

(k .
ik)>’ we can upper bound the second term of Inequality @ as
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follows:

2
(x— 1) (68| (ape + (1= )Us iU, [0 1
T — = o
k k
(0| o |0)
2
= — —_
(6 o [0l) (o] e |0l
k k 2 k k ?
. (6| Mo, [0 iy (60| Mo, [0
CREER (o] e |0l
k k k B\ 2
(60| Mool o) ({60 Moaopintf, o)
<8(1-a) s 1 2(1-a) —— . ®
<¢ik Pk Cbik > <¢zk Pk ¢ik >

Let us compute the expectation of Equation (7). Let M, S such that M, = VMV and Svty = VSVt

Concretely
0) (1] 0
M = d §=
0 0. " 0 |IL.

/1 — e~ intk

Note that Tr(M) = (1 — e ), Tr(S) = d — L + <% Tr(MST) = isin(nty), Te(MS) = =< "™ and
MM =M+ Mt = MTM. We have

R(Tr(M)Tr(S)) =R ((1 _ efintk)(d B % N eﬂ; k ))

cos(nt)
2

1
< (1 —cos(nty))d + B sin?(nt,) .

= (1 = cos(ntx))(d — % + )+ %sinQ(ntk)

Moreover,

R(Te(M)Tr(S)) > —1/2sin’(nty,) .
Hence,
|R(Tr(M)Tr(S))| < (1 — cos(nty))d + %sin2(ntk) .
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So we have by Weingarten calculus [CSOG] (see Appendix |§| for the most important facts used here):
Ev ~Haar(d) (%<¢£’Ij) Mot S, 1 ¢(5)>)
(o] i |62
REv ~ttaarta) ({6 [ VIMVIpVsivi|ol)) ‘
) (61| x|l
R, ses, We(ap, d)Tra (M, ST Trg12) (pr,
CREER
R (aTe(MS) + dTe(M)TH(S) (61| o

Pk

ol ) ol

)

o)~ 15 (6
(@ = 1) (6] pe|ol})

B | R(Te(M)Te(S))(d (07| pic[0l)) 1)
B <¢§/:> ¢§1:>> d(d®—1)

o)) = Te(M)Tx(s")) o

Pk
1

<

e (o
(1 — cos(ntk)) (1 — cos(ntr) in® (nt)

<O ( C(;S Nty + p <¢E§Ti:’t;£l:)> + - <;§)‘ Z:7¢Ef)>> .

Recall the notation E;<¢(X (i1, ..., i) =i I, )\Ef) <¢(-k)

1k

> ({(1 — cos(nty))d + ;Sing(ntk)] (d <¢Ef)‘ Pr ‘¢§f)> * D)

Pk ¢§k)> X (i1, ., ir). If we take the

expectation E;<; under the event G°(, i<), we obtain

My, piS) . ¢ff)>
<¢§f) Pk ¢§f)> )
EVNHaar(d) (m<¢£f)‘ Mv’tkkaZ,tk ¢£f)>)‘
G
< EiL, (G (k)0 (“ —coslte)) , (1= contt) +sin2<ntk)))
CRIPARY

‘ (1 —cos(nt)) = (1 — cos(nty) + sin®(nty))
<n.0Uospti s 0 o) )

o (1 — cos(ntx)) . *) / (k) ®)\ (1 — cos(ntx) + sin®(nty))
() e Tl o)

k
i)

Ey ~Haar(d)Eio, 1(G (K, ix)) (§R <

< Eigk 1(gc(k7 'Lk))

o ((1 — cos(nty) + SiDQ(ntk))> (10)

d
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where we use Z )\(k) = d. We move to the expectation E;_, of the first term of Equation , it is non

1<k
negative so we can bafely remove the condition 1(G¢(k,ix)):
k
¢1(k)> 1) kakMT

vt

)

k
) M7)7tkpk v 73 ¢£k)>
(ol ¢§,3>

'Utkpk ’Utk

(e
BB, 16 (k, i)

1<k

(o
<EvE,.,
(o
k k
—EvEi., , y_ ALY (o) o)
i
- EVTr(MU,tkpka tk) = Ei§k71EVTr((MU7tk + M tk)pk)

2(1 — cos(nty))
E,., 2L col) (1)

Pk

1 =ity
because Ey M, ¢, = %

Concerning the expectation of the second term of Equation , we apply again the Weingarten calculus
(Lemma |D.1)) to have:

<¢ My, puM; . ¢(k)> i Evy Haar(d) <¢§k) ot P M
B N PR E D S (o ]ol2?)
o) (o0 | VMV v iy (¢<?>><¢§-,’j VMV vtV

(68 e [o)’

> We(Bat, d)Trg- (M, MY, M, M) Trar (p,
¢)> a,BES,

o)’

Pk

IEVNHaLar(d) TI‘(

s Pk )-

o1 ) (ol

(k)><¢l(l:)

(!

Note that

oY o ol )0 ] € {1t (02| o) (o o))

Tr(p7) < 1 and <¢Ef)‘pi gf)> < <¢£—f) Pk EII:)> < 1. Moreover, it is clear that since Tr[M]|Tr[MT] =

Tr[M M), we have |Trg (M, Mt, M, MT)| < O((1—cos(nty))?). In the case 3 is a 4 cycle we have Tr(M MTMMT) =
Tr(MMMTMT) = Tr((M+MT")?) = 4(1—cos(nty))?. Also, we know that for all («, 3) € &2: | Wg(Ba™t,d)| <
191CS06| for d > 4, so

ol ) (ol

ou|60) (48] o

Tra'y [ka

|Wg(ﬁa_17d)’j[‘rﬂ*1(M7MTaMaMT)’I‘ra’y( » Pk >

o) (ol

)| <O ((1 - C(:;4(77tk))2> .

Therefore we have:

o M, eV >
e ik vt PEMy 1y | Piy <O (1 — cos(nty))
V ~Haar(d) ¢ (b(k) - 4 (k) (k) 2
d d)lk pk ¢lk
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under the event G¢(k,i<y) = {<

Now if we take the expectation E; ¢(k)> > (1*0(’;%}’ we

obtain: B
o qﬁgf) Mv,tkpkMJ th ¢§f)> i
Ei_,Ev naar(a)1(G°(k,i<k)) <¢(k) ) ¢(k)>
R (1= cos(irty))? 1
< Ei_, 1(G°(k,i<k))O " <¢§,’j) P ¢</«>> < ¢(k)>>
o (0 —cos(oi))?
< B 1(G(k,ick))O 7 <¢§;:) o ¢(k)> (1— cos(ntk)))
- ’L<k 1 /\(k) Pk ( (kai</€))0 (1_COS(ntk))
SN el 12000 | G o

Eic, ZA(k)O (‘W) e (W)

_E., 0 (“_C‘;S(”fk))) (12)

where we use Y, /\gf) = d. By adding up Equations (10)), and (12), we obtain:

(k)

ik

(apr + (1 —a)U,, tkpkUv ) ¢z(';]:)>
(61| pn [0l
. (2(1 a)R <¢( ’Mv tkPkSv th ¢z(1]:)>)
< Ei By naar(a)1(G (K, i<k))
< k >
41og(10N)(1 — a)? <¢Ef)‘ My, prM] e
<¢§f) Pk ¢E’:)>2

QS M, . MT . ¢(/€)
+ Ei Evottaar(a) 1(G°(k, <)) 16 log(10N) (1 — a)? < e PE Mot >
' ‘ RS

¢
Ei o By taar(a)1(G°(k, i<k))(— log) ( <

)

+ E’ingVwHaar(d) 1(g('(k, ng))

o log(N)(1 — cos(nty) + sin®(nty))
~E._, 0 < : > _
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Therefore using this upper bound and the upper bound in Equation we get an upper bound on the
expected KL divergence:

Ey Haar(d) KL(P[Q7)

3 o4, (o >¢W
= ZEiSkEVNHaar(d)(l(g(t, Zﬁk)) + 1(gc(kjjzgk)))(_ 10g) < o >
= (o] o107
< Ei_, O (log(N)(l ; coS(ﬂtk))> +E,._, .0 <1og(N)(1 - Cos(gtk) + Sin2(ntk))>

log(N)(1 — cos(nty) + sin®(nty))
o )

<

I
1= 1= 11

&qéo(maNn3Mme>

>
Il

1

where we used 1—cos(z) < min(1, z) and sin®(z) < min(1, z) for z > 0. Finally since Ey iraar(a) KL(P[| Q) >

122 we deduce that:

S minth) =0 ().

k=1

In particular, we have N log(N) > Q (d) which implies that:

M= (1ogd(d)) '

Finally, the expected total evolution time is lower bounded as follows:

> o] o (k)

We can set ¢ = /4 and use our assumption that N < exp(O(n))/e®M) to get the claimed expected total
evolution time lower bound. O

E

3.2 Coherent setting

In section, we will prove another hardness result in the more general coherent setting. However, we will pay
for the greater generality with slightly weaker bounds.

Theorem 3.6. Letn > 2, k < O (1og(n))> and p > 1. The problem ’Tl Tl (n), even under the additional
promise that the unknown Hamiltonian H satisfies Tr[H| = 0 and ||H|| < 1, requires a total evolution time
of Zk 1t = (QW ) and a total number of independent experiments N = Q (2”/2) in the ancilla-assisted

coherent setting.

In order to prove Theorem [3.6] we will again consider the following test:
Ho : Up(p) = id(p) = e 0 pelt0 VS Hy : Us(p) = e HH peltH (13)
where H = n(|v)(v| —1/d) for n > 0 and |v) = V'|0),V ~ Haar(d).

Proof of Theorem[3.6L We use here the construction from Lemma Let H = n(|v){v| = 1/d) for n > 0
and |v) = V'|0),V ~ Haar(d). H is (/4)-far (in the operator norm) from any k-local trace-less Hamiltonian
of unit operator norm with high probability. Let £ be the event that H is (/4)-far (in the operator norm,
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which we can again focus on as discussed in Remark [3.4)) from any k-local trace-less Hamiltonian of unit
operator norm. We have by Lemma

IEDVNHaar(d) [SC] < exp (_Q(d)) :

In the sequential setting the tester can choose times t1,...,txy and any (d X d,ux)-dimensional operations
Ni, ..., Nn_1, a (d X daux)-dimensional input state p and a (d X daux )-dimensional measurement device M.
Under the null hypothesis Hg, the map U; is always the identity so the output state (before the measurement)
is:

PP (p) = Ny—1 00Nz o Ni(p).

In contrast, under the alternate hypothesis H;, the map U; is close to the identity and the output state
(before the measurement) is:

PP (p) = Uy @id] o Ny_1 0 [Usy , @id] o ---0 Ny o [Uy, @ id] o N7 o [Uy, @id](p).

We will often drop the argument p for readability if it is not explicitly needed. On the one hand, using the
correctness of the algorithm and the data processing inequality applied on the 1-norm we have:

2

125" = Evattaar@e [07"" ], = 2TV (Bern(1/3)|| Bern(2/3)) = 3

On the other hand, we have by the triangle inequality

By rtaar(ay (05" = Eventaarayle 03" ]I,

= ﬁ P (&) Ev nttaar(a) [p1""™] = Evettaar( [p7" P 1{EN] ],

= % P (€) By ~htaar(a) [p7"7"1 ({56})] P (£) By mtaar(a) [05" P 1{ED] |,
< |[Evattaar(a) [o1" P THED] ], + HEVNHaar(d) [P 1 (D] |,
<P(€)+ I;((E;))]P’ ©)

< 2exp (—Q(d))

hence for d = (1), by the triangle inequality:

|| output EVNHaar [ output] ||1
> [|o6"™" = Evnaar(ayle [25" ", = |Bvamaarta) [07"™] = Evantaar@e [03" ]
> 2 gexp (—0(d)) > =

-3 3

Writing the input state as p = Y. Ai [¢:) (i, e.g., using its spectral decomposition, the triangle equality
implies:

1
Z}\ H output |) _ EVNHaar( [ output(|¢l ¢Z ”| > g
So there is a unit vector |¢) = |¢;) such that:

ou u ou v 1
155" (19)(@]) — Ev~staarcay [0 (10)40D] [, = 3.
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itH

We use the notation U; = e~ and the following Kraus representation of each channel N;(p) = >-, A, pALi.
Moreover, we will use the following shorthand notations for ¢/, m € N, £ < m:

H X = XoXog1 .. X,

So we can write:

pgutput(‘¢><¢|> — Z ( H Ak1> |¢><¢| ( H AL)

ki,...,kn—1 \i=1i:N-—-1

A= D W D) ( 11 Akiwti@ﬂ)w ( 1 ff*@ﬂf“><Uw®H>T

E1yeeokn—1 =1:N—-1
Hence, the triangle inequality implies

||EV,\,Hddr(d) |: Output(|¢> <¢|)} _ Output ‘d) ¢|)||1
<Ey Y (U oD ( I A, ®H)> |#)(] ( I @ ®H>AL.> Uiy @D

ki, kn_1 =1:N—1 i=1:N-1

(eI )

We can write the latter difference of states as a telescopic sum. A subsequent application of the triangle
inequality yields:

i=1:N—-1 i=1:N— 1

1

ki,...,kn—1

N
( H Ak7>|¢ ¢|< H AT)
1=1:N—1 1=1:N-—1 1
< ﬁ Uiy, ©T) Ay )[(Ut —1) ®11< H Ak>|¢ ¢|< ﬁ U*@HAT>H1
suN—1 i=

N —
+Ev ) ‘( 1T Akl> ¢|< H A,;) (U, —T) 1)t ( H A ( Ut7+1®ﬂ)>

P
i=1a:N-—-1

)
=
CIJ
L
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On the one hand, using U; — I = (e7* — 1) |v)(v| we have

H( ﬁ (Utm@ﬂ)Aki) (U, D ®1] ( 11 Ak>|¢ ¢|< f[ Ul ®1) AT>

su:N—1 i=1lns—1 i=1:N-—1

( f[ (UtiH@]I)Aki) |®11< 11 Ak>|¢ ( ﬁ UthT)

i=s:N—1 1=1s—1

< feminte — $¢|< ﬁ Ul @1 AT>< f[ Ak,i(UtiM)) |6)
= 1

= le"": — 1

-
II @w...enA

i=s:N—1

(v| ®1] (v| @T]

[T A

1=1us—1

)

1:N— i=1:N-1
—
\J [ H AT H L t+1
i=1is—1 N —

where we used the Cauchy-Schwarz inequality. Again, by using the Cauchy-Schwarz inequality for the sums

over ki,...,kny_1 and Ey as well as using the Kraus identities Z,ﬂ AkiTAki = I in the last line we obtain:
(A)
N “— —
s=1 Kiyeeny kn_1 si:N—1 1=11s—1 i=1:N— 1 1
N ) — —
<Y By Y e =1, | (4] < I @i ®H)A£i> ( I A ®H)> )
s=1 ki, kn—1 i=1:N-—1 i=1:N—-1
— — “—
" [ 0 alweer| T aw.eo|| T Goena|ween| T 4w
1=1us—1 1=s:N-—1 i=s:N—1 1=1us—1

<¢[ II AL|lowen| [T alL@l,, D I[[ We,eDAween| [T Al |¢>>
i=1us—1 i=s:N-—1 i=s:N—1 i=1s—1

al 1
=Y fe 1y

as Evnaar(a) [[v)(v]] = Ev~Haar(d) [V|O><O\ VT] = w = %. On the other hand, using U; — I =
(e7 — 1) |v)({v| and the Cauchy-Schwarz inequality we have

H( ﬁ A,ﬁ.)|¢ ¢|< 11 A> U, -D 1) ( f[ ALLUtH@H))

i=1:N-—1 i=1lns—1 i=s:N—1

1

(HA@WQﬂf>|MQﬁAww@

+—
— feims -1
i=1:N—1 l::s s:N—1

1

Jw>{ll Al [ oelen | T ALwn4®D*[4II (Ui @ DA, | )l @1 | [T 4l
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Hence by using the Cauchy-Schwarz inequality for the sums over ki, ...,kxy_1 and the expectation Ey and
by using the Kraus identities ), AL_A;W = I in the last line we obtain:

(, 11 Ak>¢ ¢|< II AL) [(Uts—wﬂr( II AL(Utm@H))

s=1 ki,...,k i=1:N—-1 i=1::5—1 =suN—-1 1
N — —
<> By Y [ -1 <¢|< 11 AL)( II AL) )
s=1 k 1=1s—1 1=1s—1
— — — —
<¢>[ II 4l|lween] I[ ALU., oD [ I[I @.onA|lvwen] [T AL|l9)
i=1s—1 i=s:N—1 i=s:N—1 i=1ns—1
— — —
<Dl Ev Y. <¢|< 11 AL)( IT 4. |¢><1Ev >, el II AL
ki,..ey kn—1 1=1s—1 1=1s—1 ki,..., kn—1 1=1s—1
— < «— %
[y el | ] ALO.., oD [ I[I @ oD |lvelen| [ AL |¢>>
i=s5:N—1 i=s::N—1 1=1:5—1
N
; 1
:Z|emts 1y/=
s=1 d

Therefore, using |et—1| = \/(cos(nt) —1)2 +sin*(nt) = 1/2(1 — cos(nt)) < min{v/2, \/2(nt)2} = min{v/2, v2nt},

we get the following upper bound:

[Ev~ttaaray [07" P (10) ()] — 5" (10) (D[], < (B + (B)

: 1
<23 e
s=1

N
2
< =N min{2, vV2nt,
va 2 i J

Finally, as | Ey Haar(a) [ OUtput(|¢><¢|)] po P (o) (9]) ||1 > 1, we deduce that

N
Ztk > —
k=1

and

N YL
6v2
We can set ¢ = 1/4 to finish the proof.

4 Upper bounds for Hamiltonian property testing

4.1 Upper bounds inherited from Hamiltonian learning

Before presenting our Hamiltonian property testing results, we discuss what the Hamiltonian learning results
of [Car23; (CW23| imply for testing. To the best of our knowledge, these are currently the only Hamiltonian
learning algorithms from dynamics that work for arbitrary Hamiltonians without locality assumptions, and

27



thus the only ones immediately applicable to our locality testing scenario. Analyzing their performance
as testers will further highlight the importance of the chosen norms and in particular demonstrate that a
different approach is needed when taking the normalized Frobenius norm as distance measure.

|Car23; (CW23] gave two different approaches — the former based on Pauli shadow tomography methods
applied to the Choi state of the forward short-time evolution in combination with Chebyshev interpola-
tion for polynomial derivative estimation, the latter using forward and backward short-time evolution and
block-encodings to create pseudo-Choi states as well as (classical) shadow tomography tools — for learn-
ing an unknown Hamiltonian from query access. For our purposes, it is important to carefully consider
the performance measure in their learning task. Namely, the procedures of both papers produce ||-||p .,
approximations to the coeflicient vector of an arbitrary unknown Hamiltonian. Concretely, |[Car23, Theo-
rem 1.3] achieves this for p = co. That is, their Hamiltonian learning algorithm produces estimates ap,
P e {I,X,Y,Z}®" \ {I®"}, that satisfy |&p — ap| < e simultaneously for all P € {I, X,Y, Z}®" \ {I®"},

~ 4 ~
using O (%) queries to the Hamiltonian evolution, each for short time ¢t = O ( ), thus leading to

1
171

n||H|3,
64

a total evolution time of O ( ) The guarantees in [CW23| are phrased for p = 2 and use a number of

queries to the Hamiltonian evolution that scales linearly with the number of Pauli terms in the Hamiltonian.
While not discussed explicitly in [CW23|, this direct dependence on the number of terms can be removed
when focusing on p = oco.

As learning is a more demanding task than testing, the results of [Car23; (CW23| immediately imply
(even tolerant) Hamiltonian locality testers with the same query complexities and total evolution times as
their learning procedures. However, there is an important caveat: This works only for the norm ||[|p, . oo -
When trying to solve a Hamiltonian property testing problem w.r.t. [|[|p,,; , for any 1 < p < oo, the only
bounds that can be obtained immediately from [Car23} |[CW23] (via Holder’s inequality) scale exponentially
in n. This complication arises because in our testing task we do not want to make any assumptions on
the unknown Hamiltonian, in particular it can have exponentially many Pauli terms. When considering
unnormalized Schatten p-norms ||-|| on the level of the Hamiltonians, the situation is similarly bad if not
worse, since naive attempts at controlling a [|-|| -difference even via the ||-||p, ,; ,-difference incur an additional
exponential overhead due to || P|, = 2"/P for all n-qubit Pauli strings P. Even normalizing the Schatten
p-norms does not resolve this issue. For instance, by Parseval’s identity, \/% [ll2 = [I"lpau o but we have
observed above that the complexities of [Car23; (CW23] scale exponentially for the case of ||||p, ;o and
arbitrary unknown Hamiltonians with potentially exponentially many terms. ’

In summary, while the results of [Car23; [CW23| can in principle be used for Hamiltonian property testing,
and even for the tolerant version thereof, they suffer from exponential query complexities and total evolution
times for any of our norms of interest except for the weakest, ||| In particular, they do not give
||| and \/% ||5- Additionally, their
methods require potentially challenging-to-implement quantum capabilities (such as maximally entangled
input states, access to both forward and backward time evolution, and /or entangled multi-copy measurements
for shadows). Finally, neither of the two approaches achieves computational efficiency, even for ||-||p.ui oo-
Thus, while relevant for Hamiltonian learning, we consider [Car23; [CW23| insufficient for our Hamiltonian
testing purposes and thus develop a new procedure that is tailored to the testing task at hand.

Pauli,co*
rise to query-efficient solutions for the operationally relevant norms

4.2 Upper bounds in the randomized measurement framework

In this section, we will prove a general theorem that shows that efficient property testing is possible with
respect to the normalized Schatten-2 norm, from which Theorem follows as a special case.

Definition 4.1 (Relation between states according to a property). Let |¢p) and |¢) be two unit vectors and
S C P,. We say that |¢) and |¢)) are equivalent under the property S if they are equal or 1) can be obtained
from |¢) by applying a Pauli operator in S. We denote this relation by ~g and its negation as ~g. Formally,

|¢) ~s ) < 30 €[0,27), IP € SU{T}: Plg) = o)
S IPeSU{l}:|{(¢|Ply)| =1.

If |@) =g |3), we say that a violation of the property S is detected by the pair of unit vectors (|¢) , [1)).
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Algorithm 1: Testing Properties for Hamiltonian Evolutions

Input : A Hamiltonian H, a property IIg, and an accuracy parameter € € (0,1)
Output: The null hypothesis Hy or the alternate hypothesis H;

1t g

2 N |23,

3 for s+ 1 to N do

4 Sample i; ~ Uniform[d], js ~ Uniform[d + 1];
5 | Input state : ps = |¢i, . ) {(Pi, 4. ;

6 Evolve under H for time t;

7 Measurement : Mg = {|¢i_ ¢) (P, ¢|}¢ and observe €5 <— M (U(ps));
8 | if [¢i, ;) #s |di,e,) then

9 ‘ return H; and stop
10 end
11 end

12 return H

With this definition in place, we can give the algorithm for testing the property Ilg as Algorithm[I} Recall
that the |¢; ;) (¢s ;| are the MUBs constructed from stabilizer states defined in Equation . In Algorithm
the Hamiltonian is given as a black box that, given a time, runs the time evolution under the Hamiltonian
for each input state provided and allows for any measurement at the end. The property Ilg is given as a list
of strings specifying the Pauli operators in S.

Theorem 4.2. Let S C P, such that |SU{I}| < %, and let e € (0,1). Suppose that the Hamiltonian
H - K|z > ¢ for all

H satisfies Tr(H) = 0 and |H|loo < 1. Algom'thm tests whether H € Ilg or —=—
Hamiltonians K € Ilg with probability at least 2/3 using a total evolution time O (E%), a total number of

V/2on

2
independent experiments N = O (E%), and a total classical processing time O (%) FEach experiment

uses efficiently implementable states and measurements.

In fact, as we argue in the proof of Theorem the procedure uses only stabilizer state inputs and
stabilzizer basis measurements. Each of these can be realized with Clifford circuits and thus with at most
O(15;) many Hadamard, phase, and controlled-NOT gates [AG04]. Thus, Algorithmis efficient in terms
of the number of experiments, the total evolution time, and the classical and quantum processing time.

Testing locality corresponds to the property IIg, ..., where Sk_jocal = {P € P, : |P| < k} satisfies
S| =k, ()3 < (3n)*1. For this special case, we obtain:

Corollary 4.3 (Testing locality). Let n > 2 and ¢ > 0 be such that (3n)k*+1 < %. Suppose that the
Hamiltonian H satisfies Tr(H) =0 and ||H||o < 1. Algorithm when given the property S = Sk_1oc, tests

whether H is k-local or ﬁHH — Hipealll2 > € for all k-local Hamiltonians Hipeqr with probability at least 2/3
using a total evolution time O (6%), a total number of independent experiments N = O (E%), and a total

k+3
classical processing time O (%)

Remark 4.4 (Testing many properties). In situations where we are interested in testing many properties
at once or we are not confident about the exact property we want to test during the data acquisition phase,
we should find a way to perform the Hamiltonian property testing with an arbitrarily small error probability.
It turns out that changing the data processing (statistic/estimator) part of Algorithm (1| slightly solves this
issue. Concretely, using the concentration of an estimator that compares the empirical number of violations,
i.e., counting how many outcomes are measured such that |¢;, ;. ) ~s |¢i, e.), with a threshold, we are able
to achieve an error probability & with a complexity that scales as log(1/d). Via a union bound and setting
d — §/M, this allows us to test many properties at once with only an overhead that is logarithmic in M,
number of properties. See Appendiz[B-1] for details.
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Remark 4.5 (Assumption on the set S). The assumption on the set S —|S U{I}| < % — for which
we can prove a rigorous guarantee on the complezity of Algorithm[1] limits the range of properties we can test.
If we are only interested in having efficient tests and thus |S| < O(poly(n)), this assumption should always
be satisfied. Nonetheless, we are able to extend the result of Theorem [[.3 to anet S using an additional

4 for details.

ongd

number naux of ancilla qubits, where naux = [logz (M)—‘ . See Appendiz

Remark 4.6 (Tolerant testing). In Theorem the null hypothesis is that the unknown Hamiltonian H
is itself an element of Ilg. In the spirit of tolerant property testing [PRRO6], one may aim to weaken this
to H merely being close to the set Ilg. In Appendiz[B.3, we extend our result to this tolerant Hamiltonian
property testing scenario.

Remark 4.7 (Assumption of independent and identically distributed (i.i.d.) input). We assumed that the
tester runs N i.i.d. unitary evolutions in order to decide the correct hypothesis. Note that the proof works
even if the unitary evolutions Uy, . .. ,Un are not identical, i.e., the Hamiltonians may be different as long as
they remain in the same hypothesis class. However, the assumption of independence is crucial for the proof.
Moreover, the naive application of the de Finetti theorem (on the Choi state, as in [Faw+24]) would require
an overhead in the copy complexity that is exponential in the number of qubits.

Remark 4.8 (Implications for testing w.r.t. other norms). Theorem is phrased in terms of \/% lI-1l5-
Recalling that \/% [ly = Illpausi,o as well as the monotonicity ||“|[paui, < llpawiq for 1 < g <p < oo,
we immediately see that the results of Theorem also apply to Hamiltonian property testing with ||-[|p,.; ,
for any p > 2 as distance measure. Similarly, as the normalized Schatten p-norms satisfy the monotonicity
property 271% ||Hp < ﬁ ||Hq for 1 < p < q < oo, the results of Theorem immediately carry over to

forany 1 <p<2.

testing w.r.t. Qn% ||Hp

Proof of Theorem[{.3 We need to show that the error probability under the null and alternate hypotheses
is at most 1/3.

Error probability under the alternate hypothesis. Here we suppose that H is e-far from Ilg. Let
= (i1,-.-,in), J = (J1,---,jn) and £ = (¢1,...,¢N). The error probability is

Ei,j,l []P)Hl [|¢i1,€1> ~Ss |¢i17j1>7 ’|¢iN7€N> ~Ss |¢iN7jN>H = Ei1,j1,€1 [P(|¢i1,€1> ~Ss ‘¢i1,j1>)]N-
We have
Eije [P (I¢ie) ~s |di ;)] = d+1 > Hiel €™ (i) 171 ({Iie) ~s 16:5)})
1,5,€
d(d+1 EJ;' (el € i ;) 71 ({36, P € SU{T} : € |¢y0) = P i ;)})
Z D Uil Pe™ (i ) 2> 1 ({360: € i) = Pldis)})
PESU{H} 0] 4
(a)
ST X Tl Pl P
PESU{]I} i,
S Tr (PeitHe—itH pt) 4 | Tr (PeltH) |°
PeSU{T} d(d+1)
2
() (it)™ -
2% d(d+1 + Z Z JT(PH™)
PeSU{I} PeSU {]1} m>0

where we used in (a) that >°,1 ({30 : €' |¢;¢) = P|¢;;)}) < 1 because, if we have 6,1, 6, ¢> such that
e g o) = Ploij) = €% |¢ie,), then [(¢ir|die,)| =1, but {|¢;¢)}i is an orthonormal basis, so £ = fo.
In (b), we used the fact that {|¢; ;)}:; forms a 2-design.
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The first term of (¢) can be computed exactly:

d__ |Su{l}|
d(d+1) d+1 °

For the second term of (¢), we deal first with the case P =1T:

1 (it)™ my| _ 1 (LD L
d(d+1) mZ:O m WPHT) = g0 mgo T
<L i Enwr > 0O e (rrm) 2
= dd+1) 2 2Tl
< ! (d* — dt*Tr(H?) + 4d*t*)

d(d+1)
_ 1 42 2 4
R eES) (d td;|ap| +4dt>.

In the third step, we evaluated the squared absolute value |z|?> = Zz and bound the higher order terms, using

that [Tr(H™)| < d|H||% < dand }, -, fn‘ Tr(H™) < 0.06 - dt* since t < 1. Note that third order terms
vanish.

For the other cases in (c):

2
Te(PH™)
PES\{H}
2
1 m
= T > |G dap+z T (PH™)
PeS\{I} m>2
2
|(it)dap|? 1 (1t) itdap (—it)™
- > + Sy a2 Y S S Te(PH™)
pesvm d(d+1) d(d+1) PV et m! PES\{H}d(cH—l)W122 m!
2
\(it)dap|? 1 (it)™
< Tr(PH™ T PHm
< 2 dd+1) +d(d+1)z 2 PHT) d+1 Z [ D lapl- [Te(PH™)
PeS\{I} P |m>2 PGS\{]I}
dt?a? 1 (it)™(—it)™ ,
< £ ) Ty(PH™)Tr(PH™ Tr(PH™)
- d+1 d(d+1) Z m!m/! ( )T ( )+ d+1 m'\/zapzl H
PeS\{I} Pom,m’>2
d 1 (it)™ (—it)™
<2 42 2 m gym’ W
<ot > bt o > e T H dHZ dTr(H™H
PesS\{I} m,m’>2
< 4 p I I R R
Saril 2 PR 2t +d 1
PeS\{I} m,m’>2
d 2 2 4
< mt Z ap + 3t y

PeS\{1}

where we use ZP 0% <1,% PTr(PA)Tr(PB) =Tr(AB), |[Tr(H™)| < d|H||Z < d, >
and Yo, oty =¢f —1—t—5 <.

et 1 t <

m>2 m!

31



Therefore

2
\SU{H}\ (i)™ m
Eije[P(|pie) ~s |ij)] = > dd“ > - Te(PH™)
PESU{]I} m>0
S U AT} 1 2 2 4
< —
<71 Taril\d tdl§5'|ap| + 7dt
S U{l}|
<1 -—¢%2 [SuAT} 4 14
<1t + 7t (14)
2.2
<1t
= 2

where we used

oForaHKEHS,fHH K||2>€SOZP¢SQP>E (choose K = Y pg Y Tr(PH)P),

[Su{l}| ta 4 t“
* I < and 7t* <

For t = ¢, it is sufficient to add the condition that the size of the set S satisfies

d+1)-¢*
sum< e
We can choose the number of repetitions to be N = 21;*‘-223) so that:
Eiaj,£ [PHl H¢1'1751> ~s |¢i1,j1>a T 7|¢iNlN> ~s ‘¢’LN1]N>]]
N
B [P (0.0) ~s 10001 < (1-55) <

Error probability under the null hypothesis. Here we suppose that H € IIg. The error probability is

]Eiajal []PHI [‘¢i1751> s |¢i17j1> or --- or |¢iN,4N> ~s ‘¢iN1jN>H <N- Eilel,ll [P(|¢i1,51> ®s ‘¢i17j1>)] .

Observe that under the event {|¢; ¢) =g |¢; )} we have ¢ # j since I € SU{I}. Also |¢; ) =5 |¢; ;) implies
(¢ie| H |¢; ;) = 0since H € IIg . To see this we can write |¢; ;) (i ;| = ézpeci(—l)”"pS(p) where r; € Ag,
then for Q) € P,, we have

1 riopi+riopsy
[(Giel Qois) [P == Y (=175 T(S(p1)QS(p2)Q)
p1,p2€G;
1 io riopa+qops
= = Z (—1)" p1+1]0p2+qop Tr(S(p1)S(p2)QQ)
p1,p2€G;
= é Z (—1)rioptrioptacr
peG;
=1({rirjg € Gi}) , (15)

where we wrote ¢ for the element in P,, corresponding to @ € P,,. In the last line, we have used Lemma [2.4]
Moreover, we used the fact 7 o p 4+ sop = (rs) o p which can be seen from (—1)"*)°PP(r)P(s)P(p) =
P(p)P(r)P(s) = (=1)"PP(r)P(p)P(s) = (—1)"P(=1)*PP(r)P(s)P(p). Thus either (¢; (@ [¢;;) = 0 or
| {pie] Qi) | =1 Q|di;) = e%|p; ). Hence, under the event {|¢; o) s |¢; ;)} we have (¢; o| H™ |p; ;) =
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0 for m = 0, 1. Therefore:

d+1

Eije[P(161,0) s |ij)] = ZZ| (el 01.3) 171 ({16) s [1,)})
i=1 j#L
2

&« (it)™
ZZ > 1 (Gid H™ i) 1 ({I¢ie) s |10}

i=1 j#L |Im>0

d+1 (it)™

S GNP

i=1 jf |m>2

(i el H™ |93 )

d+1 ym itym

d—|—1 ZZ Z 7<¢15|Hm|¢171><¢i,j|Hm/|¢i,€>

i=1 j L m,m’>2

d+1 ’

DI DI 1” T H)

i=1 m,m’>2

d+1
< . HmHm'

d+1

where we used that {|¢;;)}; is an orthonormal basis, [Tr(H™)| < d and 3, -, (Q: <.
Hence, for t < £ and N = Hﬂi(ﬁﬂ we have that

]Ei’.‘i,l [Pﬂl [‘¢i17€1> ®s |¢i17j1> or --- or |¢iN7fN> *s ‘djiNajN)]]

2log(3
<N Ea g [P00n) s [00,0)] < |20 | o

2log(3) 5 .4 _2log3) 1 1
< 2t < — < =
- e? TS 64 3
Complexity
e Evolution time at each step t = %,

Number of independent experiments N = PItzg(f’ —‘ [72 log 3)1

Total evolution time Nt = {72 1;%(3)" . % < 12log(3) + % ,
—~
<1/6

Total classical processing time: In each round 1 < s < N, we check whether \((ﬁlg G Qi ey =1
for any Q € S U {I}. Via Equation , this reduces to checking whether r r“q € G,,. As G,

is a maximal Abelian subgroup, it equals its own commutator, so we can equ1valently check Whether
rz r °q commutes with all n generators of G;,. Each such commutation check can be performed in time

O(n) see e.g. [SH14, Section 3]. This leads to a total classical processing time of O (Nn?|SU{I}|) =
2
) (n \Stj{ﬂ}l).

&

Complexity of state preparation and measurements: The input states used in our protocol are (ran-
domly chosen) stabilizer states |¢; ;), each of which can be prepared using a Clifford circuit with
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O(+%-) many 2-qubit gates [AGO04]. The measurements used in our protocol are w.r.t. some (ran-

logn
domigy chosen) orthonormal basis of stabilizer states. Given any such a target basis, there always exists
a Clifford unitary that maps the computational basis to the target basis. This can be seen via the
surjective group homomorphism between n-qubit Cliffords and the symplectic automorphism group on
(2n)-bit strings [Haal6, Proposition II.14.], under which stabilizer groups correspond to (symplecti-
cally) isotropic subspaces, and then using the fact that every symplectic subspace can be obtained by
applying a symplectic transformation to a span of a suitable number of canonical basis elements in F3"
[Haal6l Proposition II.8]. Thus, each of our measurements can be implemented by a Clifford circuit

with O( n’ ) many 2-qubit gates |[AG04] followed by a computational basis measurement.

logn

O

5 Lower bounds for learning a general Hamiltonian

In this section, we prove Theorem on lower bounds for learning a general Hamiltonian in normalized
Schatten 2-norm.

Theorem 5.1. Let n > 11. Suppose that the Hamiltonian H satisfies Tr(H) =0 and ||H || < 1.
e Any bounded-ancilla coherent algorithm that constructs H such that %HH — H||y < & with probability

at least 2/3 has to use a number of independent experiments N = Q (%)

o Any non-adaptive ancilla-free incoherent algorithm that construct H such that ﬁHH — H||3 < & with

€

probability at least 2/3 has to use a total evolution time (ﬂ)

We follow a standard strategy for proving lower bounds for learning problems [Fla+12; [Haa+17; LN22;
FOS23} (Ouf23].

Proof. We use the following construction inspired by [BCL20):
Hy = eUOU'T where U ~ Haar(d), and O = diag(+1,...,+1,—1,...,—1).

d ¢ d s
5 times 5 times

Note that in particular Tr[O] = 0 by construction. For such a Hamiltonian we have || H oo < €]|U||s0||O]0o[|U |00 =
€ < 1. The expected distance between two independent Hamiltonians Hy; and Hy satisfies:

E [;|HU — HV||3} = %E [Tr [(UOU)?] + 2Tx [UOUTVOVT] + Tr [(VOVT)?]]

,  2e2 n

=2+ —E [Tr [UOUTO]]
2 2

= 26 4+ = (Tx[0))?

=22,

)

Here, the second equality used invariance of the Haar measure, the third equality used E [UOU T] = %]I

and the last equality used Tr[O] = 0. Moreover for d > 2,

54

E [;2||HU = Hvll‘é] = 5E [(Tr [(UOUM?] +2Tx [UOUTVOVT] + Tr [(vovf)ﬂ)z]
4

= SE|(2d+2m(uoutvovh)’]

4 4
=4t 4 %E [Tr [UOUt0]] + %E (T [outou))’]

82
§4€4+%§652.
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Here, the third equality again used Haar invariance, while the fourth equality used E [U oU ﬂ =Tl — ¢
as well as (relying on [Mel23| Corollary 13])

E[(Te[( mm
=Tr [0%? (E [ (Utou)#?))]
=Tr [ (Tr[c)@?}]l + FTr[O®*F] — éFTr[O@] - ;Tr[FOm]llﬂ
- 1 - ((Tr[O]) + (T2[0%)? - % (Tr[0?%) (Tr[O])z)
— d2
21

§27

with F' the flip operator. So by Holder’s inequality:

1 E[LHy — Hy|2]? 262)3
E ||HU—HV||2] > [dlu J VHQl > ( 64) > 1.1e.
Vd E [&|Hy — Hy ||3] 6e

Observe that the function f: (U, V) — %HHU — Hy||2 is Lipschitz:

|f(Ua V) - f(U/a VI)‘
g
=7 [|[UOUT = VOV, — |U'OU"T — V'OV ||y

< % |UOUT = VOV —U'0U"t + V'OV'1|3|
< % lUoUT —UvoU™ |, + |[UOU'T = U'OU" || + [VOVT = VOV'H||5 + [VOV'T = V'OV,

9
< —= Ut =U o+ U =Tl + VI =V T2+ |V =V
7\@\” ll2 + ll2 + 1l ll2 + |l 2]

:275||\U—U/||2+HV—V/H2|
2fn< V) (U V)as

where ||[(U, V) —(U",V')||2 == \/|[U = U’|3 + |V — V'||3. Hence, by the concentration inequality of Lipschitz
functions w.r.t. the Haar measure [MM13], Corollary 17]:

PUIY) BTV < -0 o~ ) = (55
Vd

So, since E[f] > 1.1e:

272 2
PUAUY) <2) < PUWV) = BTV < ~0.19)  exp e ) e (e )

Therefore, by iteratively picking independent Haar-random unitaries, we can construct a family F' = {H, =
eU,0OU} L Yee) where M = exp ( I8 400) that is e-separated with high probability. In fact, by the union
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bound, we have that:

1
P (F is not e-separated) = P (Hx #a2' e [M]: ﬁHHQE — Hylla < 5)

1
< M*P (\/;iHHl — Hsls < s>

& &
< . _
=P (19200) P ( 9600)
d2
< — .
=P ( 19200)

Let X ~ Uniform[M] and Y be the observations of a correct algorithm. By Fano’s inequality we have:

2

38400

I(X :Y) = (2/3) log(M) — log(2) =

— log(2)

Bounded-ancilla coherent algorithms. For algorithms that use auxiliary systems of dimension d,,x
bounded by ¢V - d¥~!, the dimension of the output state is at most ¢V - d". So, a naive upper bound on
the mutual information for an ancilla-bounded algorithm is given by

I(X :Y) < 2log(cY -dY) = 2N log(c - d).

Hence

2
N> d _ log(2) .
~ 768001og(d-c) 2log(d-c)

Ancilla-free incoherent non-adaptive algorithms. In this setting, the algorithm selects a set of input
states {p¢}ee(ny, time evolutions {t;}scn), and measurement devices {My}sc(n}, which we assume without
loss of generality to be of the form M, = {);, |¢f,){(¢,|}i, for projectors |¢f,)(¢f,| and non-negative co-
efficients \;, satisfying >, Ai, = d. At step £ € [N], the input state is transmitted through the channel

Ul (p) = e itete peiteHls and the output state is measured using the device My, resulting in the outcome I.
For a non-adaptive algorithm, the observations Y = (I,..., Iy) are independent, so the chain rule reads:

N
I(X:Y)=Z(X:I,....Iy) =Y _I(X : I).

Fix [ € [N] and recall the notation U (p) = e itHzpeiteHs where H, = eU,OUJ, we have the joint
distribution of (X, I,):

1
q(x,ip) = M/\” (65, | U (pe) |85,) -

So the mutual information is:

I(X : 1) = ZQ(I,ig)log <M)

-y q(x)q(ic)
1 7]
_ >\z 4 utlz f 1 M < ’u PZ ‘qﬁ >
IZ”M z<¢ | u> Og(}\l/['ZyM ”<¢f€}u§z Pe |¢f£>
=1+ %5,

where

1 (o, | Ui (pe) |1,)
= — i, f u;z fz 1 ¢ ¢ ’
;; M <¢ Z‘ (pé) ’¢ > Og (EUNHaar(d) [< f[ ’ u[tf (p@) ‘¢)f/>]
o (EU~Haar<d) (5, | Uy (po) [ F,)] )
ﬁzy< fz’uéz(pe)‘¢lee> ’

1
5 =D gt (0L Uit (po) |67, ) o

x,iz
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and u[t]z (p) = efitgsUOUTpeitgsUOUT.
We have for H = eUOUT, e = cos(te)l + isin(te)UOUT hence
(01U 61 = (| ™" e o,
= cos?(tee) (o, | pe |#F,) + sin®(tee) (¢f,| UOUT p,UOUT |,
+ 29 cos(te) sin(tee) ( fl} peUOUT ‘¢Z€> )
E [(¢r, | Ui} (pe) |9],)] = cos®(tee) (&7, | pe | ¢7,) + sin® (Lee)E [(g7, | UOU T p UOUT |61,)]

d  d{et j
= cos? (tee) < |pg |¢ >+sin2(t@g) <d2 — <5(Zzl|2pé |f;ze>>

. 2
S t
> cos?(te) bu; _'(_ 416) ,

E [( w| Uit (pe) Mﬂ < cos*(tee) (8| pe |#%,)" + sin’ (tee)E [( ¢ lvoutpuout %ﬂ
+ 4C082(t4 ) sin (tgs [< fZ’ UouU p, ’¢fz> < lengOUT ’qﬁf)]
+ 2 cos?(tse) sin® (tee)E [(¢F, | pe ’¢f£> <¢fZ’ UouUtp,UOUT ’¢fl>]
+ 4 cos(tee) sin® (te)E (45, | UOUT p,UOUT |45, ) (o5, | peUOUT |5,)]

o | pe|ot,) +

(
(@i

< cos(tee) (91, ] pe | @, > + sin (te) O <d12> (16)
¢ ¢
+ cos? (tee) sin® (te) O (W) .

For E [<¢f€ ’ Z/{Itf (pe) ‘qﬁfe >], the calculations are similar as in Equation @ To show Inequality , we used

Weingarten calculus Appendix|§| and the remark that ||O||s = 1, Tr(0) = 0,0? =T and | Wg(r,d)| < O ()
for m € &, and n = 2,3, 4.

In particular, we have

RN,

~E [<¢fe ’ ult][] <p€> ‘¢fi>:|

< cos?(tee) <¢f{} pe ’¢f{> + sin?(t¢) ( f{| UOoUTp,UOUT ‘d)g ) + 23 cos(te) sin(te) <¢f£‘ pUOUT ‘¢f@>
cos?(tee) (oF,| pe |0F,) + Smd+tf5)

<1+ (d+1)+Vd+1<2d
for d > 5. Hence
(o1, [ UL (pe) | 91,)
E [(¢f,| Ui} (oe) |#7,)]
(oF, | U (pe) |95,)
E [(¢f, [Uf (p) |#7,)]

(o5, | U (pe) |5, ) - 1

| sin®(te) {¢f, | UOUT pUOUY |,

+ 25 cos(tee) sin(tee) < f[ } ngOUJr ‘¢f£> — %

< 6dte

Here, we used that sin?(z) < x and that cos(x)sin(z) < z for > 0. So by taking the average over the

outcome iy and assuming that Zévzl ty < d€—2 (since otherwise we already have the statement that we set out
to prove) we have

> t ¢fz ut[ ) (bfz 4 4
Y, = ;Z;M (o8, U (pe) |6, - ( E<¢J’uwp:)|‘¢g>] = 1) € [-6d*, 6d).
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Hence, by Hoeffding’s inequality applied to the i.i.d. random variables {Y; },c[n

1 12248 10g(20) M-1224% 166(20) 1
IP)(M;YI—E[YU] —o 7 e\ YT §2exp P V . S [

M 12248 10°

Therefore with probability at least 9/10, for all [ € [N], using the inequality log(z) < x — 1, we have:

M

N
” <¢” Ut (py) (b 12248 log
_;ZM i ¢Ze’ut pz |¢ >10g<E[< Hutl ’

Ziz Aie (@1, [ U3 (e ( (AL pz |¢ 1) 22d81°g 20)

r (=1 'Lg E qsfﬁ | Z/{

0 ut[
ZZ/\iz <¢fz|u\t}( < ¢1e| (pe) ’QS 1)]

=1 iy IEUNHaar(d) ¢f/|u[tj£ Pé |¢

[%%mww
g
<ZZ ¢f[|u[t]£ pe |¢w>]

Zl’Lz

ZN: s [122d log(20)
1
/=1

I /\

< IEV~Ha'au"(d)

-1

cos' () (07 e 01, )" +sin4<ts>0(;2)+cosa<tg>sm2<t5>@(w>

cos?(te) (94, | pe |, ) + 2ties)

SHN
v
Z Z N, cost (te) (oF,| pe 0L, — 1+ Z i, sin?(te)O (;) + Z i, sin?(te)O (;)
pst e i
icos (tee) — 1] + O (sin?(t4e)) +\/M i O(min{t7e?,1})

=1 /=1

<0 (Z m)

-1

(17)

where we use cos(z) < 1, sin(z) < min{z,1}. On the other hand, for the second sum X, we can use again

the inequality log(z) < x — 1:

— 1 . te [< ’Z/{U 2 |¢) >]
Eg_gﬂ)\wK U (pz)!¢f>1°g< >, <¢f{|u” pe) |, >>

. (68, |1 (pe) )]
<§ E“MW(szWMJQ

—Z/\MIE @ Z/lt’Z pe)|¢ ZM zg e Ut" P£)|¢f,z>

= B [T (04 (00)] ~ 30 27T (W (o)

=0.
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Therefore,

N N
—1og(2) ST(X : Ly, In) =D I(X : Ip) = > (S{+55)
=1

N 2 78
oS5 o/ ETEm

for n > 11 since M = exp ( Finally:

38400)
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A Relating Hamiltonian distances to time evolution distances

In this appendix, we give operational interpretations for the operator norm distance between Hamiltonians as
a worst-case distance and for the normalized Frobenius norm distance between Hamiltonians as an average-
case distance. We do so by relating them to corresponding distances between the associated unitary evolutions
in the limit of short times.

A.1 Operator norm distance between Hamiltonians

The operator norm distance between two Hamiltonians is connected to the following distance measures on
the level of associated time evolution unitaries:

(a) Worst-case fidelity between (pure) output states of the unitaries,

(b) 1-to-1 norm distance between the unitary channels (i.e., worst-case 1-norm distance between output
states over all input states without auxiliary system),

(c) Diamond norm distance between unitary channels (i.e., worst-case 1-norm distance between output
states over all input states with auxiliary system),

(d) Operator norm distance between the unitaries up to a global phase,

distoe (U, V) = min ||U—e%V|_ .
©€(0,2m) e

We first recall the distance measures involved and the relations between them. Then, we demonstrate their
connection to the operator norm distance between Hamiltonians.

First, we know that the 1-norm distance between two pure states is closely connected to their fidelity via
(o) (@] — |¥) (W |l1 = 24/1 = [{@|1))|?, by the equality case in the Fuchs-van de Graaf inequalities [FV99).
This implies the following connection between the above distance measures (a) and (b):

U = V]l1s1 = max||U ) (| U =V ) (| V|1 = 2\/1 - W@\ UtV [y)2.

Next, as we're dealing with unitary channels, the 1-to-1 and diamond norm distances coincide, ||/ — V|11 =
ld = V||o (see [Watl8, Theorem 3.55]). Finally, from [Haa+23, Proposition 1.6], we know that for two
unitaries U, V', the diamond norm distance between the associated channels ¢,V and the operator norm
distance between the unitaries up to a global phase coincide up to multiplicative constants:

1 .
LIV, < disteo (U, V) < d VI,
So, all four distance measures (a)-(d) above are equivalent.

To understand them on the level of Hamiltonians, let H, H be two n-qubit Hamiltonians with Tr[H] =

Tr[ﬂ]. We write the associated unitary time evolutions as U; = e *H and U, = e~ itH Then, as t — 0, we
have for any input state |¢):

(1 UIT0) = (1 T+ itH — D H? —itF — D2 + PHE ) +O()
2 _ 2 B 2 .
= (1= Sl -a2) v (Wl - i) + o
1 (| (- B )+ (] (- ) )+ 0.
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Therefore, we have
U4 = Vo = [ = V]151
- 2% — min|(w| U} T [0)]?

- 2\/t2 o (@111 = 2 10) = (w0l 01 = D) [9)) ) + 0

< 2\/12 maxyy) (] (H — )2 |0) + O(t)
max + A1211111) - (%()\max =+ /\min))2> + O(tS)

}QWH H|PZ, + O(t9)
!

(18)

= 2\/t2 Amax—Amin)® | O(t3)
2t||H — Hlloo + (’)(t2)
max (A2, A2, )
> 2\/t2 ——rmectmins 4 (O(13)

— 2| H — H|w + O(?)
= t|H — Hl| + O(t?)

Here, we used Apax/min to denote the maximal and minimal eigenvalues of H — H. For the lower bound in
Equation , we made the specific choice 1)) = %(Wmm) +|¥min)), Where |tmax /min) are the (orthogonal)

eigenvectors of H — H for the eigenvalues A ax/min- In the second-to-last step, we used that Tr[H — H ]1=0
implies that Apax > 0 and Anjn < 0. Additionally, in the second-to-last as well as in the last step, we

used the Taylor expansion 1+ = 14 O(z) to get \/t2||H — H|2, + O3) = t|H — H||oo/1+ O(t) =

tH/H — H|o (14 O(t)) and similarly 1/#2 - 2mas 4 O(#3) = ¢ - 2max /T O(F) = t- 2mex (14 O(t)). This
derivation tells us that, for short times, we can understand the worst-case distances (a)-(d) via the operator
norm distance between the two Hamiltonians underlying the unitary evolutions.

A.2 Normalized Frobenius norm distance between Hamiltonians

The normalized Frobenius norm distance between two Hamiltonians is connected to the following tightly
related distance measures on the level of the associated time evolution unitaries:

(
(

a) Frobenius norm distance between (normalized) Choi states,

b) Normalized Frobenius norm distance between unitaries up to a global phase,

d

)
)
(c) Average-case squared Frobenius norm distance over Haar-random input states,
(d) Average-case squared trace norm distance over Haar-random input states,

)

(e) Average-case fidelity between output states over Haar-random input states.

Note that due to our focus on unitary evolutions, pure input states lead to pure output states, so that the
relevant average-case squared Frobenius and trace norm distances are related by constant factors. Thus, (c)
and (d) are immediately related. And via the standard relation between the trace distance and the fidelity
between pure states, we can immediately translate between (d) and (e). We now review the connections
between (a), (b), and (c) established in prior work, and then relate (a) to the normalized Frobenius norm
distance between Hamiltonians.

For two n-qubit channels A" and M, we define D(N, M) = % |[CN) = C(M)]|,, where C(N) =
(N ®1d)(Q) = (M @1d)(|2)(£2]) denotes the (normalized) Choi state obtained by applying the channel to a
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canonical maximally entangled state. From [BY23, Proposition 15], we know: If /', M are unital, then

2n+1
2n +1

Ejy)~taar, [N () (@]) = M) @)l ] DN, M)?.

Moreover, if we define, for two unitaries U, V,

dista(U, V) = min ||U—ewVH2 )

V2" ¢€l0,2T)

and if we denote the associated unitary channels by U/ and V, then [BY23, Lemma 14] tells us

% disto(U, V) < DU, V) < disty (U, V).

Now, consider two n-qubit Hamiltonians H, H with Tr[H] = Tr[H], giving rise to unitary time evolutions
Uy = e " and U, = e~ *H . Then, as t — 0, we have:

DU, Th) = — (0 @ WU © 1) - (T 0 DT @ 1)

v

= s llo-
\[H (H-H)®1, Q}H +O(t?)

\/27

2

itH ©1,0] - (2 - il ©1,9]) H2 +O(#?)

H- HH T O®?).

Thus, in the limit of short times, —— — H|| closely relates to D(Uy,U,) and thereby also to dist(Uy, Uy)
2

- 2
as well as to \/IE|¢>NHaarn [HUt [0) (| U — Uy |80) (| Uy 2}. This tells us that for short times, the different

average-case distance measures (a)-(e) are connected to the normalized Frobenius distance between the
underlying Hamiltonians.

B More general variants of Hamiltonian property testing

In this appendix, we discuss three variants and extensions of the Hamiltonian property testing procedure
presented in Section First, we demonstrate how a small modification to our original procedure allows us
to test many properties simultaneously. Second, we show that we can test arbitrarily large properties when
allowing the testing procedure to use auxiliary qubits. Third, we present a variant of the procedure that can
be used for tolerant testing.

B.1 Testing many properties

If we want to test many properties S1, ..., Sy with the same data acquired, we need to change the algorithm
decision rule. The new decision rule is

Atstepx =1,...,N, let & = {|¢pi,.0,) ~5 |¢i,.j.)} and let &, be its complement. Answer the null
hypothesis iff

Z ({&:}) <

As we will see below, the error probability can be shown to be at most ¢ by Chernoff-Hoeffding’s inequal-
ity [Hoe63] for the following set of parameters:
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Algorithm 2: Testing Multiple Properties for Hamiltonian Evolutions

Input : A Hamiltonian H, a set of properties IIg,  for m € {1,..., M}, and an accuracy parameter
€€ (0,1)
Output: The null hypothesis HJ" or the alternate hypothesis H{" for each m € {1,..., M}
1t %

N

)

N [100 1?55(:{\4/5)1,

3 for s+ 1 to N do

4 Sample 75 ~ Uniform[d], js ~ Uniform[d + 1];

5 Input state : ps = |@s, j, ) (D, j. |

6 Evolve under H for time t;

7 | Measurement : My = {|di, ¢){di, ¢|}e and observe £y < MU (ps));
8 end

9 for m < 1 to M do
w0 | if & Y0 1({I61.0.) s, [6i..5.)}) < 2% then
11 ‘ return Hy"
12 else

13 ‘ return H{"
14 end
15 end

e Evolution time at each step t = %,

e Number of independent experiments N = POO 12%_(21/6)—‘ = [602 1(;%(1/5)—‘,

e Total evolution time Nt = {W—‘ =2 < %%(1/6) +

< <
6 6
~—
<1/6
So, to test M properties we can take the error probability to be & — % and apply a union bound. The
new complexity can be taken to be

e Evolution time at each step t = g,

e Number of independent experiments N = POO log(M/ 5)—‘ = [602 log(M/ 5)—‘,

t2e2 et

e Total evolution time

+

Nt:{ngW/ﬂ_zﬁomogW/&

€

et - ed 6
~
<1/6
The logarithmic scaling with M and 1/ is good, however, the dependency in € might be sub-optimal.

With multiple properties, there is a null and alternate hypothesis for each property. The null hypothesis
Hj at i€ {1,...,M} becomes that H € IIg, and the alternate hypothesis H} is that H is € far from being
in IIs,. The algorithm for the testing of multiple properties is therefore Algorithm [2}

Theorem B.1. Let S; C P, such that |S; U {I}| < (22231)54 for all i € {1,...,M}. Suppose that the

Hamiltonian H satisfies Tr(H) = 0 and ||H||oo < 1. For each i € {1,..., M}, Algorithm [ tests whether
H € g, or whether ——||H—K||a > ¢ for all Hamiltonians K € lg,. The algorithm succeeds with probability

N
at least 1 — & and uses a total evolution time O (log(EM)

, a number of independent experiments N =

9] (71%(6]\44/6) . and a total classical processing time O (n2 Zf\il %) Each experiment uses efficiently

implementable states and measurements.
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As in Theorem we in fact have stronger guarantees than just efficient implementability for the states
and measurements. Also here, the input states are n-qubit stabilizer states and the output measurements
are w.r.t. some n-qubit stabilizer state bases.

Proof Sketch. From the proof of correctness in Section [£.2] we have the following inequalities, conditioned on
either the null or alternate hypothesis being true:

t2€2
Pr, (&) = Pr, (|6ie) ~5 i) <1 — 5
_ 122
Pry(€) = Pry(|¢ie) s [¢i;)) <t* < R

for t = ¢ and |[SU{I}| < (dﬁis Now we have a linear behavior of the KL divergence:

3, 41 1
KL ( 212 2H S22 KL t2 2H 262) > 422,
( 2" < ) 4 =700 "¢

Here, we have used that
KL(pllap) > (—loga +a —1)p,
KL(apllp) = (aloga+1—a)p,

for a € (0,1) and p € [0, 1], which can be inferred easily from log(1+x) > x/(1 + z) for > —1. Under the
null hypothesis, since 3t%¢* > 1t2c2 > Py, [€], we can apply the Chernoff-Hoeffding inequality (see [Hoe63]
or [Mull8, Theorem 2.1]):

o

2=

Suten> o] sou (o 3ol

1
< exp (—NKL (21?252“475262))

<exp (=N - 155 - t%¢%) <6

for N = [%ﬁ.(ﬂ‘ﬂ. Here, we have used in the second inequality that o — KL(p|lap) is decreasing on

(0,1) for any p € [0, 1], which can be verified by differentiating in .
The alternate hypothesis case is similar. The bounds on the classical processing time and on the quantum
circuit sizes required for state preparation and measurements follow as in the proof of Theorem [1.2] O

Remark B.2. We highlight two applications of Theorem[B.1 The first is Hamiltonian sparsity testing, that
is, the task of testing whether an unknown Hamiltonian H has an at most k-sparse Pauli basis expansion
or is e-far w.r.t. ﬁ” Iz from all such Hamiltonians, where k = O(1). This can be embedded into the

scenario of Theorem by testing M = (4"]6_1) = O(4™) many properties of size k simultaneously, each
corresponding to a possible set of at most k Pauli terms that appear with non-zero coefficients. As our bounds
in Theorem scale logarithmically with the number of properties, Algorithm |4 solves this sparsity testing
problem with an efficient number of queries and an efficient total total evolution time. If \/% |H|, =1,

meaning E:PGH%|0z13|2 = 1, then Algorithm |4 can even be used to estimate the support of H. Namely, in
this case, each of the M properties that gets assigned the corresponding null hypothesis in the second for-
loop corresponds to a Pauli support such that the corresponding coefficients of H have a squared £5-norm of
>1—e2

Second, we can use Theorem to test whether an unknown H is a low-intersection Hamiltonian.
This property served as an important assumption in recent work on Hamiltonian learning, for instance in
(HKT22; \Hua+23]. We call a Hamiltonian H = ) pcp apP a (k,0)-intersection Hamiltonian if |P| < k
Jor all P € P,, with ap # 0 and if |{Q € P,, | ag # 0 A supp(P) Nsupp(Q) # 0} <0 for all P € P,
with ap # 0. Here, supp(P) = {1 < i < n | P; # I} denotes the support of an n-qubit Pauli string.
We speak of a low-intersection Hamiltonian if both k,0 = O(1). Given fized k and 0, there are at most
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Algorithm 3: Testing Arbitrary Properties for Hamiltonian Evolutions

Input : A Hamiltonian H, a property IIg, and an accuracy parameter € € (0,1)
Output: The null hypothesis Hy or the alternate hypothesis H;

Naux < [Iogg (%ﬁfﬂ}'ﬂ ;

S < (SUAT}) ® Dpnaux;

L+ §;

N [ 2@,

for s <~ 1to N do

Sample i ~ Uniform[2"F™aux] jo ~ Uniform[2" e 4 1];

5
6
7 Input state : Ps = |¢isyjs><¢i37js‘;
8
9

-

w N

I

Evolve the first n qubits under H for time t;
Measurement : My = {|¢;, ¢) (@i, ¢|}e and observe £y « M [(U ® idy, .. ) (ps)];
10 if |pi, j,) *5,... |¢i.e.) then

11 ‘ return H; and stop
12 end
13 end

14 return H

0P (k:2)) many different dual interaction graphs (see [HKT22] for a definition) that a (k,9)-intersection
Hamiltonian can have. (A loose bound that does not take 0 into account can be seen as follows: By the locality
constraint, admissible dual interaction graphs have at most Z?:o ()3 < O(n*1) vertices and thus at most

(’)(nz(k“)) edges. As each edge can either be present or not, there are at most 20(n*** 1) many admissible
dual interaction graphs.) Therefore, by simultaneously testing all the size-O(n*+1) properties corresponding
to different valid dual interaction graphs, Algorz'thm can test whether an unknown H is a (k,0)-intersection
Hamiltonian; and thanks to Theorem[B.1], the query complexity and total evolution time for doing so can be

bounded in terms of log 20" ) = O(nPoly(#:2)),

B.2 Testing arbitrarily large properties
In Theorem [£:2] we can test a property Ilg if the size of the set S satisfies:

(d+1)et

<

To lift this assumption, we propose to use auxiliary systems. The idea is that if we can add an n,.-qubit
ancilla, then we can query the unitary

eltH ® ]IQ"Laux _ eltH@Hznaux .

So we can think of testing H ®Ianaux instead of H, and the relevant property now is Sy, = (SU{I}) @ Ioraux.
This is not exactly true, because we cannot enforce that H @ Ianaux is e-far from Ilg, = given that H is e-far
from IIg. However, in terms of distance, we only need that 3 P¢s a% > &2 for our proof. To see this, let us
bound P (£) under both the null and alternate hypothesis, where we write again & = {|¢; ¢) ~s |¢;;)} and
£ for its complement.

First, under the null hypothesis, the main ingredient in the proof in Section [£.2]is the observation that
it H € IIg and |¢;¢) g |¢i ), then for all j # | we have (¢; (| H™ |¢; ;) = 0 for m = 0,1. This is not
affected if we add ancilla as |p;¢) =g, |¢ij) = VP € Sn,.. ¢ [{(@iel Ploij)| # 1 = VP € SU{l} :
|<¢i75|P ® Ionaux |¢Z,j>| # 1, thus <¢i’g‘ (H ® Ionau )™ |¢i,j> = <¢i,é| H™ ® Ianaux |¢i,j> =0 for m = 0,1.
Hence, under the condition that the null hypothesis is true,

Py, [£] <t*,
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by the same reasoning as before. Next, under the alternate hypothesis, we have (by the previous calculations):

2n+naux

]PHl [5] = Z n+n, n+n,
PESnux U{T} 2 o (2 et 1)

N Z 1 Z (it)mTr(P(H ® Ionaue )™)

INFnaux (QN+naux 1 1 m)
PeSn, . U{I} ( + ) m>0

__lsuml 1 S 00" 1 ppmygnen

n+Naux N+Naux (QN+Naux |
(2 +1) Pesom 2 (2 +1) = m
2

1S U T} 1 (it)™ m
< (2n+naux 4 1) + Z 92n Z m) Te(PH™)|
PeSuU{l} m>0

since P € S & P ® [snaux € Sy Then we can continue as in the proof of Theorem to have

aux ®

2
|S U T} 1 (it)™ m
P, [€] < (2n+naus 4 1) + Z 92n Z m! Te(PH™)
PeSU{T} m>0
I
<1—t22 ¢ |5V} + 7tt.

(2n+naux + 1)

Hence, if we choose t = then we have Py [E] < t2e? Thus, we have to fulfill the following in order to
0 1

=
6’
ensure Py, [£] <1 -— %:
|S U {T}| - 22 et t2e2

= d Tt <
e~ 4 qaq wd TS

The second inequality holds with our choice of ¢ as |S U {I}| > 1, and the first inequality holds if

144-|SU{H}|) |

Naux Z 10g2 ( 2n€4

As we have always |S U {I}| < 22", a number of auxiliary qubits

144 . 2" 144
Naux > 108 — =n+log, T

t2e?

is enough to ensure Py, [£] <1—

of its size.
Since we have the inequalities

. With this amount of ancilla qubits, we can test any set S, regardless

2.2 2.2
Py, (€) <1-— e and Py, (€) < e for t= E,
2 4 6
the query complexity and the total evolution time are the same as for the ancilla-free algorithm. The classical
processing time changes compared to Theorem in that we now need to check properties of (n + naux)-
qubit Paulis. With the same arguments as in the proof of Theorem [4.2} we see that the relation ~g,  can
be checked with O((n + Naux)?[Sn...|) = O(n?S U {I}]) classical processing time. Here, we used O as a
notational simplification that hides a factor polylog(1/e). Finally, the input states are now (n + naux)-qubit
stabilizer states and the measurements are in some bases of (n+n,ux)-qubit stabilizer states, so the quantum

circuit sizes can be bounded as before upon replacing n by n + n,ux, leading to quantum circuit complexities
2 ~ ~
of O (%) =0 (b”g—Qn), where the O again hides factors that are polylogarithmic in é
Thus, we have shown the following theorem in this section:
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Algorithm 4: Tolerantly Testing Properties for Hamiltonian Evolutions

Input : A Hamiltonian H, a property Ilg, and accuracy parameters 0 < g1 < g9 < 1
Output: The null hypothesis Hy or the alternate hypothesis H;

1t /o5(c3 —¢d);
N ’73010g(3)(63+5f)—|.

t2(e3—€%)? ’

N

3 for s+ 1to N do
4 Sample 45 ~ Uniform[d], js ~ Uniform[d + 1];
5 | Input state : p, = |és, ) {6, .
6 Evolve under H for time ¢;
7 | Measurement : My = {|di, ¢){(®i, ¢|}e and observe €5 < MU (ps));
8 end

o if L3N 1({[¢i..0.) s [6i.)}) < Le2(223 + 3¢3) then
10 ‘ return H,
11 else

12 | return H;
13 end

Theorem B.3. Let S C P,,. Suppose that the Hamiltonian H satisfies Tr(H) = 0 and ||H|loo < 1. Using
Naux = [log2 (%‘;{H}‘ﬂ ancilla qubits, Algorithm@ tests whether H € Ilg or \/%HH — K|z > € for all
Hamiltonians K € Tlg with probability at least 2/3 using a total evolution time O (6%), a total number of
independent experiments N = O (s%), and a total classical processing time O (%) Each experiment

uses efficiently implementable states and measurements on O(n + log(1/€)) many qubits.

B.3 Tolerant Hamiltonian property testing

So far, we have focused on the standard setting of property testing. Now, we turn our attention to tolerant
testing [PRRO6|. In our Hamiltonian case, we formulate a tolerant property testing problem as follows:

Problem B.4 (Tolerant Hamiltonian property testing). Given a property Illg associated to a subset S C P,,,
a norm |||, and two accuracy parameters 0 < &1 < g3 < 1, we denote by Nln\f\ (e1,€2) the following Hamilto-
nian property testing problem: Given access to the time evolution according to an unknown Hamiltonian H,
decide, with success probability > 2/3, whether

(i) H is e1-close to having property Ilg, that is, there exists H e Ilg such that

HH—f{H‘ <e1, or

(i) H is eo-far from having property Ilg, that is, VH € Ilg: ’HH — HH' >e9 .
If H satisfies neither (i) nor (ii), then any output of the tester is considered valid.

Clearly, the tolerant testing problem 7T\|Hlﬁ (e1,e2) is at least as hard as T\HHHSI (e2), so the lower bounds
of Section 3| for locality testing w.r.t. unnormalized Schatten p-norms carry over straightforwardly. More
interestingly, in this section, we show, via a variant of the analysis from Section that an analogue of
Theorem [£.2] holds for Algorithm [4

Theorem B.5. Let 0 < e < ez < 1, and let S C P, such that |S U {I}| < %. Suppose that
the Hamiltonian H satisfies Tr(H) =0 and ||H||o < 1. Algom'thm tests whether there exists H € Tg with

L|H-H|s <& or =||H— K|y > &2 for all Hamiltonians K € IIs with probability at least 2/3 using a

von Vo
total evolution time O (m) , a total number of independent experiments N = O (m) , and

n?|SU{I}|

(52751)352)' Each experiment uses efficiently implementable states and

a total classical processing time O (
measurements.
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Proof Sketch. First, note that the error probability under the alternate hypothesis (i.e., in case H is ea-
far from having property IIg) can be upper bounded with exactly the same reasoning as in the proof of

Theorem [4.2] (Eq. [14)) to obtain

1S U AT}

Eige [P (030) ~s 9i5)] < 1- 263 + 2L

+ 7t <1 — %62 + 8t?

for |S U {I}| < (d + 1)t*. So, we only have to adapt the analysis of the error probability under the null
hypothesis.

Therefore, suppose that H is e1-close to having property IIg and let H € ITg be such that \/% |H—-H]|s <
e1. Following the reasoning from the proof of Theorem [£.2] we have to upper bound the expression

d+1

Eije [P (|9ie) =5 |9i5))] ZZ\ Giel € 1i ) 121 ({|ie) s |¢5)}) -

i=1 j#L

Using that under the event {|¢; ¢) =5 |¢i;)}, we have both (¢ ¢| | ;) = 0 and (¢ ¢| H |¢;.;) = 0, we can
expand the exponential series and obtain:

1 d+1
Eije [P (19i0) =5 16i))] = 5y PTCE ZZ\ 160 121 ({[ie) s |¢i5)})
i=1 j#L
d+1 (it)™ 2
= ZZ > (Diel H™ |di )| 1({[di,0) =5 |9i5)})
i=1 j#L |Im>0
d+1 2
< d+1 SN it (il (H — H) |65 +Z |6i.5)
i=1 5,0 m>2
1 d+1
~ T 2 2 (G = ) o) | (19)
i=1 5,0
1 &= —it)™ "
d(d+1)§RZth b, ol (H — H)|¢m> Z ml <¢i,j H |¢i,£> (20)
i=1 j /¥ m>2 ’
2
+ Z( O i B 1655)| (21)
m>2

The term in has already been upper bounded by t* in the proof of Theorem Now, we address the
remaining two terms. First, note that

1 d+1 B ~
(19) = m ZZtQTquSLQ <¢i,€| (H—-H) |¢i,j> <¢z‘,j| (H — H)]
i=1 j0
ot Te[(H — H)?
d+1 Zt2 H)’) = ¢* d &t
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where the second step used that {|¢; ;)}; forms an ONB for every 4, and where the last step used that

\/IQTHH — ff||g < &1. Now, we bound the final remaining term:
d+1 )
@ = 2572 yo DT [m,@ (il (H = ) |61,5) (0] H™]
i=1 j £ m>2
lt m+41 ~
=92 ?RZ Tr[(H—H)Hﬂ
m>2
51 (=pm ()™t N pym
=22 Y T [(H—H)H }
m2>2, m odd
1 (=)™t (ie)™ m—1
—2- Y - T[(H H)H }
m2>3, m even
< 3tt.

where the second step used that {|¢;;)},; forms an ONB for every 4; the third step used that H = HT
and H = H', so that Tr [(H - IZI)Hm] € R for all m; the fourth step used |Tr[(H — H)H™ 1| < |H —
H|1|H |2 < Vd||H - Hl|2 < d and thus 32, Griegy; | Tr((H — H)H™ )| < 0.22 - di* since t < 1.
Combining the upper bounds on , , and , we have shown that
Eije [P (1¢50) s |6i3))] < 7] +3¢1 + 11 <82+ att. (22)

Following the logic laid out in Appendlx we set t2 = 55(e3 — £1) and the new decision rule is:

At step s =1,...,N, let & = {|di, r.) ~s |#i. ;.)} and let & be its complement. Answer the null
hypothesis iff

N

1 . 1

~ D 1({ED < 5152(255 + 32).
s=1

To control the error probability under the null hypothesis, we apply the Chernoff-Hoeffding inequality
[Hoe63):

N
1 _
v Z ({&}) > *t2(2€2 +3e3)| <exp (—NKL <5t2(25§ + 3¢2) [Py, [8]))
1
< exp <—N KL (5t2(2s§ +3¢2)||t%? + 4t4>>
Lo o |12 2 2
=exp | —NKL gt (2e5 + 3¢7) gt (€5 + 4e7)
1 2 _ 2)2
= exp <Nt2 (51262)2)
10 2e5 + 3e7
)
where we used our choice of ¢ and KL(z|ly) > 5= (z — y)? for # > y and N = [%}S%jsf)-‘ .
2 1
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The alternate hypothesis case is similar.

1 _
N Z ({&}) < 7t2(252 +3e?)| <exp (—N KL <5t2(26§ + 3¢3)||Pg, [5]))
1
< exp (—N KL (5t2(2a§ + 3¢7)||t%e3 - 8t4>>
1 1
= exp (N KL (5#(253 + 3¢2) 5t2(35§ + 2s§)>)
1 (52 _ E2)2
= N VAR S SV
P ( 10 " 32422
<6

where we used our choice of ¢ and KL(x|y) > %(x —y)2 for z < y and N = [M—‘ =

t2( 752)2

O (M) =0 (M). This leads to a total evolution time Nt = O <log(1/5) VAC i ,51 €2+€1)) =

(e3—¢7)® (e2—e1)3e2 (e2—e1)3e2

(9( log(1/9) )

(52_51)2.558 5

C Deferred proofs
The following Lemma uses the notation from the proof of Theorem

Lemma C.1 (Generalized Le Cam). Let n > Q(1). Let k <O ( Ton n)). We have for a < 155

1
]EVNHa"Lr(d) [TV(P QV)] 78

We use Le Cam’s method [Le 73]:

Proof of Lemma[C. Let zj = )\( ) <¢ > and y, = )\Ef) <¢l(-f)
Tr(pk) =1 we have >, x) = sz Yp =

Let € be the event that n(V |0)(0| VJf —1/d) is not (n/4)-close to any k-local Hamiltonian. On the one
hand, by the correctness of the algorithm and the data processing inequality, we have that:

U"-Utk pkUJ,tk

¢Ef)>. Note that since

1
3
On the other hand, since we have P (£) > 1 —exp(—Q(d)) by Lemma we have by the triangle inequality:

TV(P,Ey ctaar(a)e [Qv]) = TV (Bern(1/3)[| Bern(2/3)) =

TV(Ey ~ttaar(d) [QV]; Evataar(a)e [QV])

- %Z EVNHaaf(d) [QV(Z)] - ]EVNHaar(d) |:QV(Z)

= lﬁ Z ‘P (5) EVNHaar(d) [QV(Z)] - EVwHaar(d) [QV(Z)l({g})H

Lol

(15 3 P (€ Byt Qv 1((E) ZUP VEy taar(a [@Qv ()1 (16|

15 )
Q(d

< exp(=$(d))-
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So by the triangle inequality

Ey ~taar(d) [TV(P, Qv)] > TV(P, Ey<aar(a) [QV])
2 TV(P7 EVwHaar [ ]) - TV(EVNHaar(d) [QV] 7EV~Haar(d)|£ [QV])
1 2
> = _ exp(— > Z
> L ep(-0() > 2

for d (or, equivalently, n) larger than some constant.
The expected TV distance between P and ()5 can be expressed as follows:

2EV~Haar(d) [TV(Pa Q%’)]

= IEVNHaar(d) Z H A(k) < Zk

apk + (1 - O()Uv tkpk v tk

(k)> H A <

e o)

N N
= Ev~Haar(d) Z H (axr + (1 — )yr) H (azp + (1 — a)xy)

= Ev~Haar(d) Z Z alSl(1 — a) V=18 H Tp (H Yk — H xk)

[é15in |SC[N] keS k¢S k¢S

> Ev~Haar(a) [ Z Z alSl(1 — )18 H T <H Yk — H ka)

i1,enin | S=0 kes k¢S k¢S
¥ | 2 a0 e (- T )|
i1,..0N |0#£SC[N] kes k¢S k¢S

When S = @, we recover the TV distance between P and @ up to a factor as follows:

]EVNHaar(d) Z Z a‘S‘(l - a)N_|S| H Tk <H Yre = H xk) ‘

i1,.50N 1S=0 kes k¢S k¢S

=Eyttaar@) | p, |(1—0) (H Yk — H fk)

01, 0N

= EVNHaar(d) (1 - a Z

11, IN

H 2B (g <

k=1

Utkpk ’Utk

(k)> H AB (g <

(k)>
ik

=2(1 — )"Evtaar(a) [TV(P,Qv)] > M'

9
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When S # @, we can use the triangle inequality:

Sy ozs(l—oz)N_l“ngxk(Hyk—ka)

i1,sin [0ASCIN] kes k¢S k¢S
> S e L ([T [T)
i1,eeyin 0£SC[N] kes k¢S k¢S
— Z a‘s‘(l_a)N*|S| Z ka <H yk"’HJEk)
0£SC[N] i15eyin KES k¢S k¢S
- Y e S I ([T T
0£SC[N] kES iy k¢S ik k¢S ik
=2(1—-(1-a)).
Therefore:
QEVNHaar(d) [TV(Pa QV)] > = - 2(1 - (1 - OZ) )

9

Let o = & where 0 < ¢ < 1/10 is a small constant. We have:

4 22 c\N 22 4—-22¢ 1

Sa—a)N—21-(1- N:—(l——) o> —2= > 2

Sa-aV—20-0-aM =2 (1- )" 222 s
Therefore

1
]EVNHaar(d) [TV(P QV)] TS
O
Lemma C.2. For all z € [135,00),
(—log)(z) < —(z — 1) + 21log(10N)(x — 1)%.
Proof. Let f(x) =log(z) — (z — 1) + 21og(10N)(z — 1)2. We have for ¢ = m <1:
1 (1-x)
‘(@) = = — 1+ 4log(10N)(z — 1) = -
fa) =1 14 aog10m)@ - 1) = LD ey
which is positive for € (0,¢) U (1,00) and negative for ¢ < x < 1, lim, ,o+ f(z) = —oo and f(1) = 0.
Hence, there is a 0 < ¢’ < ¢ such that:
x> < f(x) >0.
But we have
P = Cog(10m) — -2 414 21080108 (1- =) s1- L 5o
oN) - % 10N o8 10N 10N

Thus, we can take ¢ < 155 and for all # > 5% > ¢ we have f(z) > 0. O

D Weingarten Calculus

As we use a random Hamiltonian constructed from sampling a Haar-random unitary matrix in our lower
bound proofs, we need some facts from Weingarten calculus in order to compute the corresponding expecta-
tion values with respect to the Haar measure. If 7 is a permutation of [n], let Wg(7, d) denote the Weingarten
function of dimension d. The following lemma is useful for our results.
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Lemma D.1 (|Gul3|). Let U be a Haar-distributed unitary (d x d)-matriz and let {A;, B;}?_, be a sequence
of complex (d x d)-matrices. We have the following formula for the expectation value:

E[Te(UBU* AU ... UBLU* A,)]

= Z Wg(ﬂoﬁl, d)TI‘B—l (Bl, ey Bn)Troryn (Al, [N

a,Be6,

,An)7

where v, = (12...n) and Tro (M, ..., M,) = ;Tr(Ilicc, M;) for o = I1;C; and C; are cycles.

We will also need some values of Weingarten function:

Lemma D.2 (|CS06|). The function Wg(r,d) has the following values:

Wa((1).d) = 4,
Wa((12),d) = ety
Wa((1)(2),d) = by

_ 2
=A@ (dZ—4)’

We((12)(3),d) = 7
We((1)(2)(3),d) = gl
Wg((1234),d) = — 7= oa =580
We((12)(34), d) = gz
Wg((123)(4), d) = d8—14dg(f4524736d2’

We((12)(3)(4),d) = — o704

Wg((1)(2)(3)(4),d) = gyibsBt6 .
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