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Abstract

In this work we study the behavior of the forward-backward (FB) algorithm when the prox-
imity operator is replaced by a sub-iterative procedure to approximate a Gaussian denoiser, in
a Plug-and-Play (PnP) fashion. In particular, we consider both analysis and synthesis Gaussian
denoisers within a dictionary framework, obtained by unrolling dual-FB iterations or FB itera-
tions, respectively. We analyze the associated minimization problems as well as the asymptotic
behavior of the resulting FB-PnP iterations. In particular, we show that the synthesis Gaussian
denoising problem can be viewed as a proximity operator. For each case, analysis and synthe-
sis, we show that the FB-PnP algorithms solve the same problem whether we use only one or
an infinite number of sub-iteration to solve the denoising problem at each iteration. To this
aim, we show that each ”one sub-iteration” strategy within the FB-PnP can be interpreted as
a primal-dual algorithm when a warm-restart strategy is used. We further present similar re-
sults when using a Moreau-Yosida smoothing of the global problem, for an arbitrary number of
sub-iterations. Finally, we provide numerical simulations to illustrate our theoretical results. In
particular we first consider a toy compressive sensing example, as well as an image restoration
problem in a deep dictionary framework.
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1 Introduction

Linear inverse problems play a pivotal role in various scientific disciplines, including imaging [44],
neurosciences [24], and astrophysics [51]. In these scenarios, an unknown signal x ∈ RN is
observed through a degraded linear system given by

y = Ax+ εw, (1.1)

where y ∈ RM represents the degraded observations, A : RN → RM models a linear measurement
operator, w ∈ RM is a realization of an i.i.d. standard normal random variable, and ε > 0. The
inverse problem (1.1) aims to find an estimate x̂ ∈ RN of x from the degraded measurements y.
This problem is often challenging due to issues such as under-sampling and noise, rendering it
ill-posed and/or ill-conditioned.

To address these challenges, practitioners commonly employ prior knowledge to guide the se-
lection of a plausible solution. A widely adopted approach involves a maximum a posteriori (MAP)
strategy, defining x̂ as a minimizer of a penalized least squares objective:

find x̂ ∈ Argmin
x∈RN

1

2
∥Ax− y∥2 + p(x), (1.2)

where p : RN → (−∞,+∞] is a convex, lower semi-continuous, proper function, representing
a penalization term that incorporates prior information on the target solution. The choice of
the prior is crucial for both reconstruction performance and computational complexity. Notably,
functions summarizing signal structures based on sparsity have been extensively studied in the
literature [21, 3, 23]. Proximal algorithms [16, 30] are efficient to solve the resulting minimization
problem (1.2). They are scalable and versatile, offering convergence guarantees and maintaining
their status as the state-of-the-art for solving inverse problems for more than two decades. A
celebrated proximal algorithm, extensively used in the literature for solving (1.2), is the forward-
backward (FB) algorithm, also known as proximal-gradient or ISTA [17]. This scheme alternates at
each iteration between a gradient step on the differentiable least squares function and a proximal
step on the non-smooth function p. This algorithm reads

x0 ∈ RN

for k = 0, 1, . . .⌊
xk+1 = proxτp

(
xk − τA∗(Axk − y)

)
,

(1.3)

where proxτp is the so-called proximity operator of p, and τ > 0 is a step-size chosen to ensure
the convergence of the generated sequence (xk)k∈N to a solution to (1.2). In (1.3), one has to
compute the proximity operator of p (defined in (1.8)) at each iteration. This operator can have
an explicit formula for many simple choices of functions p (see e.g. [16]). However this is not
true in many cases of interest, and the proximity operator must be approximated numerically with
sub-iterations. These sub-iterations can become computationally expensive in practice as they
need to accurately approximate proxp. Recently, to improve the reconstruction quality and avoid
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these sub-iterations, proximal algorithms have also been paired with deep learning techniques
for solving inverse imaging problems. Examples include deep dictionary learning (DDL) [50],
Plug-and-Play (PnP) algorithms [7], and unfolded neural networks [25]. However, providing
convergence guarantees for these methods is not straightforward.

A common prior’s choice is based on the sparsity of the unknown signal in a certain basis, with
prior p of the form of

(∀x ∈ RN ) p(x) = λg(Γx), (1.4)

where λ > 0 is a regularization parameter balancing data fidelity and regularization terms,
Γ: RN → RS is a linear operator modeling a sparsifying transformed domain, and g : RS → RN is
a convex, lower semi-continuous, proper function promoting sparsity in the transformed domain
(e.g., ℓ1 norm). Notable choices for the sparsifying operator include the Fourier, DCT, or Wavelet
transforms [37] as well as the Total Variation (TV) regularization [48, 8], depending on the prop-
erties of the target solution. The structure of the sought signal, through the operator Γ, can also
be learned from a ground truth dataset in a supervised setting, leading to dictionary learning (DL)
approaches [2, 36]. For such sparsity-based priors, there exists no close-form formula and one typi-
cally needs to resort to expansive sub-iterations. In this paper, we investigate the properties of such
approaches, strategies to reduce the sub-iteration computational burden, and their convergence.

Contributions

We adopt a PnP framework, where the proximity operator of p in (1.3) is replaced with a denoiser.
Building our PnP algorithm with FB iterations, we investigate the behavior of the following FB-PnP
scheme

x0 ∈ RN

for k = 0, 1, . . .⌊
xk+1 = G

(
xk − τA∗(Axk − y)

)
,

(1.5)

where τ > 0 and G : RN → RN is a sparsity-based denoising operator. Specifically, we consider G
to be either an analysis or a synthesis dictionary-based denoiser. Let v ∈ RN be a noisy image. On
the one hand, the Analysis Denoiser (AD) is built as

find GΓ(v) ≈ proxp(v) = argmin
x∈RN

1

2
∥x− v∥2 + gλ(Γx), (1.6)

where gλ ≡ λg and Γ: RN → RS . On the other hand, the Synthesis Denoiser (SD) is built as

find GD(v) ≈ D argmin
z∈RS

1

2
∥Dz − v∥2 + λg(z), (1.7)

where D : RS → RN . In general these two classes of denoisers do not have a closed-form formula
(unless for specific cases, e.g., when Γ is (semi)-orthogonal [22]), thus requiring sub-iterations to
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compute their output. We then aim to investigate the behavior of (xk)k∈N when GΓ and GD are
computed with FB-based iterations following an unrolling framework.

Our first contribution is to analyze the minimization problems associated with the proposed
AD and SD described in (1.6)-(1.7), when Γ and D are fixed dictionaries. In particular, we show
that (1.7) corresponds to a proximity operator, and that the associated problem is equivalent
to a synthesis formulation of problem (1.2)-(1.4). Second, we investigate the behavior of algo-
rithm (1.5), where GΓ and GD are obtained with either 1 sub-iteration of a FB-based scheme, or
when a large enough number of these iterations are run for solving (1.6)-(1.7), leveraging a warm-
restart strategy. We further investigate the behavior of a similar algorithm to (1.5) for solving a
Moreau envelope smoothing of problem (1.2)-(1.4). In this context, we show that using a warm-
restart strategy yield an algorithm which converges toward a solution of the smooth approximated
problem, if the operators GΓ and GD satisfy some sufficient decrease conditions. Finally, we show
through simulations that the proposed unrolling within PnP frameworks is well suited to adopt a
DDL approach for learning dictionaries Γ or D.

Outline

The remainder of the paper is organized as follows. Section 2 first presents the denoiser based on
the sparse coding of the analysis coefficient using a given dictionary. It relies on the so-called dual
forward-backward algorithm. Then, the unrolled version of this denoiser is embedded in a PnP
framework to solve general linear inverse problems for which we provide a convergence analysis.
Section 3 gives a similar analysis for the synthesis-based approach. In particular, we show the
equivalence between the global synthesis-based approach to solve a linear inverse problem and
the PnP approach using a synthesis-based denoiser. Using a smooth, regularized version of the
original problem, Section 4 provides an analysis of the PnP algorithm using analysis or synthesis-
based denoiser exploiting a bi-level optimization framework. Finally, Section 5 illustrates the
convergence properties of the two PnP approaches on a toy compressive sensing examples, as well
as to an image restoration problem within a DDL framework.

Notation

An element of RN is denoted by x = (x(n))1≤n≤N . The standard Euclidean norm is denoted ∥ · ∥,
the ℓp norm (for p > 0) is denoted ∥ · ∥p, and ∥ · ∥S denotes the spectral norm. We denote Γ0(RN )

the set of proper, lower semi-continuous convex functions from RN to (−∞,+∞]. The proximity
operator of a function g ∈ Γ0(RN ) is defined as [38]

(∀v ∈ RN ) proxg(v) = argmin
x∈RN

g(x) +
1

2
∥x− v∥2 . (1.8)
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Let C ⊂ RN be a closed, non-empty, convex set. We denote by ιC the indicator function of C,
defined as, for every x ∈ RN , ιC(x) = 0 if x ∈ C, and ιC(x) = +∞ otherwise. The Fenchel-
Legendre conjugate function of g is denoted by g∗ ∈ Γ0(RN ) and is defined as, for every v ∈ RN ,
g∗(v) = sup

x∈RN

⟨v, x⟩ − g(x). The Moreau’s identity is given by Id=proxg+proxg∗ , where Id denotes

the identity operator. The infimal post-composition of g by an operator U : RS → RN is defined as

U ▷ g : RN → [−∞,+∞] : x 7→ inf
z∈RS ,x=Uz

g(z). (1.9)

An operator G : RN → RN is β-Lipschitz continuous with parameter β > 0 if, for every (x, y) ∈
(RN )

2, ∥G(x)−G(y)∥2 ≤ β∥x− y∥.

For further background on convex optimization, we refer the reader to [4, 46] and references
therein.

2 Analysis denoiser for FB-PnP algorithm

In this section we focus on the analysis denoiser defined in (1.6), for a fixed dictionary Γ. By
definition, the proximity operator of g ◦ Γ can be interpreted as a MAP estimate for a Gaussian
denoising problem, where the least-squares function corresponds to the data-fidelity term, and
g ◦Γ is the penalization function. During the last decade, this interpretation has been leveraged to
develop new hybrid optimization algorithms, dubbed PnP methods, where the proximity operator
can be replaced by more powerful denoisers [7, 49] to solve inverse problems of the form of (1.1).
For instance, the PnP formulation of the FB algorithm (1.3), called FB-PnP hereafter, is given
by (1.5). More generally, PnP algorithms have been proposed in the literature using a wide range
of proximal algorithms, including HQS algorithm, Douglas-Rachford algorithm, or primal-dual
algorithms. Denoisers can be either hand-crafted (e.g. BM3D [18]), or learned (e.g. neural
network denoisers [11, 47, 45]). Although PnP methods have shown outstanding performances in
many applications, they can be unstable in practice. The main challenge is to guarantee that PnP
iterations produce a converging sequence of estimates (xk)k∈N, without sacrificing reconstruction
performances. In particular, it is well known that PnP algorithms output converging sequences
(xk)k∈N if the denoiser G is firmly non expansive, as a consequence of fixed point theory [4].
Recently, they have been extensively studied, in particular when denoisers are neural networks [41,
52, 26, 27, 29, 43].

In this section, we focus on FB-PnP defined in (1.5), where the denoiser is built with sub-
iterations based on the FB scheme for approximating (1.6), for a fixed dictionary Γ. In the follow-
ing, we call such a denoiser an analysis denoiser (AD).
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2.1 Analysis denoiser structure

As mentioned in Section 1, unless Γ is (semi)-orthogonal, the AD problem (1.6) does not have an
explicit solution. However, it can be solved by the FB algorithm when applied to the dual problem
of (1.6) (in the sense of Fenchel-Rockafellar, see e.g. [4, Chap. 15]), as proposed in [14, 15]. The
resulting dual-FB algorithm reads

for ℓ = 0, 1, . . .⌊
uℓ+1 = proxσg∗λ

(
uℓ − σΓ(Γ∗uℓ − v)

) (2.1)

where u0 ∈ RS and σ > 0 is a step-size. Then the following convergence result can be deduced
from [14, Thm. 3.7].

Theorem 2.1 Assume that there exists σ > 0 such that σ < σ < (2− σ)∥Γ∥−2
S . Then (uℓ)ℓ∈N con-

verges to a solution u†Γ to the dual problem of (2.5), and x†Γ = v − σΓ∗u†Γ is a solution to (2.5).

algorithm (2.1) can be used as sub-iterations when included within the global FB algo-
rithm (1.5), to approximate the computation of proxgλ◦Γ. However, for (1.5) to still benefit from
convergence guarantees, the computation of the proximity operator must be very accurate, which
can be difficult in practice as this is only achieved at asymptotic convergence of (2.1). In this sec-
tion, we investigate the behavior of (1.5) with the AD, when only one iteration of algorithm (2.1)
is computed.

Model 2.2 (Analysis denoiser (AD)) Let (v, u0) ∈ RN × RS , Γ: RN → RS be a linear operator,
and λ > 0 be a regularization parameter. Let L ∈ N∗. Let G̃A

L,λ,v : RS → RS be defined as

G̃A
L,λ,v(u0) = TA

λ,v ◦ · · · ◦ TA
λ,v︸ ︷︷ ︸

L compositions

(u0), (2.2)

where

TA
λ,v : RS → RS : u 7→ proxσg∗λ

(
u− σΓ∗(Γu− v)

)
(2.3)

with σ > 0. The unrolled AD GA
L,λ,v : RS → RN is obtained as follows:

GA
L,λ,v(u0) = v − ΓG̃A

L,λ,v(u0). (2.4)

A few comments can be made regarding Model 2.2.

Remark 2.3

(i) In [43, 32], the authors have used the unrolled Model 2.2 to design denoising NNs, where
the dictionary Γ is learned and is different at each iteration. In their work, a slightly different
structure of operator TA

λ,v was used, accounting for a simple convex constraint on the signal
domain, and rescaling the dual variable.
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(ii) It can be noticed that, since the layers of Model 2.2, defined in (2.3), correspond to FB iter-
ations, it can be formulated as a feed-forward network, acting in the dual domain. Precisely,
TA
λ,v can be reformulated as

(∀u ∈ RS) TA
λ,v(u) = proxσg∗λ

((Id−σΓ∗Γ)u+ σΓ∗v) .

In [32], the authors describe the layers of Model 2.2 using a primal-dual formulation, where
each layer is composed of two feed-forward layers, one acting in the dual domain, and one
acting in the primal domain.

(iii) As a direct consequence of Theorem 2.1, it can be noticed that, for any u0 ∈ RS , if there
exists σ > 0 such that σ < σ < (2 − σ)∥Γ∥−2

S , then lim
L→+∞

GA
L,λ,v(u0) = x†Γ, where x†Γ is the

solution to the problem to

find x†Γ = proxgλ◦Γ(v) = argmin
x∈RN

1

2
∥x− v∥2 + gλ(Γx). (2.5)

2.2 FB-PnP algorithm with approximated AD

In this section we aim to

find x̂A ∈ argmin
x∈RN

1

2
∥Ax− y∥2 + gλ(Γx). (2.6)

We study the asymptotic behavior of the FB-PnP algorithm (1.5) with the AD given in Model 2.2.
This algorithm boils down to

x0 ∈ RN , z0 ∈ RS ,

for k = 0, 1, . . . vk = xk − τA∗(Axk − y),

uk+1 = GA
L,τλ,vk

(uk),

xk+1 = vk − Γuk+1,

(2.7)

where τ > 0 is the stepsize of the FB algorithm and L ∈ N∗ is the number of iterations of the AD
in Model 2.2.

The following convergence result directly follows from Theorem 2.1 and [17, Thm. 3.4].

Theorem 2.4 Let (xk)k∈N be generated by algorithm (2.7). Assume that there exist τ > 0 and σ > 0

such that τ ≤ τ ≤ (2 − τ)∥A∥−2
S and σ ≤ σ ≤ (2 − σ)∥Γ∥−2

S . When L → ∞, i.e. when we use an
infinite number of iterations in Model 2.2, then (xk)k∈N converges to a solution to problem (2.6).

Theorem 2.4 only holds when L → ∞, i.e. when GA has a very large number of sub-iterations.
In practice, this is often intractable and only a fixed finite number of iterations are used. For
instance, in the context of DDL, typically L will be smaller than 20. We propose to investigate
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to what extent this impacts the convergence and the nature of the final solution. Note that in
algorithm (2.7), the unrolled denoiser benefits from a warm restart using the output uk of the
inner iterations G̃A obtained at iteration k. We will take advantage of this warm restart to show
the convergence of (xk)k∈N when L = 1. In this particular case, at iteration k ∈ G, the update of
uk in algorithm (2.7) boils down to

uk+1 = GA
1,τλ,vk

(uk) = TA
τλ,vk

(uk), (2.8)

where TA
τλ,vk

is defined in (2.3).

In the following result, we show that algorithm (2.7) with L = 1 corresponds to the scaled
primal-dual algorithm proposed by [35] (see Section 6 in this article, equation (40)). We can then
deduce convergence guarantees for (xk)k∈N, leveraging [35, Thm. 1].

Theorem 2.5 Let (xk)k∈N and (uk)k∈N be sequences generated by algorithm (2.7) with L = 1. As-
sume that there exist τ > 0 and σ > 0 such that τ ≤ τ ≤ (2− τ)∥A∥−2

S and σ ≤ σ ≤ (2− σ)∥Γ∥−2
S .

Then the following statements hold:

(i) (xk)k∈N converges to a solution to (2.6).

(ii) (xk, τ
−1uk)k∈N converges to a solution to the saddle-point problem

minimize
x∈RN

max
u∈RS

1

2
∥Ax− y∥2 + ⟨Γx, u⟩ − g∗λ(u). (2.9)

Proof. Let (xk)k∈N and (uk)k∈N be generated by algorithm (2.7) with L = 1. We have

xk+1 = vk − Γuk+1 = xk − τA∗(Axk − y)− Γuk+1

and

uk+1 = proxσg∗λτ

(
uk − σΓ∗Γuk + σΓ∗vk

)
= proxσg∗λτ

(
uk − σΓ∗Γuk + σΓ∗(xk − τA∗(Axk − y)

))
= proxσg∗λτ

(
uk + σΓ∗

(
xk − τA∗(Axk − y

)
− Γuk

))
.

Hence, algorithm (2.7)-(2.8) is equivalent to

for k = 0, 1, . . .⌊
uk+1 = proxσg∗λτ

(
uk + σΓ∗

(
xk − τA∗(Axk − y

)
− Γuk

))
xk+1 = xk − τA∗(Axk − y)− Γuk+1.

(2.10)

Further, noticing that gλτ = τgλ, and applying subsequently Prop. 24.8(v) and Prop. 13.23(i)
from [4], we have

(∀u ∈ RS) proxσg∗λτ
(u) = proxστg∗λ

(u) = proxστg∗λ(τ−1·)(u) = τ proxστ−1g∗λ
(τ−1u).
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Applying this result to (2.10) leads to

for k = 0, 1, . . . uk+1 = τ proxστ−1g∗λ

(
τ−1

(
uk + σΓ∗

(
xk − τA∗(Axk − y

)
− Γuk

)))
xk+1 = xk − τA∗(Axk − y)− Γuk+1.

(2.11)

Hence, by setting, for every k ∈ N, ũk = τ−1uk, we obtain

for k = 0, 1, . . .⌊
ũk+1 = proxσ

τ
g∗λ

(
ũk +

σ
τ Γ

∗(xk − τA∗(Axk − y)− τΓũk
))

xk+1 = xk − τA∗(Axk − y)− τΓũk+1.

(2.12)

By noticing that algorithm (2.12) corresponds to the scaled primal-dual algorithm proposed
by [35] (see Section 6 in this article, equation (40)), [35, Thm. 1] can directly be applied to
deduce the convergence results, using the scaled version of the algorithm given in Section 6 of the
same article.

Theorem 2.5 shows that using a single sub-iteration L = 1 in algorithm (2.7) is sufficient to
ensure the convergence toward a solution to the same problem as the one solved when using
L → ∞, provided that we use a warm-starting scheme. It also informs us on the structure of the
recovered solutions as the solution of a min-max problem. Let us give a practical implication of
(ii) in the case where the ℓ1 norm is used as a sparsity-inducing regularization.

Example 2.6 In the particular case g = λ∥ · ∥1, then Theorem 2.5 shows that

min
x∈RN

1

2
∥Ax− y∥2 + λ∥Γx∥1 = min

x∈RN
max

x0∈FA
λ (Γ)

1

2
∥Ax− y∥2 + ⟨x, x0⟩, (2.13)

where FA
λ (Γ) =

{
x | inf{∥z∥∞ | Γz = x} ≤ λ

}
.

3 Synthesis denoiser for FB-PnP algorithm

We now focus on the synthesis denoiser (SD) defined in (1.7) for a fixed dictionary D. The
objective will be to investigate the behavior of the FB-PnP algorithm (1.5), where the operator G
is such an SD. Before investigating suitable unrolling techniques to build an SD within the FB-PnP
algorithm, we will show that (1.7) is a proximity operator of a convex function. We will further
investigate the link between the associated minimization problem, and the problem that would be
obtained if a full synthesis formulation of (1.2)-(1.4) was considered. We will then propose an
unrolled FB algorithm for solving (1.7), and investigate the behavior of algorithm (1.5) with this
unrolled SD.
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3.1 Synthesis problem formulations

In this section we first define the synthesis problem of interest, and investigate its properties.

Synthesis denoiser as proximity operator Unlike for the AD studied in Section 2, it is not
obvious that the SD corresponds to a proximity operator. The first result of this section will show
that (1.7) indeed is a proximity operator of a convex function, making it a suitable candidate for
the FB-PnP algorithm (1.5). For a fixed synthesis dictionary D, we introduce the notation (x†D, z

†
D),

that is a solution to the problem that aims to

find x†D = Dz†D where z†D = argmin
z∈RS

1

2
∥Dz − v∥2 + gλ(z). (3.1)

Problems (2.5) and (3.1) are equivalent when the dictionary is invertible, which is generally not
the case. Detailed comparisons between analysis and synthesis problem formulations can be found
in the literature, e.g., in [22].

Proposition 3.1 Let D : RS → RN , v ∈ RN , λ > 0, and let g ∈ Γ0(RN ). Then, for z†D defined as
in (3.1), we have

x†D = Dz†D = prox(g∗λ◦D∗)
∗(v), (3.2)

= proxD▷gλ
(v), (3.3)

where the infimal post-composition operator ▷ is defined in (1.9).

Proof. According to Fenchel-Rockafellar duality (see, e.g., [4]), the dual problem associated
with (3.1) aims to

find u†D = argmin
u∈RN

1

2
∥u− v∥2 + g∗λ(D

∗u) = proxg∗λ◦D∗(v). (3.4)

In addition, according to [4, Thm. 19.1], we have

−u†D ∈ ∂ 1
2
∥·−v∥22

(Dz†D) = {Dz†D − v} ⇔ Dz†D = v − u†D. (3.5)

Combining (3.4) and (3.5) leads to Dz†D = (Id−proxg∗λ◦D∗)(v), which, combined with Moreau’s
identity gives (3.2). Further, by combining Prop. 12.36(ii) and Prop. 13.24(iv) from [4], we have
(g∗λ ◦D∗)∗ = D ▷ gλ, hence the final result (3.3).

Is it important to note that here, we don’t consider the traditional output of the synthesis
formulation z†S but the denoised image x†S that is recovered from it. While z†S might be non-unique
and the application linking some input v to z†S(v) = proxgλ(v) is non-smooth, it is not the case for
x†S , which results from the proximity operator. We can thus deduce from Proposition 3.1 that the
PnP-FB algorithm (1.5) with G being the SD aims to

find x̂S ∈ argmin
x∈RN

1

2
∥Ax− y∥2 +D ▷ gλ(x). (3.6)
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Synthesis problem equivalence Another standard strategy is to consider a full synthesis formu-
lation of (1.2)-(1.4). In this context, the objective is to

find ẑS ∈ Argmin
z∈RS

1

2
∥ADz − y∥2 + gλ(z). (3.7)

Then, the signal estimate is synthesized from the dictionary by computing DẑS . This problem can
be solved by any sparse coding algorithm. For instance, when g is proximable, algorithms of choice
include FB algorithm, and its accelerated versions such as FISTA [5, 9]. In particular, the sparse
code estimate ẑS can be obtained using FB iterations, as follows

for k = 0, 1, . . .⌊
vk = zt − γD∗A∗(ADzt − y)),

zk+1 = proxγgλ(vk),

(3.8)

where z0 ∈ RS , and γ > 0 is the step-size chosen to enable convergence of (zk)k∈N to a solution
to (3.7) [17, Thm. 3.4].

The result below highlights the links between the full synthesis problem (3.6) and the analysis
problem with SD (3.7).

Theorem 3.2 Let f = 1
2∥A · −y∥2. Then we have

min
x∈RN

f(x) +D ▷ gλ(x) = min
z∈RS

f(Dz) + gλ(z). (3.9)

In addition,

(i) if ẑS ∈ RS is a solution to (3.7), then x̂S = DẑS ∈ RN is a solution to (3.6),

(ii) if x̂S ∈ RN is a solution to (3.6), then there exists a solution ẑS ∈ RS to (3.7) such that
x̂S = DẑS .

Proof. Using twice Fenchel-Rockafellar strong duality (see, e.g., Def. 15.19 and Prop. 15.21 in [4]),
we have

min
z∈RS

f(Dz) + gλ(z) = − min
v∈RN

f∗(v) + g∗λ(−D∗v) = − min
v∈RN

f∗(−v) + g∗λ ◦D∗(v)

= min
x∈RN

f(x) + (g∗λ ◦D∗)∗(x) (3.10)

= min
x∈RN

f(x) +D ▷ gλ(x), (3.11)

where in (3.10), the Fenchel-Rockafellar strong duality is applied to f∗ and (g∗λ ◦D∗), with f∗∗ = f

as f ∈ Γ0(RN ), and the last equality is obtained using (1.9). This shows (3.9), i.e., that the values
of the two problems minima are the same.
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(i) Let ẑS be a solution to (3.7). We now want to show that x̂S = DẑS is solution to (3.6). Using
the definitions of the infimal post-composition and conjugate functions, we have

f(DẑS) +D ▷ gλ(DẑS) = f(DẑS) + (g∗λ ◦D∗)∗(DẑS) = f(DẑS) + sup
x∈RN

⟨x,DẑS⟩ − g∗λ(D
∗x)

= f(DẑS) + sup
x∈RN

⟨D∗x, ẑS⟩ − g∗λ(D
∗x).

Since, for every x ∈ RN , D∗x ∈ RS , we obtain

f(DẑS) +D ▷ gλ(DẑS) ≤ f(DẑS) + sup
v∈RS

⟨v, ẑS⟩ − g∗λ(v) = f(DẑS) + gλ(ẑS) (3.12)

where the last equality is obtained using the definition of conjugate functions (and g∗∗λ = gλ as
gλ ∈ Γ0). Further, according to (3.10), since ẑS is a solution to (3.7), we have

f(DẑS) + gλ(ẑS) = min
x∈RN

f(x) +D ▷ gλ(x). (3.13)

Let x̂S be a solution to (3.6). Combining (3.12) and (3.13), we obtain

f(DẑS) +D ▷ gλ(DẑS) ≤ f(x̂S) +D ▷ gλ(x̂S).

Hence x̂S = DẑS .

(ii) Let x̂S be a solution to (3.6). We will show that there exist some ẑS such that x̂S = DẑS and ẑS
solution to (3.7). Assume that the component of x̂S contained in im(D)⊥ = kerD∗ is not 0, then

sup
v∈RN

⟨v, x̂S⟩ − g∗λ(D
∗v) ≥ sup

v∈kerD∗
⟨v, x̂S⟩ − g∗λ(0) ≥ +∞.

As the value of (3.10) is finite, this would violate the optimality of x̂S . Thus x̂S is contained in
the image of D, and there indeed exists ẑS ∈ RS such that x̂S = DẑS . By definition of the infimal
post-composition, we have

f(x̂S) +D ▷ gλ(x̂S) = f(x̂S) + inf
z∈RS ,x̂S=Dz

gλ(z)

= min
z∈RS ,x̂S=Dz

f(Dz) + gλ(z). (3.14)

Then, there exists ẑS such that x̂S = DẑS , solution to (3.14) and we have

f(DẑS) + gλ(ẑS) = f(x̂S) +D ▷ gλ(x̂S).

Hence, thanks to (3.11), ẑS is a minimizer of (3.7) and this conclude the proof.

Theorem 3.2 shows that the minimum values of Problems (3.6) and (3.7) are the same. It
also highlights that any solution to (3.6) can be projected through D to find a solution to (3.7).
Reciprocally, any solution to (3.7) can be generated by some synthesis coefficients of D which are
also solutions to (3.6).

12



Example 3.3 In the particular case when g = λ∥ · ∥1, then Theorem 3.2 ensures that

min
z∈RS

1

2
∥y −ADz∥22 + λ∥z∥1 = min

x∈RN

1

2
∥y −Ax∥22 + ι∗FS

λ (D)
(x)

= min
x∈RN

max
x0∈FS

λ (D)

1

2
∥Ax− y∥2 + ⟨x, x0⟩, (3.15)

where FS
λ (D) = {x | ∥D∗x∥∞ ≤ λ}.

One can note the similarity between the analysis and synthesis problems formulations (3.15)
and (2.13). Indeed the analysis and the synthesis Lasso formulations for solving the inverse prob-
lem (1.1) share the same min-max optimization structure, with different convex constraints on the
max variable.

3.2 Synthesis denoiser structure

As explained in Section 1, and similarly to the AD problem, the SD problem (1.7) does not have
an explicit solution. However, it can be solved using FB iterations when g is proximable [54, 20,
17, 16]. The resulting iterations read

for ℓ = 0, 1, . . .⌊
zℓ+1 = proxζgλ

(
zℓ − ζD∗(Dzℓ − v)

)
,

(3.16)

where z0 ∈ RS , and ζ > 0 is a step-size. Then the following convergence result can be deduced
from [17, Thm. 3.4].

Theorem 3.4 Assume that there exists ζ > 0 such that ζ < ζ < (2− ζ)∥D∥−2
S . Then the sequence

(zℓ)ℓ∈N converges to z†D, and x†D = Dz†D is a solution to (3.1).

algorithm (3.16) can be used as sub-iterations when included within the global FB algorithm (1.5),
to approximate the computation of proxD▷gλ

. Similarly to Section 2, in this section we investigate
the behavior of (1.5) with the SD, when only one iteration of algorithm (3.16) is computed. To this
aim, we define an unfolded iterative scheme approximating the proximal operator of p = D ▷ gλ,
i.e., an SD as defined in (1.7).

Model 3.5 (Synthesis denoiser (SD)) Let (v, z0) ∈ RN × RS , D : RS → RN be a linear operator,
and λ > 0 be a regularization parameter. Let L ∈ N∗ and G̃S

L,λ,v : RS → RS be defined as

G̃S
L,λ,v(z0) = TS

λ,v ◦ · · · ◦ TS
λ,v︸ ︷︷ ︸

L compositions

(z0), (3.17)

where

TS
λ,v : RS → RS : z 7→ proxζgλ

(
z − ζD∗(Dz − v)

)
(3.18)
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with ζ > 0. The unrolled SD GS
L,λ,v : RS → RN is obtained as follows:

GS
L,λ,v(z0) = DG̃S

L,λ,v(z0). (3.19)

A few comments can be made on Model 3.5.

Remark 3.6

(i) The layers of Model 3.5 consisting of FB iterations, they correspond to feed-forward layers,
and TS

λ,v can be reformulated as

(∀z ∈ RS) TS
λ,v(z) = proxζgλ

((
Id−ζD∗D

)
z + ζD∗v

)
.

(ii) The feed-forward layers TA
λ,v and TS

λ,v share the same structure, except that the activation
function in TA

λ,v corresponds to the proximity operator of g∗λ, while for TS
λ,v it corresponds to

the proximity operator of gλ.

(iii) A direct consequence of Theorem 3.4 is that, for any z0 ∈ RS , if there exists ζ > 0 such that
ζ ≤ ζ ≤ (2− ζ)∥D∥−2

S , then lim
L→+∞

GS
L,λ,v(z0) = x†D, where x†D is defined in (3.1).

3.3 FB-PnP algorithm with approximated SD

In this section we aim to solve (3.6). We thus study the asymptotic behavior of the FB-PnP algo-
rithm (1.5) with the SD given in Model 3.5. In this context, this algorithm boils down to

x0 ∈ RN , z0 ∈ RS ,

for k = 0, 1, . . . vk = xk − τA∗(Axk − y),

zk+1 = GS
L,τλ,vk

(zk),

xk+1 = Dzk+1,

(3.20)

where τ > 0 is the stepsize of the FB algorithm and L ∈ N∗ is the number of iterations of the AD
in Model 2.2. The following convergence result is a direct application of results from [17].

Theorem 3.7 Let (xk)k∈N be generated by algorithm (3.20). Assume that there exist τ > 0 and ζ > 0

such that τ ≤ τ ≤ (2− τ)∥A∥−2
S and ζ < ζ < (2− ζ)∥D∥−2

S . When L → ∞, i.e. i.e. when we use an
infinite number of iterations in Model 3.5, then (xk)k∈N converges to a solution to problem (3.6).

Theorem 3.7 only holds when L → ∞, i.e. when GS has a very large number of sub-iterations
(i.e., layers). As for the AD case, this is often intractable, and only a fixed (low) number of
iterations are considered in practice. In the remainder of this section, we focus on the case when
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only L = 1 sub-iteration is computed in Model 3.5, and investigate the behavior of (xk)k∈N in this
context, as well as the nature of the provided solution. In this particular case, at iteration k ∈ G,
the update of zk in algorithm (3.20) boils down to

zk+1 = GS
1,τλ,vk

(zk) = TS
τλ,vk

(zk), (3.21)

where TS
τλ,vk

is defined in (3.18).

We will now show that algorithm (3.20)-(3.21) is equivalent to the FB iterations in (3.8) for
solving (3.7). This will enable us to deduce asymptotic convergence guarantees of algorithm (3.20)
when L = 1.

Theorem 3.8 Let (zk)k∈N and (xk)k∈N be sequences generated by algorithm (3.20) with L = 1.
Assume that there exists ε > 0 such that ε ≤ τζ ≤ (2− ε)∥AD∥−2

S , then

(i) (zk)k∈N converges to a solution ẑS to problem (3.7).

(ii) (xk)k∈N converges to a solution x̂S to problem (3.6).

Proof. Expending algorithm (3.20)-(3.21), we obtain, for every k ∈ N,

vk = xk − τA∗(Axk − y) (3.22)

z̃k = zk − ζD∗(Dzk − vk) (3.23)

zk+1 = proxτζgλ(z̃k) (3.24)

xk+1 = Dzk+1. (3.25)

Combining (3.22) and (3.23), and then using (3.25), we obtain

z̃k = zk − ζD∗
(
Dzk −

(
xk − τA∗(Axk − y)

))
= zk − ζD∗

(
Dzk −

(
Dzk − τA∗(ADzk − y)

))
= zk − τζD∗A∗(ADzk − y).

Hence, algorithm (3.20)-(3.21) is equivalent to

for k = 0, 1, . . . z̃k = zk − τζD∗A∗(ADzk − y),

zk+1 = proxτζgλ(z̃k),

xk+1 = Dzk+1.

(3.26)

algorithm (3.26) corresponds to the FB iterations given in (3.8) with step-size γ = τζ. Then,
according to [17, Thm. 3.4], (zk)k∈N converges to a solution ẑS to (3.7) if there exists ε > 0 such
that ε ≤ τζ ≤ (2−ε)∥AD∥2S . Further, according to Theorem 3.2(i), x̂S = DẑS is a solution to (3.6).

To summarize, in Theorem 3.8, as in the case of AD, we show that we can recover the solution
of the full problem (3.6) using only L = 1 sub-iterations, provided that we use a restarting scheme.
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4 Approximated AD and SD for smooth minimization

Algorithms (2.7)-(2.8) and (3.20)-(3.21) enable using a unique sub-iteration of an unrolled FB-
based algorithm within a FB-PnP framework, for solving (2.6) and (3.6), respectively. In particular,
we showed in Theorem 2.5 and Theorem 3.8 that such an approximation enables solving the
problems of interest (2.6) and (3.6), respectively, as if an infinite number of sub-iterations were
computed. In this section, we focus on a particular case when a smoothed version of the problems
of interest is considered.

In this context, we do not need to consider the AD and SD problems separately. Instead, we
focus on a generic problem of the form

minimize
x∈RÑ

f̃(x) + g̃λ(x), (4.1)

where f̃ : RÑ →]−∞,+∞] is assumed to be convex and β̃-Lipschitz differentiable, for β̃ > 0, and
g̃λ : RÑ →]−∞,+∞] is a convex, proper and lower-semicontinuous function. Then, the synthesis
problem is a particular case of (4.1) where{

f̃ : RS →]−∞,+∞] :z 7→ ∥ADz − y∥2

g̃λ :RS →]−∞,+∞] :z 7→ gλ(z).
(4.2)

Similarly, the analysis problem is a particular case of (4.1) where{
f̃ : RN →]−∞,+∞] :x 7→ ∥Ax− y∥2

g̃λ :RN →]−∞,+∞] :x 7→ gλ(Γx).
(4.3)

Remark 4.1 We would emphasize that, according to Theorem 3.2, if ẑ is a solution to (4.1)-(4.2),
then Dẑ is a solution to (3.6).

In this section, we focus on a smooth regularized version of problem (4.1), aiming to

find x‡ = argmin
x∈RÑ

f̃(x) + µg̃λ(x), (4.4)

where µg̃λ denotes de Moreau-Yosida envelope of g̃λ with parameter µ, defined as

(∀x ∈ RÑ ) µg̃λ(x) = min
u∈RÑ

g̃λ(u) +
µ

2
∥x− u∥2.

According to [4, Prop. 12.30], µg̃λ is µ-Lipschitz-differentiable, with gradient given by

(∀x ∈ RÑ ) ∇µg̃λ(x) = µ
(
x− proxg̃λ

µ

(x)
)
.
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Hence, Problem (4.4) can be solved using a gradient descent algorithm, given by

x0 ∈ RN , u0 ∈ RN ,

for k = 0, 1, . . .⌊
xk+1 = xk − τ∇xF (xk, uk),

uk+1 = proxg̃λ
µ

(xk+1),

(4.5)

where, for every (x, u) ∈ RÑ × RÑ , F (x, u) = f̃(x) + g̃λ(u) +
µ
2∥x− u∥2, and

∇xF (x, u) = ∇f̃(x) + µ(x− u) (4.6)

is Lipschitz-differentiable, with constant β̃+µ. The sequence (xk)k∈N generated by algorithm (4.5)
is then ensured to converge to the solution x‡ to (4.4), if there exists ζ > 0 such that ζ ≤ τ ≤
(2− ζ)(β̃ + µ)

−1
.

In practice, as the proximity operator of g̃λ
µ

often does not have a closed form, the computational

complexity of this algorithm is too high. However, the solution of the proximity operator can
be computed using iterative schemes such as the FB or the dual-FB algorithms, as described in
Sections 2 and 3. Using a bilevel framework similar to the one proposed by [19], we show that
one can use inexact proximity operator computation powered by iterative proximal algorithms
with warm restarts to build an algorithm that converges to a solution to (4.4). In this context, we
then focus on the following algorithm

x0 ∈ RN , u0 ∈ RN ,

for k = 0, 1, . . .⌊
xk+1 = xk − τ∇xF (xk, uk),

uk+1 = G̃L,λµ−1(xk+1, uk),

(4.7)

where, for every k ∈ N, G̃L,λµ−1 : RÑ × RÑ → RÑ is an operator that aims to approximate
proxg̃λ

µ

(xk+1) by computing L sub-iterations of some iterative algorithm. The first input corre-

sponds to the output xk+1 of the gradient descent step, i.e. the point at which the proximity step
should be computed. The second input corresponds to the output of G̃L,λµ−1 from the previous
iteration k − 1, which is aimed to be used for warm-restart, i.e. initializing the sub-iterations to
compute the approximation of proxg̃λ

µ

(xk+1). Unlike in previous sections, in this section, this oper-

ator is not necessarily based on FB or dual-FB iterations. However, we will assume that it satisfies
some sufficient decrease property (see Theorem 4.3 Condition (i)).

Remark 4.2 It can be noticed that the regularized problem (4.4) can equivalently be rewritten as
the following bi-level optimization problem

find x‡ = argmin
x∈RÑ

f̃(x) + g̃λ(u
‡
x) +

µ

2
∥x− u‡x∥2 such that u‡x = proxg̃λ

µ

(x), (4.8)

where µ > 0. Hence, the sequence (xk)k∈N generated by (4.5) is ensured to converge to a solution

to (4.8) if there exists τ > 0 such that τ ≤ τ ≤ (2− τ)(β̃ + µ)
−1

.
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In the following result, we analyse the asymptotic behavior of algorithm (4.7). The two condi-
tions on G̃L,λµ−1 and on the step size τ are commented in Remark 4.4.

Theorem 4.3 Let (xk)k∈N and (uk)k∈N be sequences generated by (4.7). Assume that the following
conditions hold:

(i) there exists αL ∈]0, 1/
√
2[ such that

(∀k ∈ N) ∥G̃L,λµ−1(xk+1, uk)− u‡xk+1
∥ ≤ αL∥uk − u‡xk+1

∥, (4.9)

where u‡xk+1 = proxg̃λ
µ

(xk+1),

(ii) the step-size τ in (4.7) satisfies 0 < τ <
2ϕ‡(1−2α2

L)

µ2 , where ϕ‡ > 0 is the positive root of the
polynomial

ϕ ∈ R∗ 7→ p(ϕ) = (8α2
L(1− 2α2

L))ϕ
2 + 2(β̃ + µ)(1− 2α2

L)ϕ− µ2. (4.10)

Then, (xk)k∈N converges to a solution to (4.8).

Proof. Let k ∈ N, and let us define, for every x ∈ RÑ , h(x) = F (x, u‡x), where u‡x ∈ RÑ is defined
in (4.8). According to (4.6), since ∇xF (·, u‡x) is (β̃+µ)-Lipschitz, then h is Lipschitz-differentiable,
with constant β̃ + µ > 0. Thus we can apply the descent lemma from [6, Prop. A.24] to obtain

h(xk+1) = h(xk − τ∇xF (xk, uk)) ≤ h(xk)− τ⟨∇xF (xk, uk)),∇h(xk)⟩

+
(β̃ + µ)τ2

2
∥∇xF (xk, uk))∥2. (4.11)

Further, we have

1

2
∥∇xF (xk, uk)−∇h(xk)∥2 =

1

2
∥∇xF (xk, uk)∥2 +

1

2
∥∇h(xk)∥2

− ⟨∇xF (xk, uk)),∇h(xk)⟩. (4.12)

Then, by combining (4.11) and (4.12), we obtain

h(xk+1) ≤ h(xk)−
τ

2
∥∇xF (xk, uk)∥2 −

τ

2
∥∇h(xk)∥2 +

τ

2
∥∇xF (xk, uk)−∇h(xk)∥2

+
(β̃ + µ)τ2

2
∥∇xF (xk, uk))∥2

= h(xk)−
τ

2
∥∇h(xk)∥2 −

τ
(
1− (β̃ + µ)τ

)
2

∥∇xF (xk, uk)∥2

+
τ

2
∥∇xF (xk, uk)−∇h(xk)∥2. (4.13)

Furthermore, by definition of F and h, we have

∇xF (xk, uk)−∇h(xk) = ∇x

(
F (xk, uk)− F (xk, u

‡
xk
)
)
= µ(xk − uk)− µ(xk − u‡xk

)

= µ(u‡xk
− uk).
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Hence, combining this equality with (4.13), we obtain

h(xk+1)−h(xk) ≤ −τ

2
∥∇h(xk)∥2−

τ
(
1− (β̃ + µ)τ

)
2

∥∇xF (xk, uk)∥2+
τµ2

2
∥u‡xk

−uk∥2. (4.14)

According to (4.7) and to (4.9), we have

∥uk+1 − u‡xk+1
∥ ≤ αL∥uk − u‡xk+1

∥ = αL∥(uk − u‡xk
) + (u‡xk

− u‡xk+1
)∥

≤ αL∥uk − u‡xk
∥+ αL∥u‡xk

− u‡xk+1
∥. (4.15)

Since the proximity operator is 1-Lipschitz [4, ], we have

∥u‡xk
− u‡xk+1

∥ ≤ ∥xk − xk+1∥ = τ∥∇xF (xk, uk)∥, (4.16)

where the last equality is obtained by definition of xk+1 in (4.7). By combining (4.15) and (4.16),
we have

∥uk+1 − u‡xk+1
∥ ≤ αL∥uk − u‡xk

∥+ αLτ∥∇xF (xk, uk)∥,

and by applying the Jensen’s inequality we obtain

∥uk+1 − u‡xk+1
∥2 ≤ 2α2

L∥uk − u‡xk
∥2 + 2α2

Lτ
2∥∇xF (xk, uk)∥2. (4.17)

For ϕ > 0, we introduce the Lyapunov function

(∀k ∈ N) Lk = h(xk) + ϕ∥uk − u‡xk
∥2 (4.18)

and we will show that (Lk)k∈N is a decreasing sequence. By definition of Lk, and using (4.14)
and (4.17), we obtain

Lk+1 − Lk = h(xk+1)− h(xk) + ϕ
(
∥uk+1 − u‡xk+1

∥2 − ∥uk − u‡xk
∥2
)

≤ −τ

2
∥∇h(xk)∥2 −

τ
(
1− (β̃ + µ)τ

)
2

∥∇xF (xk, uk)∥2 +
τµ2

2
∥u‡xk

− uk∥2

+ ϕ
(
(2α2

L − 1)∥uk − u‡xk
∥2 + 2α2

Lτ
2∥∇xF (xk, uk)∥2

)
≤ −τ

2
∥∇h(xk)∥2 − τ

(1− (β̃ + µ)τ

2
− ϕ2α2

Lτ
)
∥∇xF (xk, uk)∥2

−
(
ϕ(1− 2α2

L)−
τµ2

2

)
∥uk − u‡xk

∥2

If τ > 0, 1−(β̃+µ)τ
2 − ϕ2α2

Lτ > 0, and ϕ(1− 2α2
L)−

τµ2

2 > 0, then (Lk)k∈N is a decreasing sequence.

Hence 0 < αL < 1√
2
, and τ must satisfy 0 < τ < min

{
2ϕ(1−2α2

L)

µ2 , 1

β̃+µ+4ϕα2
L

}
. We thus can

choose ϕ > 0 to maximize the upper bound min
{

2ϕ(1−2α2
L)

µ2 , 1

β̃+µ+4ϕα2
L

}
, i.e., such that 2ϕ(1−2α2

L)

µ2 =

1

β̃+µ+4ϕα2
L

. This is equivalent to find the positive root of polynomial (4.10). The determinant of
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this polynomial is positive with a positive solution, as it is negative in ϕ = 0 and positive in ϕ → ∞.

By denoting ϕ‡ the positive root of this polynomial, we then obtain that if 0 < τ <
2ϕ‡(1−2α2

L)

µ2 , then
(Lk)k∈N is decreasing, and that

τ

2
∥∇h(xk)∥2 ≤ Lk − Lk+1. (4.19)

Hence, by summing (4.19) over k ∈ {0, . . . ,K − 1}, for K > 0, we obtain

K∑
k=0

τ

2
∥∇h(xk)∥2 ≤ L0 − LK < +∞.

Thus (∥∇h(xk)∥2)k∈N converges to 0. Since h is convex with continuous gradient, the gradient
vanishes at a global minimum, and (xk)k∈N converges to a solution to (4.8).

Remark 4.4

(i) Condition (i) in Theorem 4.3 means that the operator G̃L,λµ−1 in (4.7) must be chosen
to satisfy some sufficient decrease property in the sense that, for every k ∈ N, uk+1 =

G̃L,λµ−1(xk+1, uk) should be closer to proxg̃λ
µ

(xk+1) than uk. In other words, this means that

G̃L,λµ−1 decreases with respect to its second variable (i.e., the initialisation of that operator).
In practice, if we choose a monotone algorithm such as FB or dual-FB, this condition can be
satisfied for an L sufficiently large. However, it can be difficult to determine the value of L
ensuring αL < 1/

√
2.

(ii) For (x, u) ∈ (RN )2, we define Ḡλ(x, u) =
1
2∥x − u∥ + g̃λ(u). If L iterations of the algorithm

that estimates u‡x = proxg̃λ(x) = minu Ḡλ(x, u), warm started with a value uℓ produces an
estimate uℓ+L such that

Ḡλ(x, uℓ+L)− Ḡλ(x, u
‡
x) ≤

C

L
∥uℓ − u‡x∥2

where C > 0 is a constant that does not depend on x, then, by λ−1-strong convexity of
Ḡλ(x, ·) we have

∥uℓ+L − u‡x∥22 ≤
2λC

L
∥uℓ − u‡x∥2.

In this case, L should be chosen larger than 4λC to satisfy assumption (4.9). Note that this
is typically the case when g is the SD formulation and we use FB as a inner solver [5].

(iii) When αL is unknown, the root of the polynomial (4.10) cannot be computed. In this case,
one can choose ϕ = 1 in the Lyapunov function (4.18), and
0 < τ < min

{
2(1−2α2

L)

µ2 , 1

β̃+µ+4α2
L

}
. Since 0 < α2

L < 1/2, if τ is chosen to satisfy
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0 < τ < min
{
2/µ2, 1/(β̃ + µ)

}
, then (xk)k∈N generated by algorithm (4.7) converges to a

solution to (4.8).
In practice, since µ is the smoothing parameter, it is often chosen very small. In this context,
we recover a similar condition as for the convergence of (4.5), that is 0 < τ < 1/(µ+ β̃).

5 Numerical experiments

We investigate the behavior of algorithm (1.5), in the settings described in Section 2 and Section 3,
i.e. with G built as sub-iterations for solving either the analysis or the synthesis Gaussian denoising
problem.

In Section 5.1 we study the stability of the FB-PnP iterations described in Section 2 and Sec-
tion 3. We in particular aim to illustrate results presented in Theorem 2.5 and in Theorem 3.8, for
the analysis and synthesis denoisers (AD and SD, respectively). This study is conducted on a toy
compressed sensing example.

In Section 5.2 we will investigate the behavior of the proposed approaches in a deep dictionary
learning (DDL) framework, where the linear operators Γ and D are learned. We will apply the
resulting DDL methods to a deblurring image problem, and for the sake of completeness we will
show that they are very competitive with more advanced PnP methods where the denoiser is a full
neural network (namely DRUnet).

5.1 Stability analysis of the FB-PnP iterations

In this section we aim to analyze the stability of the FB-PnP iterations when using the proposed AD
or SD, depending on the number of layers L. Specifically, we want to illustrate the results presented
in Theorem 2.5 and in Theorem 3.8. Although these results only hold when L = 1 of L → ∞ (i.e.,
the proximity operators are computed accurately), we will also empirically investigate the behavior
of the AD and SD when 1 < L < +∞. To this aim, we consider a toy example consisting of an
equation system of the form of y = Ax, where x ∈ RN is a vector of dimension N = 50 generated
randomly following a uniform distribution, A : RN → RM is a Gaussian measurement operator
with M = 20, where coefficients are generated randomly following a Gaussian distribution with
mean 0 and standard deviation 1. Both the analysis and synthesis dictionaries are generated as
Gaussian dictionaries with mean 0 and standard deviation 1, of size Γ ∈ R100×50 and D ∈ R50×100,
respectively.
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5.1.1 Analysis denoiser

In Theorem 2.5 we showed that taking L = 1 in algorithm (2.7) is equivalent to using a primal-
dual algorithm, namely the Loris-Verhoeven algorithm [35]. In particular, the resulting algorithm,
given in (2.8), leads to the same asymptotic solution as when taking L → ∞ in algorithm (2.7).
In this section we aim to illustrate this result by comparing the output of algorithm (2.8) (i.e.,
L = 1) with the output of algorithm (2.7) for L = 104. Furthermore, although the results from

figures/convergence_analysis.pdf

Figure 1: Convergence profile of algorithm (2.7) with L ∈ {1, 20, 50, 100}. Solutions (x∗, u∗) are pre-
computed considering algorithm (2.7) with L → ∞. The dictionary Γ is learned with L = 1.
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Theorem 2.5 only hold for L = 1, we show empirically that they remain true for 1 < L < +∞ for
our problem by considering L ∈ {20, 50, 100}.

In fig. 1 we show the behavior of (∥xk−x∗∥)k∈N and (∥uk−u∗∥)k∈N with (xk, uk)k∈N generated
by algorithm (2.7) with L ∈ {1, 20, 50, 100}, and (x∗, u∗) generated by algorithm (2.7) with L → ∞
(obtained after 104 iterations). Note that x∗ is solution to problem (2.6). We see that the trajectory
per iteration is the same independently of the value of L. Hence, according to Theorem 2.5 we
can deduce that (x∗, τ−1u∗) is solution to the saddle-point problem (2.9). We can further observe
that the convergence is faster in time for smaller values of L.

5.1.2 Synthesis denoiser

We shown in Theorem 3.8 that taking L = 1 in algorithm (3.20) enables solving (3.6) as well as the
direct sparse coding problem (3.7). Since algorithm (3.20) for L → ∞ solves (3.6) (theorem 3.7),
we deduce that both algorithm (3.20) for L → ∞ and algorithm (3.21) (i.e., L = 1) solve the
same problem (3.6). In this section we aim to illustrate this result by comparing the output of
algorithm (3.21) with the output of algorithm (3.20) for L = 104. Furthermore, although the
results from Proposition 3.1 only hold for L = 1, we show empirically that they remain true for
1 < L < +∞ for our problem by considering L ∈ {20, 50, 100}.

In fig. 2 we show the behavior of (∥xk − x∗∥)k∈N and (∥zk − z∗∥)k∈N with (xk, zk)k∈N generated
by algorithm (3.20) with L ∈ {1, 20, 50, 100}, and (x∗, z∗) generated by algorithm (3.20) with
L → ∞ (obtained after 104 iterations). Note that x∗ is solution to problem (3.6). We see that
the trajectory per iteration is fairly the same when L ∈ {20, 50, 1000}, while L = 1 is taking a bit
more iterations to reach convergence. However, for the convergence speed, all strategies seems to
behave similarly, with L ∈ {1, 20} being very slightly faster.

5.2 Application to image deblurring within a DDL framework

Although the results presented in this work are generic and can be applied for any linear operators
Γ and D, they are of particular interest in the DDL framework, where these operators are learned.
We will explore this case in this section, and apply the resulting methods to an image deblurring
problem. For the sake of completeness we will compare the resulting algorithms to a FB-PnP
algorithm where the denoiser is a DRUnet.

5.2.1 DDL context and training

As mentioned above, in this section, we focus on a deep learning approach, where the dictionaries
Γ and D (see Section 2 and Section 3 for details) are learned as Gaussian denoisers, within a
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figures/convergence_synthesis.pdf

Figure 2: Convergence profile of algorithm (3.20) with L ∈ {1, 20, 50, 100}. Solutions (x∗, u∗) are pre-
computed considering algorithm (3.20) with L → ∞. The dictionary D is learned with L = 1.
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supervised context. Such an approach using unrolled algorithms for dictionary learning in compu-
tational imaging has been investigated in multiple works of the literature, either for the analysis
formulation [10, 33] or the synthesis formulation [53, 50], leading to the so-called DDL frame-
work.

In this section, we describe the training process for Γ and D. The objective is to find an estimate
x† ∈ RN of an original unknown signal x ∈ RN that has been corrupted by some additive white
Gaussian noise. Hence the noisy observed signal is given by

v = x+ υw, (5.1)

where w ∈ RN is a realization of an i.i.d. standard normal random variable, and υ > 0 is the scale
of the noise. Both analysis and synthesis formulations to find the estimate of x from v in (5.1) (see
(2.5) and (3.1), respectively) have been extensively studied in the literature (see e.g. [42, 55] for
the analysis, and [40, 2, 36] for the synthesis formulation). In the context of DDL, these problems
can be reformulated as a joint estimation of the image and the dictionary, or more generally as
bi-level optimization problems [36]. Then, the dictionaries are defined as solution to

Γ† = argmin
Γ∈RS×N

ℓA
(
x†Γ

)
where x†Γ solution to (2.5) (5.2)

and

D† = argmin
D∈RN×S

ℓS
(
z†D

)
where z†D solution to (3.1) (5.3)

respectively, where ℓA and ℓS are some loss functions. In this context, the computation of the signal
x†Γ or the sparse codes z†D is often referred to the inner problem, while the global minimization for
estimating the dictionary Γ or D is called the outer problem.

If in (5.2) (resp. (5.3)), the loss function ℓA(Γ) is the same as the one minimized in (2.5) (resp.
if ℓS(D) is the same as the one minimized in (3.1)), then the bi-level problem is equivalent to the
DDL joint estimation problem. This choice is often used in an unsupervised setting. In a supervised
setting, where a ground truth dataset can be used, a standard choice for ℓA and ℓS is the mean
square error (MSE) loss, minimizing the ℓ2 norm of the difference between the ground truth and
the estimated signal x†Γ or x†D. In the remainder, we will use this approach. Specifically, we aim to
learn Γ and D such that{

x†A = GA
L,υ,v(Γ

∗v) ≈ x,

x†S = GS
L,υ,v(D

∗v) ≈ x
(5.4)

where GA and GS are defined in Model 2.2 and Model 3.5, respectively, for L ≥ 1. Further-
more, we assume that the dictionaries Γ and D are parametrized by learnable parameters θΓ and
θD, respectively (i.e., convolution kernel). Then, given a dataset of pairs of clean/noisy images
(xi, vi)i∈ST obtained following (5.1), the unrolled denoisers in (5.4) are trained by solving, respec-
tively

minimize
θΓ

1

#(ST )
∑
i∈ST

∥GA
Ltrain,υi,vi

(Γ∗vi)− xi∥, (5.5)
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Table 1: Average time and standard deviation when applying different denoisers, computed over 150

images from BSDS500 cropped to 150× 150, with noise level υ = 0.05.

Denoiser
AD SD

DRUNet
1 iteration 20 iterations 1 iteration 20 iterations

Averaged time (±std)
0.19(±0.08) 3.94(±1.46) 0.27(±0.16) 3.12(±0.96) 5.32(±0.76)

(×10−2 sec.)

and

minimize
θD

1

#(ST )
∑
i∈ST

∥GS
Ltrain,υi,vi

(0S)− xi∥, (5.6)

where 0S ∈ RS is a constant vector with 0 value on all coefficients. We trained our models on
patches of size 150 × 150 of images from the training dataset from the BSDS500 image bank and
we chose a noise level for the training of υ = 0.05. The learnable parameters θΓ and θD correspond
to 50 convolutional filters of dimension 5 × 5, and we fix σ = 1.8

||Γ||2 in Model 2.2 and ζ = 1.8
||D||2 in

Model 3.5. We tested two strategies: either training the denoisers with only Ltrain = 1 iteration or
with Ltrain = 20 iterations that share the same dictionary.

In Table 1 we give the inference time for denoising an image, when applying the AD and SD
with either Lden = 1 or Lden = 20 iterations. For comparison, we also provide the inference time
when using a DRUnet, where the weights have been taken from the DeepInv PyTorch library. We
further provide examples of output images for the different denoisers in Figure 3, evaluated in
different configurations. It can be observed that the cases where SD is evaluated with Lden = 1

iteration (SD train Ltrain = 1, 20 and Lden = 1) lead to very poor results. When SD is trained with
Ltrain = 1 and evaluated with Lden = 20 iterations, results start to improve, although remaining
quite poor. Additional simulations have shown that increasing Lden in the evaluation continues
improving the output. All other cases look very similar, with DRUnet giving best denoising results.

Remark 5.1

(i) Since unrolled algorithms have a finite number of iterations L ∈ N∗, it can be interpreted
as a neural network with L layers, where dictionaries are layer dependent (i.e., L different
dictionaries to be learned). This approach has been proposed by [25] for the synthesis
formulation (5.3) to speed up the computation of z†D, where the authors unrolled iterations
of FB [20], with g being the ℓ1 norm. The resulting method is known as LISTA. The work
of [25] has been further improved in multiple contributions, considering either a supervised
setting [12, 34] or an unsupervised setting [1, 39].

(ii) Unrolled-based networks adapted to the analysis formulation have also been studied [10,
13, 28, 31]. Recently a few works have also proposed to use unfolded proximal analysis
denoising networks in PnP algorithms [32, 43]. These works have empirically shown that,
despite having 102 to 103 less parameters than state-of-the-art denoising networks such as
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SD with Ltrain = 1 SD with Ltrain = 20
x v Lden = 1 Lden = 20 Lden = 1 Lden = 20

figures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.png

AD with Ltrain = 1 AD with Ltrain = 20
DRUnet Lden = 1 Lden = 20 Lden = 1 Lden = 20

figures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.pngfigures/results_tom/denoisers.png

Figure 3: Denoising result example for different denoisers and configurations. Top left two images show
original image x and noisy image v. Bottom left image shows denoised image with DRUnet. Central four
images show SD (top) and AD (bottom) trained with only Ltrain = 1 iteration, and evaluated with either
Lden = 1 (left) or Lden = 20 (rigth) iterations for denoising. Right four images show SD (top) and AD
(bottom) trained with Ltrain = 20 iteration, and evaluated with either Lden = 1 (left) or Lden = 20 (rigth)
iterations for denoising.

blur kernel

figures/kernel.pdf

ground truth observation ground truth observation

figures/results_tom/images/im1/img_8_gt.pngfigures/results_tom/images/im1/img_8_observed.pngfigures/results_tom/images/im2/img_13_gt.pngfigures/results_tom/images/im2/img_13_observed.png

Figure 4: Blur kernel used in the experiments to model operator A in (1.1), and example of ground truth
and associated observed images.

DnCNN [57] and DRUnet [56], unfolded denoising networks are more robust, especially
when plugged in a FB algorithm for solving deblurring imaging problems. However, it is
to be noted that in our approach, we are focusing on learning a dictionary, fixed for all the
layers of the unrolled algorithm, leading to an even lighter architecture.

5.2.2 Simulation results

We consider an image deblurring problem of the form of (1.1), where A : RN → RM models a
convolution with kernel given in fig. 4 and ε = 0.05. Both the AD and SD are trained following the
DDL procedure described in section 5.2.1. The resulting AD and SD are then plugged in the FB-
PnP iterations and applied to the image deblurring problem. We will further compare the proposed
approaches with an FB-PnP algorithm with a DRUnet denoiser [56], considered as state-of-the-art
for PnP.
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Figure 5: Convergence profiles with respect to iterations for the different FB-PnP algorithms. AD and SD
are trained with either Ltrain = 1 or Ltrain = 20, and implemented in the FB-PnP with either LPnP = 1 or
LPnP = 20.
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Figure 6: PSNR profiles with respect to iterations for the different FB-PnP algorithms. AD and SD are
trained with either Ltrain = 1 or Ltrain = 20, and implemented in the FB-PnP with either LPnP = 1 or
LPnP = 20
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In Figure 5, we compare convergence behaviors of the FB-PnP iterations (∥xk+1 − xk∥)k∈N for
different denoisers, for different regularization parameters λ ∈ {10−5, 10−3, 10−2, 10−1}. Each plot
shows convergence curves when running the algorithm on 5 different images. The first two rows
correspond to SD trained with Ltrain = 1, second two rows show SD trained with Ltrain = 20, third
two rows show AD trained with Ltrain = 1 and fourth two rows show AD trained with Ltrain = 20.
In each case we run the FB-PnP with either LPnP = 1 or LPnP = 20 sub-iterations. The very last
row in Figure 5 shows FB-PnP behaviour with DRUnet. FB-PnP algorithms with SD and AD exhibit
monotonic convergence trends independently of the choice of the regularization parameter λ. This
is not the case for DRUnet that seems to converge only for λ = 10−1, while other choices are not
stable1. We further provide curves of PSNR values with respect to iterations in Figure 6, for the
above mentioned FB-PnP iterations. It can be observed that for AD the PSNR profiles are very
similar when fixing λ, and looking at the different strategies (Ltrain, LPnP) ∈ {1, 20}2. This suggests
that the AD framework is very stable, independently on the number of sub-iterations used for
training or for the reconstruction process. This is not the case for SD. We can observe that the
strategies (Ltrain, LPnP) = (1, 20) and (Ltrain, LPnP) = (20, 20) have similar trends, while strategies
(Ltrain, LPnP) = (1, 1) and (Ltrain, LPnP) = (20, 1) are much slower. This was to be expected given
the denoising performances of the last two strategies, shown in Figure 3 for (Ltrain, Lden) = (1, 1)

and (Ltrain, Lden) = (20, 1). DRUnet exhibit very unstable behaviour for λ ∈ {10 − 5, 10−3}, as
expected given Figure 5. More stable results are for λ = 10−1.

Additionally, we give in Figure 7 reconstruction results for two images. The regularization
parameters are chosen according to Figure 5 andFigure 6. For AD we chose λ = 10−3 that
achieves best results for all testing configurations. For SD we chose λ = 10−2 that looks a com-
promise between stability and results (for all configurations). It is to be noted however that for
(Ltrain, LPnP) = (1, 1) and (Ltrain, LPnP) = (20, 1), SD does not achieve convergence within the
103 iterations, and results displayed in Figure 7 hence should be seen as early stopping results in
this case. Finally, for DRUnet we take λ = 10−1 that is the only value for which DRUnet is sta-
ble2. Overall it can be observed that AD leads to the best reconstructions, with any configuration
(Ltrain, Lden) ∈ {1, 20}2. Further, for fixed dictionary, doing LPnP = 1 or LPnP = 20 sub-iterations
leads to the same reconstructions in our examples. This observation is not true for SD due to early
stopping of the algorithms. In particular, SD produces artifacts at the edges of the images for both
examples, even when high PSNR values are achieved.

Finally, for the sake of completeness, we provide in Figure 8 reconstructed images obtained with
the FB-PnP when varying λ ∈ {10−5, 10−3, 10−2, 10−1}. We show images obtained with SD and AD
for (Ltrain, LPnP) = (1, 20) (top and middle rows), and with DRUnet (bottom row). Interestingly it
seems that SD is less sensitive to the choice of λ than AD and DRUnet.

1For DRUnet λ corresponds to the noise level given as an input to the network. Additional simulations have been
performed for DRUnet increasing λ, however these choices were observed to lead to lower PSNR values.

2Note that λ = 10−2 gives better PSNR values for DRUnet, however to the price of important artifact in the recon-
struction.
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Figure 7: Examples of FB-PnP outputs obtained with the different denoisers tested, for two image examples.
Regularization parameters are chosen according to convergence profiles given in Figure 5 and Figure 6:
λSD = 10−2, λAD = 10−3 and λDRUnet = 10−1.
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Figure 8: Example of FB-PnP outputs obtained with SD for (Ltrain, LPnP) = (1, 20) (top row), AD for
(Ltrain, LPnP) = (1, 20) (middle row) and DRUnet (bottom row) when varying the regularization parameter
λ ∈ {10−5, 10−3, 10−2, 10−1}.

6 Conclusion

In this work we study convergence behavior of the FB-PnP algorithm where the proximity oper-
ator is replaced by a specific unfolded denoiser. In particular, we study two strategies: when the
denoising problem is solved with an analysis formulation or when it is solved with a synthesis for-
mulation. The two resulting analysis and the synthesis denoising minimization problems can then
be solved with sub-iterations based on the dual FB algorithm and the FB algorithm, respectively.
For both strategies, we show that computing only one sub-iteration within the FB-PnP combined
with a warm-restart procedure on the sparse coefficients is equivalent to the FB-PnP algorithm
when the full analysis or the synthesis denoising minimization problems are solved at each iter-
ation. We further show that when smoothing the denoising problem using a Moreau envelope,
this equivalence extends to an arbitrary number of sub-iterations. Finally, we investigated how
these different strategies compare on a toy compressive sensing problem as well as on a deblurring
imaging problem.
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[37] Stéphane Mallat. A Wavelet Tour of Signal Processing. Academic press, 2008.
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