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Constant Payoff Property in Zero-Sum Stochastic Games with a

Finite Horizon

Thomas Ragel∗ and Bruno Ziliotto†

Abstract

This paper examines finite zero-sum stochastic games and demonstrates that when the
game’s duration is sufficiently long, there exists a pair of approximately optimal strategies
such that the expected average payoff at any point in the game remains close to the value. This
property, known as the constant payoff property, was previously established only for absorbing
games and discounted stochastic games.

Introduction

Zero-sum stochastic games [8] model dynamic interactions between two adversarial players.
At each stage m ≥ 1, Player 1 selects an action im and Player 2 selects an action jm, possibly
using randomization. Player 1 receives a stage payoff gm := g(ωm, im, jm), and Player 2 receives
−gm, where ωm is a random variable called the state. The distribution of ωm depends only on
(ωm−1, im−1, jm−1). Moreover, at the end of each stage m, players are informed of im, jm and ωm+1.
In the n-stage game, the total payoff is the expectation of the Cesaro mean 1

n

∑n
m=1 gm, while in

the λ-discounted game, the total payoff is the expectation of the Abel mean
∑

m≥1 λ(1− λ)m−1gm.
In both games, Player 1 aims to maximize the total payoff while Player 2 seeks to minimize it. The
state space and action sets are assumed to be finite. The value of the n-stage game is denoted by
vn, and the value of the λ-discounted game is denoted by vλ. Significant effort has been dedicated
to studying the asymptotic behavior of stochastic games as n tends to infinity and λ goes to 0. A
seminal result by Bewley and Kohlberg [2] shows that (vλ) and (vn) converge to the same limit
v∗, called the limit value. Recently, Attia and Oliu-Barton [1] provided a characterization of v∗.
However, the limit value may not exist when the state is unobserved or when the state space is
infinite [15]. Similarly, it may not exist if one of the action sets is infinite [14, 13, 16].

In this paper, we study the constant payoff property, which originated in the work [11]. That
work shows that, in the context of single decision-maker problems, the uniform convergence of
(vn) implies that, for all t ∈ ]0, 1[ and n sufficiently large, when players use ε-optimal strategies

in the n-stage game, the expectation of 1
n

∑⌈tn⌉
m=1 gm is approximately equal to tv∗, up to a O(ε)

term: the average payoff is constant. In particular, it can not happen that one player gets far
more than the value during the first n/2 stages, and then far less during the last n/2 stages.
A similar property holds for discounted evaluations: for any M ∈ N and sufficiently small λ, if
players use ε-optimal strategies, the expectation of the cumulated payoff

∑M
m=1 λ(1 − λ)m−1gm is
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close to
[

∑M
m=1 λ(1− λ)m−1

]

v∗, up to a O(ε). However, [11] also provides an example showing

that these results do not generalize to the two-player setting for any pair of ε-optimal strategies.
Nevertheless, they propose the following conjecture: in any two-player stochastic game where (vn)
converges uniformly (possibly with infinite state space or action sets), for each ε > 0 and n large
enough, there exists a pair of ε-optimal strategies that satisfies the constant payoff property.

Regarding finite stochastic games, the conjecture holds due to the existence of a uniform value
[5]. However, the strategies built in [5] are notably complex. This complexity has led subsequent
research to explore whether the conjecture remains valid for Markovian strategies, which depend
only on the stage and current state. The property has been established for absorbing games [12, 7],
and for stochastic games with discounted payoffs [3]. This paper adds to this body of work by
demonstrating that the constant payoff property also holds for n-stage stochastic games. The proof
uses a class of Markovian strategies, called adapted strategies, similar to the asymptotically optimal
strategies considered in [17]. At each stage m, these strategies play optimally in a discounted
game with a discount factor of 1

n−m+1 . This discount factor reflects the importance of stage m
relative to the remaining stages of the game. We consider a variation where the discount factor is
piecewise constant, updated only at regular intervals. We prove that these adapted strategies are
asymptotically optimal in the n-stage game and satisfy the constant payoff property. To establish
their asymptotical optimality, we employ the same operator-based approach used in [17]. That
technique is also reminiscent of an argument by Neyman, that used the operator approach to
prove that if (vλ) has bounded variation, then (vn) converges (see [10, Theorem C.8, p.177] and [6,
Theorem 4, p.401]).
To prove the constant payoff property, we leverage the fact that by construction, adapted strategies
behave locally as optimal strategies in the corresponding discounted game. Utilizing results from
[3], we conclude that for these strategies, the payoff is constant within blocks, from which the
constant payoff property follows.

The structure of the paper is as follows. In Section 1, we introduce the stochastic game model
and state the main results, Theorems 1.5 and 1.6. Section 2 is dedicated to proving Theorem 1.5. In
Section 3, we present preliminary results necessary for the proof of Theorem 1.6, which is completed
in Section 4. Finally, Section 5 discusses possible generalizations and future research directions.

1 Model and Main Result

1.1 Stochastic Games

Given a finite set A, we denote by ∆(A) the set of probability distributions over A.

Model A zero-sum stochastic game is described by a tuple Γ = (Ω, I, J, g, q), where Ω is the state
space, I is Player 1’s action set, J is Player 2’s action set, g : Ω× I × J → R is the payoff function,
and q : Ω× I × J → ∆(Ω) is the transition function. We assume that Ω, I and J are finite sets.
The game proceeds as follows: at each stage m ≥ 1, simultaneously and independently, Player 1
picks im ∈ I and Player 2 picks jm ∈ J . Player 1 receives the stage payoff gm := g(ωm, im, jm),
while Player 2 receives −gm. The next state ωm+1 is drawn from the distribution q(ωm, im, jm).
Players observe (ωm+1, im, jm), and the game proceeds to the next stage.
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Strategies An element of Hm := (Ω×I×J)m−1×Ω is called an history before stage m. A strategy
for Player 1 is a collection of mappings (σm)m≥1, where σm : Hm → ∆(I), with the following
interpretation: if the history before stage m is hm := (ω1, i1, j1, . . . , ωm−1, im−1, jm−1, ωm), then
Player 1 draws im according to the distribution σ(hm). Similarly, a strategy for Player 2 is a
collection of mappings (ρm)m≥1, where ρm : Hm → ∆(J).
A Markov strategy is a strategy that plays according to the current state and the current stage
only. A Markov strategy for Player 1 can be identified with a mapping σ : N × Ω → ∆(I), and a
Markov strategy for Player 2 can be identified with a mapping ρ : N× Ω → ∆(J).

A stationary strategy is a strategy that plays according to the current state only. A stationary
strategy for Player 1 can be identified with a mapping x : Ω → ∆(I), and a stationary strategy for
Player 2 can be identified with a mapping y : Ω → ∆(J).

n-stage game and λ-discounted game An initial state ω and a pair of strategies (σ, ρ) induce
a probability measure on the set of finite histories ∪m≥1Hm. Thanks to the Kolmogorov extension
theorem, it can be extended into a probability measure on (Ω × I × J)N, that is denoted by P

ω
σ,ρ.

The expectation with respect to P
ω
σ,ρ is denoted by E

ω
σ,ρ.

The n-stage game Γn(ω) is the normal-form game (Σ, T, γωn ), where γ
ω
n is the payoff function defined

by

γωn (σ, ρ) = E
ω
σ,ρ

(

1

n

n
∑

m=1

gm

)

.

This game has a value [8], that is denoted by vn(ω):

vn(ω) := max
σ∈Σ

min
ρ∈T

γωn (σ, ρ) = min
ρ∈T

max
σ∈Σ

γωn (σ, ρ).

A strategy σ ∈ Σ of Player 1 is optimal (resp., ε-optimal) in Γn(ω) if for all ρ ∈ T , γωn (σ, ρ) ≥ vn(ω)
(resp., γωn (σ, ρ) ≥ vn(ω) − ε). A strategy ρ ∈ T of Player 2 is optimal (resp., ε-optimal) in Γn(ω)
if for all σ ∈ Σ, γωn (σ, ρ) ≤ vn(ω) (resp., γωn (σ, ρ) ≤ vn(ω) + ε). An optimal strategy in Γn is a
strategy that is optimal in Γn(ω) for any ω.

The λ-discounted game is the normal-form game (Σ, T, γωλ ), where γωλ is the payoff function
defined by

γωλ (σ, ρ) = E
ω
σ,ρ

(

1

n

n
∑

m=1

gm

)

.

This game has a value [8], that is denoted by vλ(ω):

vλ(ω) := max
σ∈Σ

min
ρ∈T

γωλ (σ, ρ) = min
ρ∈T

max
σ∈Σ

γωλ (σ, ρ).

The notion of optimal strategy and ε-optimal strategy can be defined similarly as in the n-stage
game.

Let us recall that, using the fact that Ω, I and J are finite, (vn) and (vλ) both converge (as n
tends to +∞ and λ tends to 0) to the same limit v∗, called limit value [2].
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1.2 Discounted Optimal Profiles, Adaptive Profiles and Main Results

We now introduce two concepts of strategy families that play a crucial role in the paper.

Definition 1.1. A family of stationary strategy pairs (xλ, yλ)λ is a discounted optimal profile if
for all λ ∈ ]0, 1], (xλ, yλ) is a pair of optimal strategies in Γλ.

Notation. Let n ≥ 1. Given an ∈ N, let us define,

• for all m ∈ J1;nK, k(m) :=
⌊

m−1
an

⌋

,

• pn :=
⌊

n
an

⌋

,

• for all k ∈ J0; pn − 1K, λn
k := 1/(n − kan).

Definition 1.2. A family of strategy pairs (σn, ρn)n is an adapted profile if there exists a discounted
optimal profile (xλ, yλ)λ and a sequence of positive integers (an)n≥1 such that an/n tends to 0 and
such that for all n ≥ 1, the strategy σn (resp., ρn) plays xλn

k(m)
(resp., yλn

k(m)
) at each stage

m ∈ J1;nK.

Consider an adapted profile (σn, ρn)n and n ∈ N. At each stage m ∈ J1;mK, the strategies
σn and ρn play optimally in a discounted game with discounted factor 1

n−k(m)+1 . The discounted

factor is thus updated at the beginning at each block of size an, and the integer n − k(m) + 1
represents the number of remaining stages at the beginning of the current block.

Definition 1.3. A family of strategy pairs (σn, ρn)n is an asymptotically optimal profile if there
exists εn → 0 such that for all n ∈ N, the strategies σn and ρn are εn-optimal in Γn.

Definition 1.4. A family of strategy pairs (σn, ρn)n satisfies the constant payoff property if for all
t ∈ ]0, 1[ and ω ∈ Ω,

lim
n→+∞

E
ω
σn,ρn





1

n

⌈tn⌉
∑

m=1

gm



 = tv∗(ω).

Our main results are the following:

Theorem 1.5. Any adapted profile is asymptotically optimal.

Theorem 1.6. There exists an adapted profile that satisfies the constant payoff property.

Consequently, there exists an asymptotically optimal profile that satisfies the constant payoff
property.

2 Proof of Theorem 1.5

Proof. Let (σn, ρn)n be an adapted profile, let (xλ, yλ)λ be the corresponding discounted optimal
profile and (an)n be the corresponding sequence. Let us recall the following definitions:

k(m) :=

⌊

m− 1

an

⌋

, pn := ⌊n/an⌋ and λn
k := 1/(n − kan).
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Let us also define µn
m := λn

k(m). Hence, at any stage m ∈ J1;nK, the strategies σn and ρn play
respectively xµn

m
and yµn

m
.

Define wn
m as the payoff guaranteed by σn in the n-stage game starting from stage m. Let ω ∈ Ω.

Using Shapley’s equations [8], we have

wn
m(ω) = min

j∈J







1

n−m+ 1

∑

i∈I

xµn
m
(i|ω)g(ω, i, j) +

(

1−
1

n−m+ 1

)

∑

(i,ω′) ∈I×Ω

xµn
m
(i|ω)q(ω′|ω, i, j)wn

m+1(ω
′)







,

where xµn
m
(i|ω) designates the probability that action i is chosen at state ω, under the stationary

strategy xµn
m
. Similarly, we have

vµn
m
(ω) = min

j∈J







µn
m

∑

i∈I

xµn
m
(i|ω)g(ω, i, j) + (1− µn

m)
∑

(i,ω′) ∈I×Ω

xµn
m
(i|ω)q(ω′|ω, i, j)vµn

m
(ω′)







.

Consider two sets of real numbers A = {aj}j∈J and B = {bj}j∈J . The following inequality holds:

|minA−minB| ≤ max
j∈J

|aj − bj | .

We deduce that

∣

∣

∣

∣wn
m − vµn

m

∣

∣

∣

∣

∞
≤ 2 ||g||∞

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+

(

1−
1

n−m+ 1

)

∣

∣

∣

∣wn
m+1 − vµn

m

∣

∣

∣

∣

∞

≤ 2 ||g||∞

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+

(

1−
1

n−m+ 1

)

∣

∣

∣

∣

∣

∣
wn
m+1 − vµn

m+1

∣

∣

∣

∣

∣

∣

∞
+
∣

∣

∣

∣

∣

∣
vµn

m+1
− vµn

m

∣

∣

∣

∣

∣

∣

∞
.

Multiplying both sides by n−m+1
n yields

n−m+ 1

n

∣

∣

∣

∣wn
m − vµn

m

∣

∣

∣

∣

∞
−

n−m

n

∣

∣

∣

∣

∣

∣
wn
m+1 − vµn

m+1

∣

∣

∣

∣

∣

∣

∞

≤
n−m+ 1

n

(

2 ||g||∞

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+
∣

∣

∣

∣

∣

∣
vµn

m+1
− vµn

m

∣

∣

∣

∣

∣

∣

∞

)

.

Hence,

n−m+ 1

n

∣

∣

∣

∣wn
m − vµn

m

∣

∣

∣

∣

∞
−

n−m

n

∣

∣

∣

∣

∣

∣wn
m+1 − vµn

m+1

∣

∣

∣

∣

∣

∣

∞
≤ 2 ||g||∞

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+
∣

∣

∣

∣

∣

∣vµn
m+1

− vµn
m

∣

∣

∣

∣

∣

∣

∞
.

Fix ε > 0, and define k0 := ⌊(1 − ε)pn⌋. Summing the above inequality from m = 1 to k0an, we
obtain

∣

∣

∣

∣wn
1 − vµn

1

∣

∣

∣

∣

∞
−

n− k0an
n

∣

∣

∣

∣wn
k0an+1 − vλn

∣

∣

∣

∣

∞
≤ 2 ||g||∞

k0an
∑

m=1

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+

k0an
∑

m=1

∣

∣

∣

∣

∣

∣vµn
m+1

− vµn
m

∣

∣

∣

∣

∣

∣

∞
.

We deduce that

∣

∣

∣

∣wn
1 − vλn

1

∣

∣

∣

∣

∞
≤

(

ε+
2an
n

)

||g||∞ + 2 ||g||∞

k0an
∑

m=1

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

+

k0an
∑

m=1

∣

∣

∣

∣

∣

∣vµn
m+1

− vµn
m

∣

∣

∣

∣

∣

∣

∞
. (2.1)
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Let us bound the two sums, starting with the first one. For k ∈ J0; k0−1K andm ∈ Jkan + 1; (k + 1)anK,
we have

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

=

∣

∣

∣

∣

1

n−m+ 1
− λn

k

∣

∣

∣

∣

≤
1

n− (k + 1)an
−

1

n− kan
.

We deduce that

k0an
∑

m=1

∣

∣

∣

∣

1

n−m+ 1
− µn

m

∣

∣

∣

∣

≤ an

k0−1
∑

k=0

(

1

n− (k + 1)an
−

1

n− kan

)

≤ an
1

n− k0an

≤
an
εn

.

Because an/n → 0, we deduce that the second sum vanishes as n tends to infinity.
Let us now bound the second sum in Section 2. The family (vλ)λ has bounded variation,

the sequence (µn
m)m≥1 is increasing, and µn

k0an+1 =
1

n−k0an
≤ 1

εn . We deduce that the second sum
vanishes as n tends to infinity.

Using Section 2, we deduce that

lim sup
n→+∞

∣

∣

∣

∣wn
1 − vλn

1

∣

∣

∣

∣

∞
≤ ε ||g||∞ .

Because vλn
1
= v1/n goes to v∗, and ε is arbitrary, we deduce that limn→+∞wn

1 = v∗, hence the
family (σn)n is asymptotically optimal. Exchanging the roles of the players, we obtain the proof of
Theorem 1.5.

3 Preliminary Results for the Proof of Theorem 1.6

This section presents two technical results, primarily adapted from the paper [3], which will be
useful for the proof of Theorem 1.6. First, we recall the results from [3] that we will exploit.

3.1 Results from the Paper [3]

For all λ ∈ ]0, 1[ and t ∈ [0, 1[, define

ϕ(λ, t) := inf

{

M ≥ 1,
M
∑

m=1

λ(1− λ)m−1 ≥ t

}

=

⌈

ln(1− t)

ln(1− λ)

⌉

∈ N ∪ {+∞}.

Let us state Proposition 4.4 from [3]:

Proposition 3.1. Let (xλ, yλ)λ be a discounted optimal profile. The following properties are equiv-
alent:
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1. The family (xλ, yλ)λ satisfies the discounted constant payoff property : for all t ∈ ]0, 1[ and
ω ∈ Ω,

lim
λ→0

E
ω
xλ,yλ





ϕ(λ,t)
∑

m=1

λ(1− λ)m−1gm



 = tv∗(ω).

2. For all ω ∈ Ω and t ∈ ]0, 1[, lim
λ→0

(

E
ω
σλ,ρλ

[

vλ(ωϕ(λ,t))
]

− vλ(ω)
)

= 0.

Moreover, in [3], it has been shown that any discounted optimal profile verifies the discounted
constant payoff property:

Theorem 3.2. Any discounted optimal profile (xλ, yλ)λ verifies the discounted constant property.
In particular, for all ω ∈ Ω and t ∈ ]0, 1[,

lim
λ→0

(

E
ω
σλ,ρλ

[

vλ(ωϕ(λ,t))
]

− vλ(ω)
)

= 0.

3.2 Uniform Convergence in Proposition 3.1

Proposition 3.3. For all ω ∈ Ω and T ∈ ]0, 1[, we have

sup
t∈ ]0,T ]

E
ω
xλ,yλ

[

v∗(ωϕ(λ,t))− v∗(ω)
]

−→
λ→0

0.

We first need the following lemma:

Lemma 3.4. Let (fλ)λ∈ ]0,1[ be a family of functions such that:

• For all λ ∈ ]0, 1[, fλ is a function fλ : ]0, 1[ → R.

• fλ −→
λ→0

0 pointwise.

• There exists K > 0 such that, for all λ > 0 small enough, and all t, t′ ∈ ]0, 1[ with t < t′:

∣

∣fλ(t
′)− fλ(t)

∣

∣ ≤ K
(

(t′ − t) + λ
)

. (3.1)

Then fλ −→
λ→0

0 uniformly.

Proof. Let ε > 0 and consider the finite set S =
{

kε
∣

∣ k ∈ J1;
⌊

1
ε

⌋

K
}

.
The limit fλ −→

λ→0
0 is uniform on the finite set S. Let us show that it is uniform on ]0, 1[.

Let Λ < ε small enough such that Eq. (3.1) is verified and:

∀λ ∈ ]0,Λ[ , ∀s ∈ S, |fλ(s)| ≤ ε. (3.2)

Let t ∈ ]0, 1[ and an integer k such that |t− kε| ≤ ε. Combining Eq. (3.1) and Eq. (3.2), one
has, for all λ < Λ:

|fλ(t)| ≤ |fλ(t)− fλ(kε)|+ |fλ(kε)|

≤ ((t− kε) + λ)K + ε

≤ (2K + 1) ε,

which proves that ||fλ||∞ −→
λ→0

0.
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Proof of Proposition 3.3. Using Theorem 3.2, for all ω ∈ Ω and t ∈ ]0, 1[:

lim
λ→0

E
ω
xλ,yλ

[

vλ(ωϕ(λ,t))− vλ(ω)
]

= 0. (3.3)

Let us use Lemma 3.4 to show that this limit is uniform on ]0, T ] for all T ∈ ]0, 1[. Fix ω ∈ Ω and
let us define, for all λ ∈ ]0, 1], the function

fλ : t 7→ (1− λ)ϕ(λ,t)−1
E
ω
xλ,yλ

[

vλ
(

ωϕ(λ,t)

)

− vλ(ω)
]

,

defined on ]0, 1[. Eq. (3.3) implies that fλ(t) −→
λ→0

0 for all t ∈ ]0, 1[.

Shapley’s equations [8] yield, for any p ∈ N
∗:

vλ(ω) = E
ω
σλ,ρλ

[

p−1
∑

m=1

λ(1− λ)m−1gm

]

+ (1− λ)p−1
E
ω
σλ,ρλ

[vλ(ωp)] (Ep)

Making the difference of Eq. (Ep) with p = b and Eq. (Ep) with p = a yields:

∣

∣

∣
(1− λ)b−1

E
ω
σλ,ρλ

[vλ(ωb)− vλ(ω)]− (1− λ)a−1
E
ω
σλ,ρλ

[vλ(ωa)− vλ(ω)]
∣

∣

∣

=

∣

∣

∣

∣

∣

E
ω
σλ,ρλ

[

b−1
∑

m=a

λ(1− λ)m−1gm

]

+
(

(1− λ)a−1 − (1− λ)b−1
)

vλ(ω)

∣

∣

∣

∣

∣

≤ 2 ||g||∞

(

(1− λ)a−1 − (1− λ)b−1
) ∣

∣

∣.

(3.4)

Let us consider t, t′ ∈ ]0, 1[ with t < t′. We recall that ϕ(λ, t) =
⌈

ln(1−t)
ln(1−λ)

⌉

. Using Eq. (3.4):

∣

∣fλ(t
′)− fλ(t)

∣

∣ ≤
2

1− λ
||g||∞

(

(1− λ)ϕ(λ,t) − (1− λ)ϕ(λ,t
′)
) ∣

∣

∣

≤

(

(1− λ)
ln(1−t)
ln(1−λ) − (1− λ)

ln(1−t
′)

ln(1−λ)
+1
)

∣

∣

∣

=
2

1− λ
||g||∞

[

(1− t)− (1− t′)(1 − λ)
]

=
2

1− λ
||g||∞

[

(t′ − t) + λ(1− t′)
]

≤
2

1− λ
||g||∞

(

(t′ − t) + λ
)

.

For λ ≤ 1
2 , we hence have:

∣

∣fλ(t
′)− fλ(t)

∣

∣ ≤ 4 ||g||∞
(

(t′ − t) + λ
)

.

Using Lemma 3.4, for all ω ∈ Ω, fλ converges uniformly on ]0, 1[. It follows that for all T ∈ ]0, 1[,

sup
t∈ ]0,T ]

E
ω
xλ,yλ

[

vλ(ωϕ(λ,t))− vλ(ω)
]

−→
λ→0

0.

As vλ −→
λ→0

v∗ uniformly, Proposition 3.3 is proved.
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3.3 A Sufficient Condition for the Constant Payoff Property

We show an analogous result to the implication (2. =⇒ 1.) in Proposition 3.1 in the finite-
horizon framework, as stated in the following proposition:

Proposition 3.5. Let (σn, ρn)n be a family of Markov strategies. If for all ω ∈ Ω and t ∈ ]0, 1[,

E
ω
σn,ρn

(

v∗(ω⌈tn⌉+1)− v∗(ω)
)

−→
n→+∞

0,

then (σn, ρn)n satisfies the constant payoff property.

Proof. Let ω ∈ Ω and n ≥ 1. Define εn = E
ω
σn,ρn

[

1
n

n
∑

m=1
gm

]

− vn(ω). First, by Theorem 1.5, the

strategies σn and ρn are asymptotically optimal, hence εn −→
n→+∞

0.

Now, take t ∈ ]0, 1[. One has:

E
ω
σn,ρn

[

1

n

n
∑

m=1

gm

]

= E
ω
σn,ρn





1

n

⌈tn⌉
∑

m=1

gm



+ E
ω
σn,ρn





1

n

n
∑

m=⌈tn⌉+1

gm





= E
ω
σn,ρn





1

n

⌈tn⌉
∑

m=1

gm



+
n− ⌈tn⌉

n
E
ω
σn,ρn





1

n− ⌈tn⌉

n−⌈tn⌉
∑

m=1

gm+⌈tn⌉



 . (3.5)

As a result,

εn =



E
ω
σn,ρn





1

n

⌈tn⌉
∑

m=1

gm



− tvn(ω)





+
n− ⌈tn⌉

n



E
ω
σn,ρn





1

n− ⌈tn⌉

n−⌈tn⌉
∑

m=1

gm+⌈tn⌉



− E
ω
σn,ρn

[

vn−⌈tn⌉(ω⌈tn⌉+1)
]





+
n− ⌈tn⌉

n

(

E
ω
σn,ρn

[

vn−⌈tn⌉(ω⌈tn⌉+1)
]

− vn(ω)
)

+

(

n− ⌈tn⌉

n
− (1− t)

)

vn(ω).

Clearly,

(

n− ⌈tn⌉

n
− (1− t)

)

vn(ω) −→
n→+∞

0,

and, using our hypothesis,

E
ω
σn,ρn

(

vn−⌈tn⌉(ω⌈tn⌉+1)− vn(ω)
)

−→
n→+∞

0.

To prove the proposition, it is thus enough to show that

E
ω
σn,ρn





1

n− ⌈tn⌉

n−⌈tn⌉
∑

m=1

gm+⌈tn⌉



− E
ω
σn,ρn

[

vn−⌈tn⌉(ω⌈tn⌉+1)
]

−→
n→+∞

0. (3.6)
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If this was not the case, there should be some n such that either

n− ⌈tn⌉

n



E
ω
σn,ρn





1

n− ⌈tn⌉

n−⌈tn⌉
∑

m=1

gm+⌈tn⌉



− E
ω
σn,ρn

[

vn−⌈tn⌉(ω⌈tn⌉+1)
]



 < −2εn,

or the reverse inequality with εn instead of −εn. Assume the first inequality holds. Combining
with Eq. (3.5), we get

γωn (σn, ρn) < E
ω
σn,ρn





1

n

⌈tn⌉
∑

m=1

gm



+
n− ⌈tn⌉

n
E
ω
σn,ρn

[

vn−⌈tn⌉(ω⌈tn⌉+1)
]

+ 2εn.

By playing σn until stage ⌈tn⌉, and then an optimal strategy in Γn−⌈tn⌉, Player 1 would thus get
strictly more than γωn (σn, ρn)+2εn. This contradicts the fact that σn and ρn are εn-optimal, which
concludes the proof of the proposition.

4 Proof of Theorem 1.6

Let us recall Theorem 1.6.

Theorem. There exists an adapted profile that satisfies the constant payoff property.

Proof.
Step 1 (Definition of the strategy). Let (xλ, yλ)λ be a discounted optimal profile.
Using Proposition 3.3, for all p ≥ 1, there exists µ ∈ ]0, 1[ such that:

∀λ ∈ ]0, µ] , ∀t ∈ ]0, 7/8] , ∀ω ∈ Ω,
∣

∣E
ω
xλ,yλ

(

v∗(ωϕ(λ,t))− v∗(ω)
)∣

∣ ≤ p−2. (4.1)

One can define a sequence (µp)p in ]0, 1/2] such that µp −→
p→+∞

0, and, for all p ≥ 1, µp verifies

Eq. (4.1). There exists n0 ∈ N such that, for all n ≥ n0, the set
{

a ∈ J2;nK
∣

∣ 1/a ≤ µ⌊n/a⌋

}

is
non-empty and thus has a minimum an. By definition, for all n ≥ n0,

2 ≤ an ≤ n and 1/an ≤ µ⌊n/an⌋. (4.2)

To respect the definition of an adapted profile, one can complete the sequence by defining a1, . . . , an0−1 ∈ N.
Given that the property we are interested in is asymptotic, the exact values of a1, . . . , an0−1 ∈ N

are not relevant.
For each ε > 0 and n large enough, we have 1/(εn) ≤ µ⌊n/(εn)⌋, hence an ≤ εn. This shows that

an/n tends to 0.
Let us reuse previously defined notations:

Notation. Let n ≥ 1. Given an ∈ N, let us define,

• for all m ∈ J1;nK, k(m) :=
⌊

m−1
an

⌋

,

• pn :=
⌊

n
an

⌋

,

• for all k ∈ J0; pn − 1K, λn
k := 1/(n − kan).
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Let us define (σn, ρn)n as the adapted profile corresponding to the discounted optimal profile
(xλ, yλ)λ and the sequence of positive integers (an)n. More precisely, the strategy σn (resp., ρn)
plays xλn

k(m)
(resp., yλn

k(m)
) at each stage m ∈ J1;nK.

Let us show that it satisfies the constant payoff property.

Step 2 (A bound on the variation of the expected value within a block).

Notation. We define the following notations:

∀ω ∈ Ω, E
ω
n := E

ω
σn,ρn and E

ω
λ := E

ω
xλ,yλ

.

Let n ≥ n0, k ∈ J0; pn − 1K, j ∈ J1; an + 1K, and ω ∈ Ω. Let us show that

|Eω
n [v

∗(ωkan+j)− v∗(ωkan+1)] | ≤ p−2
n . (4.3)

Since

E
ω
n [v

∗(ωkan+j)− v∗(ωkan+1)] = E
ω
n

[

E
ωkan+1

λn

k

(v∗(ωj)− v∗(ω1))
]

,

it is sufficient to show that for all ω′ ∈ Ω, all j′ ∈ J1; an + 1K,

∣

∣

∣
E
ω′

λn

k

[

v∗(ωj′)
]

− v∗(ω′)
∣

∣

∣
≤ p−2

n . (4.4)

Let j′ ∈ J1; an + 1K and ω′ ∈ Ω. The function

{

]0, 1[ → N ∪ {0}

t 7→ ϕ(λn
k , t)

is surjective. Moreover, by

definition of λn
k , we have

λn
k ≤

1

an
. (4.5)

Using Eq. (4.5), one has:

j′
∑

m=1

λn
k(1− λn

k)
m−1 = 1− (1− λn

k)
j′

≤ 1−

(

1−
1

an

)an+1

.

As the function λ 7→ 1− (1− λ)
1
λ
+1 is increasing on ]0, 1/2] and an ≥ 2, one has:

j′
∑

m=1

λn
k(1− λn

k)
m−1 ≤

7

8
.

As a result, there exists t ∈ ]0, 7/8] such that ϕ(λn
k , t) = j′. Eq. (4.2) and Eq. (4.5) yield λn

k ≤ µpn ,
and, combined with Eq. (4.1), we obtain

∣

∣

∣
E
ω′

λn

k

[

v∗(ωj′)
]

− v∗(ω′)
∣

∣

∣
=

∣

∣

∣
E
ω′

λn

k

[

v∗(ωϕ(λn

k
,t))
]

− v∗(ω′)
∣

∣

∣

≤ p−2
n .
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We deduce that Eq. (4.4) holds, hence Eq. (4.3) holds.

Step 3 (A general bound on the variation of the expected value).
Let n ≥ n0, m ∈ J1; pn · anK and ω ∈ Ω. Let us show that

|Eω
n [v

∗(ωm)]− v∗(ω)| ≤ p−1
n . (4.6)

Indeed, let k′ ∈ J0; pn − 1K such that k′an + 1 ≤ m ≤ (k′ + 1)an. We have

|Eω
n [v∗(ωm)]− v∗(ω)| ≤

k′−1
∑

ℓ=0

∣

∣E
ω
n

[

v∗(ω(ℓ+1)an+1)
]

− v∗(ωℓan+1)
∣

∣+ |Eω
n [v

∗(ωm)]− v∗(ωk′an+1)|

Applying Eq. (4.3) to k = ℓ and j = an + 1, we obtain
∣

∣E
ω
n

[

v∗(ω(ℓ+1)an+1)
]

− v∗(ωℓan+1)
∣

∣ ≤ p−2
n .

Let j = m − (k′an + 1). Note that j ≤ an, k
′ ≤ pn − 1 and m = k′an + (1 + j), hence, applying

Eq. (4.3) yields:
|Eω

n [v
∗(ωm)]− v∗(ωk′an+1)| ≤ p−2

n .

As a result,
|Eω

n [v
∗(ωm)]− v∗(ω)| ≤ 2p−1

n .

Step 4 (Proof of the constant payoff property).
Let t ∈ ]0, 1[. Because an/n tends to 0, for n ≥ n0 large enough, we have an ≤ n − ⌈tn⌉, hence
pnan ≥ n− an ≥ ⌈tn⌉. Using Eq. (4.6), we get

|Eω
σn,ρn

(

v∗(ω⌈tn⌉+1)− v∗(ω)
)

| ≤ 2p−1
n .

This implies that |Eω
σn,ρn

(

v∗(ω⌈tn⌉+1)− v∗(ω)
)

| −→
n→+∞

0. Finally, Proposition 3.5 proves the con-

stant payoff property.

5 Perspectives

In the single-player case, the constant payoff property remains valid even when the state space
and action sets are infinite [11], provided that (vn) converges uniformly. A natural extension of
our result would be to address two-player stochastic games with infinite action sets, infinite state
space and/or imperfect observation of the state, for which (vn) converges uniformly. Examples of
such classes can be found in [9, 18, 4]. To date, the only positive result in this direction pertains
to discounted absorbing games with compact action sets [12].
Another direction is to investigate whether the constant payoff property holds for any asymptoti-
cally optimal profile.
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