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Abstract

Unobservable Markov decision processes (UMDPs) serve as a prominent mathe-
matical framework for modeling sequential decision-making problems. A key aspect in
computational analysis is the consideration of decidability, which concerns the existence
of algorithms. In general, the computation of the exact and approximated values is
undecidable for UMDPs with the long-run average objective. Building on matrix prod-
uct theory and ergodic properties, we introduce a novel subclass of UMDPs, termed
ergodic UMDPs. Our main result demonstrates that approximating the value within
this subclass is decidable. However, we show that the exact problem remains undecid-
able. Finally, we discuss the primary challenges of extending these results to partially
observable Markov decision processes.
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1 Context

In this study, we consider unobservable Markov decision processes (UMDPs), and their
partially observable variants (POMDPs), with the long-run average objective. We intro-
duce a new theoretical class of UMDPs by leveraging the “ergodicity” property of products
of matrices. The emphasis of this work is to provide a mathematical proof that analyzes
the decidability of this newly defined class. Consequently, we intentionally avoid examining
the complexity or efficiency of the proposed algorithm, focusing instead on the theoretical
foundations over the practical applications.

UMDPs and POMDPs serve as a powerful model for sequential decision-making prob-
lems. UMDPs are equivalent to probabilistic finite automata [7, 27, 29]. In parallel,
POMDPs extend the classical model with perfect observations of Markov decision processes
(MDPs) [5], which assume perfect information of the system. These models effectively cap-
ture the dynamic in state transitions and the unobservability, or partial observability, of
the environment. Here, we present UMDPs and POMDPs with finite state space, finite
action space, finite signal space, and bounded stage reward functions.

Researchers have increasingly explored the use of UMDPs and POMDPs to solve various
real-world problems [8, 25]. Notably, scenarios involving a long duration stand out. In such
contexts, the long-run average objective holds particular relevance as it emphasizes long-
term optimization. For instance, this objective finds practical applications in numerous
fields, such as communication networks and queueing systems [2]. In [29], Rabin also
explored probabilistic automata in the context of control theory.

Addressing UMDPs and POMDPs with the long-run average objective presents sig-
nificant challenges. Computationally, finite-horizon UMDPs are classified as NP-complete,
and finite-horizon POMDPs as PSPACE-complete [23]. Moreover, infinite-horizon UMDPs
are known as undecidable [21]. The analytical difficulties of the long-run average objective
is mainly due to the absence of the contraction property, as seen in the discounted-sum ob-
jective. Consequently, this work aims to develop innovative algorithms to overcome these
difficulties.
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We propose a new approach which relies on the property of “ergodicity” in products
of matrices. This concept [17, 20, 32, 33] describes how a system progressively forgets its
past. These techniques have found wide applications in the literature, including demo-
graphic studies and economic analysis [33]. However, only MDPs have been explored in
the context of this hypothesis: see [1, 18, 35] for MDPs with finite state space and [4, 24]
for MDPs with denumerable state space.

Main Contributions. In this paper, we present the following main results:

• New theoretical class. We identify a novel theoretical class of UMDPs, termed ergodic
UMDPs, by leveraging the concept of ergodicity in products of stochastic matrices.

• Sufficient conditions. We provide sufficient conditions to establish that the class of
ergodic UMDPs is not empty.

• Positive Result. We demonstrate that the decision version of approximating the value
is decidable for the class of ergodic UMDPs with the long-run average objective.

• Negative Result. We prove that the decision version of determining the exact value
is undecidable for the class of ergodic UMDPs with the long-run average objective.

Significance. To the best knowledge of the authors, this is the first result that exploits er-
godic properties and matrix theory to establish the decidability of approximating the value
for a subclass of UMDPs. Even in this scenario, the exact problem remains undecidable,
underscoring the subtleties of our approach. Furthermore, our research also draws from
a wide range of matrix theory literature to establish computational results in UMDPs, a
classical problem in control theory.

Methodology. When considering UMDPs, a common approach involves constructing an
equivalent completely observable MDP, termed belief MDP, where the state space is infinite.
In this model, the state corresponds to the belief on the original set of states. In parallel, it
is well-known in the literature that MDPs with finite state spaces are not only decidable,
but can also be solved efficiently. By leveraging the ergodicity property, we construct a
finite-state MDP, termed abstract MDP, and prove that it effectively approximates the
belief MDP.

Structure of the paper. The structure of the paper is outlined as follows. We start
by reviewing UMDPs in Section 2. In Section 3, we present the class of ergodic UMDPs.
The decidability of approximating the value is examined in Section 4, while undecidablity
aspects are tackled in Section 5. Finally, Section 6 discusses potential challenges with
extending our approach to POMDPs.
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2 Model Description

Notation. Sets are represented by calligraphic letters such as A,H,K, and S. Elements
within these sets are denoted by lowercase letters, such as a, h, k, and s. Random elements
are denoted by uppercase letters, such as A, H, K, and S. For a set C, let ∆(C) be the set
of probability measure distribution over C, and let δc be the Dirac measure at some element
c ∈ C. For a, b ∈ R, the set [a, b] ∩ Z is represented as [a..b].

2.1 Model

In this section, we introduce UMDPs, the primary model discussed throughout this paper.
Formally, we define it as follows.

Definition 2.1 (UMDP). A UMDP, denoted as Γ, is defined by a 5-tuple Γ = (K,A, p, g, b1),
where:

• K is the finite set of states;

• A is the finite set of actions;

• p : K × A → ∆(K), represented as p(k′|k, a), is the probabilistic transition function
that gives the probability distribution over the successor states given a state k ∈ K
and an action a ∈ A. We represent by P (a) the transition matrix for each action
a ∈ A;

• g : K×A → [0, 1] is the stage reward function;

• b1 ∈ ∆(K) is the initial belief, which represents the initial probability distribution over
the state space.

Starting from b1 ∈ ∆(K), the UMDP evolves as follows:

• An initial state k1 is selected according to b1. The decision-maker knows b1 but does
not know k1, the realization of K1.

• At each stage m ≥ 1, the decision-maker chooses some action am ∈ A. This action
results in a stage reward Gm := g(km, am). Subsequently, the next state Km+1 is
determined according to the transition probability function p(km, am). The decision-
maker receives no information about the environment. Therefore, he cannot observe
the state Km+1 nor the reward Gm.

In contrast with a UMDP, where the decision-maker has no information about the
current state, a MDP [28] offers full information over the state space. At all stages,
the decision-maker is fully aware of his current state. A MDP can be defined as a
5-tuple (K,A, p, g, b1), where K is the finite set of states, A is the finite set actions,
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p : K × A → ∆(K) the transition function, g : K × A → [0, 1] the stage reward func-
tion, and b1 ∈ ∆(K) the initial belief.

At stage m, the decision-maker recalls all previous actions, which is referred to as the
history before stage m. Let Hm := (A)m−1 define the set of histories before stage m, with
(A)0 := {∅}. A strategy is a mapping σ :

⋃
m≥1Hm → A. The set of strategies is denoted

by Σ. Given b1 ∈ ∆(K) and σ ∈ Σ, we define P
b1
σ as the law induced by the strategy σ and

the initial belief b1 on the set of plays of the game Ω = (K×A)N. Similarly, E
b1
σ represents

the expectation with respect to this law.

Remark 2.1. There exists strategies, known as behavioural strategies, that consider a prob-
ability distribution over the action space A. These strategies are defined as σ :

⋃
m≥1Hm →

∆(A). When ∆(A) is a dirac δa over some action a, such strategies are referred to as pure
strategies. Kuhn’s Theorem establishes a connection between pure and behavioural strate-
gies, leading to the conclusion that using behavioural strategies does not alter the results
presented in this paper (see [14, 34]).

Let γ(σ) represent the long-run average reward given by some strategy σ ∈ Σ as

γ(σ) := lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Gm

)
, (1)

and v denote the optimal long-run average reward, called value, defined as

v := sup
σ∈Σ

γ(σ), (2)

where the supremum is taken over all strategies σ ∈ Σ.

Remark 2.2. In the literature, the long-run average objective is also commonly defined as

v := sup
σ∈Σ

E
b1
σ

(
lim inf
N→∞

1

N

N∑

m=1

Gm

)
.

These values coincide, as proven in [34].

Next, we introduce the definition of ε-optimal strategies as follows.

Definition 2.2 (ε-Optimal Strategy). Let b1 ∈ ∆(K) and ε > 0. A strategy σ ∈ Σ is
ε-optimal in Γ if

γ(σ) ≥ v − ε. (3)
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2.2 Computational Formalism

In computational theory, a decision problem is a binary question that determines whether a
specific property holds for a given input. The decidability of these problems is characterized
by Turing machines: they process an input and, upon reaching a halting state, accept or
reject it. Algorithms are Turing machines that halt for all possible inputs within a finite
number of stages. If it takes the correct decision for all input, the algorithm is said to solve
a decision problem. The class of decision problems solvable by an algorithm is referred to as
being decidable. Conversely, if no algorithm exists to solve a decision problem, it belongs to
the undecidable class. In [21], Madani et al. established the undecidability of determining
the value for UMDPs with the long-run average objective. This decision problem can be
defined as follows.

Definition 2.3 (Decision Version of Determining the Value). Let Γ = (K,A, p, g, b1) be a
UMDP. Given x ∈ [0, 1], the problem consists in deciding which one is the case: to accept
means that v > x holds, whereas to reject means that v ≤ x holds.

In many real-world scenarios, finding exact solutions can be very challenging. To ad-
dress this issue, approximation algorithms offer practical and efficient solutions by finding
ε-optimal solutions with guaranteed performance bounds. The study of the approximabil-
ity of decision problems involves analyzing the trade-off between the quality of the solution
and the computational resources. The decision problem of approximating the value can be
defined as follows.

Definition 2.4 (Decision Version of Approximating the Value). Let Γ = (K,A, p, g, b1) be
a UMDP. Given x ∈ [0, 1], ε > 0 such that v > x + ε or v < x − ε, the problem consists
in deciding which one is the case: to accept means that v > x+ ε holds, whereas to reject
means that v < x− ε holds.

In the context of UMDPs, Madani et al. [21] have proved that even the decision version
of the approximation problem remains undecidable for the long-run average objective. As
a consequence, it becomes essential to propose conditions that define decidable subclasses
of UMDPs.

2.3 Reduction of UMDPs to Belief MDPs

Recall that the state dynamic in UMDPs is unobservable: the decision-maker is “blind”
over the states of the system. In contrast, the classical MDP model assumes that the
decision-maker observes the state of the system at the beginning of each stage.

We introduce the definition of history before stage m as follows.

Definition 2.5 (m-Stage History). Given a strategy σ ∈ Σ and an initial belief b1 ∈ ∆(K),
denote the (random) history at stage m by

Hm := (A1, A2, ..., Am−1).
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The random variable Hm takes values in Hm.

In UMDPs, the decision-maker remembers the history of its past actions when de-
ciding on a new action. Unfortunately, the representation of past histories is expensive.
Indeed, the set of possible histories up to stage m grows exponentially with m, while for
infinite-horizon POMDPs, the set of histories becomes infinite. An alternative approach
was introduced by Åström in [3]. He proved that it is possible to summarize all information
from past actions into a probability distribution (the belief) over the state space K: the be-
lief is a sufficient statistic for a given history Hm = hm. As a result, a strategy can take the
form of a mapping from “states” to actions if the states of the model are defined differently.

We consider the definition of the m-stage belief in UMDPs as follows.

Definition 2.6 (m-Stage Belief). Given an initial belief b1 ∈ ∆(K), a strategy σ ∈ Σ, and
a history hm ∈ Hm, denote the belief at stage m by bb1m,σ, which is given by, for all k ∈ K,

bb1m,σ(k) := P
b1
σ (Km = k|Hm = hm).

For clarity, we will simplify the notation of the belief as bm, omitting its dependence
on b1 and σ. Given a fixed σ and b1, one can use Bayes’ rule to compute bm.

When dealing with UMDPs, a common approach is to construct a completely observ-
able MDP G, referred to as the belief MDP. The observability stems from the fact that the
beliefs are functions of the set of histories and the initial belief. This method offers several
advantages, such as relying on the more developed theory of completely observable MDPs,
including optimality equations or structures of optimal strategies. Unfortunately, the state
space of this belief MDP is infinite (cf. [15]).

Consider a UMDP Γ = (K,A, p, g, b1). The belief MDP, denoted as G, is defined by a
5-tuple G = (∆(K),A, p̄, ḡ, b1), where:

• ∆(K) is the countable set of belief states;

• A is the finite set of actions;

• p̄ : ∆(K)×A → ∆(K), denoted p̄(b′|b, a), is the deterministic transition function that
gives the probability distribution over the successor belief states given a belief state
b ∈ ∆(K) and an action a ∈ A;

• ḡ : ∆(K) × A → [0, 1] is the stage reward function such that for all b ∈ ∆(K) and
a ∈ A, ḡ(b, a) :=

∑
k∈K b(k)g(k, a);

• b1 ∈ ∆(K) is the initial belief state.
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At each stage, the belief changes each time an action is taken. For each stage m ≥ 1
and state k′ ∈ K, the belief update is defined as:

bm+1(k
′) :=τ(bm, am)

=
∑

k∈K

p(k′|k, am)bm(k)

and the deterministic transition function is defined as:

p̄(bm+1|bm, am) :=

{
1 if bm+1 = τ(bm, am)
0 otherwise

For each stage m ≥ 1, let Ḡm := ḡ(Bm, Am) denote the stage reward where Bm ∈ ∆(K)
and Am ∈ A.

For a given strategy σ ∈ Σ, the long-run average objective of the belief MDP is defined
as follows

γ′(σ) := lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡm

)
,

and the value v′ is defined as
v′ := sup

σ
γ(σ),

where the supremum is taken over all strategies σ ∈ Σ.
As evidenced by prior works [6, 13, 30, 37]: given a strategy σ ∈ Σ and initial belief

b1 ∈ ∆(K), the long-run average objective of the belief MDP is equal to the long-run
average objective of the corresponding UMDP. Similarly, given an initial belief b1 ∈ ∆(K),
the value of the belief MDP and the value of the corresponding UMDP are equivalent.
Finally, given its equivalence to the original UMDP, an optimal solution to the belief MDP
coincides with an optimal solution for the original UMDP.

3 Class Description

This section presents a novel class of UMDPs that leverages the property of ergodicity of
products of stochastic matrices. Ergodicity [17, 32, 33] focuses on the progression of forward
products of stochastic matrices towards equivalence of the rows. This property essentially
describes a tendency to overlook its distant past [17]. Building upon this concept, we
introduce a new class of UMDPs, referred to as ergodic UMDPs. Additionally, we will
present sufficient conditions for specific subclasses of ergodic UMDPs.

To begin, given n ≥ 1 and action sequence an = (a1, ..., an), define the forward products
of transition matrices as

T n(an) := P (a1)P (a2) · · ·P (an) =
n∏

i=1

P (ai).

8



We say that P > 0 if pk,k′ > 0 for each k, k′. Similarly, we write P ≥ 0 if pk,k′ ≥ 0 for
each k, k′. When it is clear from the context, we denote T n(an) = T n = (tnk,k′)k,k′∈K. For a
given matrix P , we represent its k-th column as (P )k∈K. Finally, the transpose of a vector
p will be denoted as p⊤. A square matrix P is stochastic if pk,k′ ≥ 0 for each k, k′ ∈ K,
and the terms of each row sum to one i.e.,

∑
k′∈K pk,k′ = 1.

We define the ergodicity of products of stochastic matrices as follows [33, Definition
4.4, p. 136].

Definition 3.1 (Ergodicity). A sequence of stochastic matrices {Pi}i≥1 on K is ergodic if
we have, for all k, k̄, k′ ∈ K, that

tnk,k′ − tn
k̄,k′

−→ 0, (4)

as n goes to infinity.

Remark 3.1. In the literature, Definition 3.1 is commonly known as the weak ergodicity
property of forward products of matrices [32].

The “strong” ergodicity of product of stochastic matrices [33, Definition 4.5, p. 136]
necessitates entrywise convergence, that is, each term tnk,k′ must converge to a limit as
n → ∞. In contrast, Definition 3.1 emphasizes a convergence based on the differences
between rows. Specifically, it indicates that the values of tnk,k′ for each k, k′ ∈ K may not
necessarily converge to a limit as n → ∞.

Coefficient of ergodicity has been introduced as a tool to characterize the convergence
speed of forward products of matrices. For a deeper dive into this topic, we refer the reader
to the following papers [19, 22, 33]. A stochastic matrix P is called stable if every rows are
identical.

We present a formal definition of coefficient of ergodicity for stochastic matrices [33,
Definition 4.6, p. 136].

Definition 3.2 (Coefficient of Ergodicity). A scalar function τ(·), continuous on the set
of stochastic matrices and satisfying 0 ≤ τ(P ) ≤ 1, is called a coefficient of ergodicity. It
is proper if

τ(P ) = 0 if and only if P = 1v⊤,

where 1 = (1, . . . , 1) and v is some probability vector (v ≥ 0, v⊤1 = 1) that is, whenever
the matrix P is stable.

Given a stochastic matrix P , an example of proper coefficient of ergodicity (see [33]),
denoted as τ1(·), is defined by

τ1(P ) :=
1

2
max
k,k̄

|K|∑

k′=1

|pk,k′ − pk̄,k′ |.
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Using Seneta [33, Lemma 4.3, p. 139], the coefficient of ergodicity τ1 is submultiplicative,
i.e., for all stochastic matrices P and Q, we have that τ1(PQ) ≤ τ1(P )τ1(Q). The coeffi-
cient of ergodicity τ1 plays a crucial role in characterizing ergodicity [33, p. 140]. More
specifically, ergodicity of forward products of stochastic matrices is equivalent to

τ1(T
n) −→ 0,

as n goes to infinity. Using this definition, we identify a novel theoretical class of UMDPs,
referred to as ergodic UMDPs.

Definition 3.3 (Ergodic UMDP). A UMDP Γ is ergodic if, for all ε ∈ (0, 1), there exists
an integer n0 such that, for all action sequences an with n ≥ n0, the following inequality
holds:

τ1(T
n(an)) ≤ ε. (5)

The existence of an integer n0, such that inequality (5) holds for each sequence of actions
an0 , is crucial in analyzing the decidability of the class of ergodic UMDPs.

Remark 3.2. Definition 3.3 of ergodic UMDP is equivalent to the concept of ergodic
probabilistic finite automata introduced by Paz in [25]. Here, it displays an integer n0 that
is uniform. Definition 3.1 characterizes the ergodicity property using pointwise convergence.
Similarly, we could call a UMDP Γ pointwise ergodic if, for each given action sequence,
forward products of transition matrices satisfies the ergodicity condition. By [12, Theorem
6.1], this is equivalent to Definition 3.3.

Paz provided a characterization of ergodic UMDPs [25, Theorem 3.1, p. 80].

Theorem 3.4. A UMDP is ergodic if and only if there is n0 such that for each action
sequence an0 we have τ1(T

n0(an0)) < 1.

Having characterized ergodic UMDPs, we now provide interesting subclasses. In [33],
Seneta provided conditions for ergodicity of forward products of stochastic matrices. There-
fore, our objective is to highlight connections between them and subclasses of ergodic
UMDPs which are of particular interest. We start by introducing the following class of
matrices.

Definition 3.5 ([11, 25, 33, 36]).

• A matrix P is stochastic indecomposable and aperiodic (SIA), if limn→∞ Pn = Q
exists, where Q is a stable stochastic matrix. The class of SIA matrices is denoted
G1.

• A stochastic matrix P is a G2-matrix if P ∈ G1 and, for all Q ∈ G1, we have that
QP ∈ G1. Denote G2 the class of G2-matrices.
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• For all Q ⊆ K and stochastic matrix P , define the consequence function F as
FP (Q) = {k′|∃k ∈ Q s.t. pk,k′ > 0}. A stochastic matrix P is a Sarymsakov
matrix if for all two disjoint nonempty sets Q,Q′ ⊆ K, FP (Q) ∩ FP (Q

′) 6= ∅ or
|FP (Q) ∪ FP (Q

′)| > |Q ∪ Q′|. Denote S the class of Sarymsakov matrices.

• A stochastic matrix P is scrambling if given two rows k and k̄, there is at least one
column k′ such that pk,k′ > 0 and pk̄,k′ > 0, or equivalently P ∈ G3 if and only
τ1(P ) < 1. Denote G3 the class of scrambling matrices.

• A stochastic matrix P is Markov if at least one column of P has all entries strictly
positive. Denote M the class of Markov matrices.

In the following definition, we introduce a condition commonly referred to as the Wol-
fowitz Condition, denoted by (WC) in the literature and discussed in [25].

Definition 3.6 (SIA UMDP). A UMDP is SIA if condition (WC) holds i.e., for all n ≥ 1
and action sequence an, the matrix T n(an) belongs to the class of matrices G1.

A SIA UMDP is ergodic. Indeed, under condition (WC), there is an integer n0 such
that for all action sequences an0 the inequality τ1(T

n0(an0)) < 1 holds [26]. Therefore, the
ergodicity holds by Theorem 3.4.

From [33], we have M ( G3 ( S ( G2 ( G1. The class of Sarymsakov matrices [33]
represents the largest known subclass within G1 that possesses the property of being closed
under multiplication. Therefore, we can construct subclasses of ergodic UMDPs under the
assumption that, for each action a ∈ A, the transition matrix P (a) belongs to M,G3, S, or
G2.

Example 3.1 (Convex Combination). The strict convex combination of a UMDP and an
ergodic UMDP with the same sets and stage rewards results in an ergodic UMDP. More for-
mally, for each α ∈ (0, 1), consider a UMDP Γ = (K,A, p, g, b1) and an ergodic UMDP Γ′ =
(K,A, p′, g, b1). For example, one may have that the transitions in Γ′ satisfy p′(k′|k, a) > 0
for all k, k′ ∈ K and a ∈ A. We define the combined UMDP, Γ′′ = (K,A, p′′, g, b1), by
setting, for each action a, that p′′(k′|k, a) = αp(k′|k, a)+ (1−α)p′(k′|k, a)). This approach
ensures that Γ′′ satisfies the ergodicity property, as it keeps the transition matrix structure
of Γ′′.

4 Decidability Analysis

In this section, we consider the decision version of approximating the value for the class of
ergodic UMDPs. The main contribution of this section is the following theorem.

Theorem 4.1. The decision version of approximating the value for the class of ergodic
UMDPs is decidable.
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To tackle this problem, we present a new approximation scheme for computing the
ε-approximate value for the class of ergodic UMDPs.

Interpretation. The goal is to construct a finite-state MDP whose value differs by at
most ε from the value of the UMDP. This approach can be considered as an aggregation
scheme, where similar beliefs of the ergodic UMDPs are approximated by an “abstract”
belief in the finite-state MDP. A related interpretation has been discussed in the robust
MDP literature, such as in [16].

We remind that the belief at stage (n+ 1) after actions a1, . . . , an can be expressed in
“matrix” form as

b⊤n+1 = b⊤1 T
n(an) = b⊤1 P (a1) · · ·P (an) (6)

with an = (a1, ..., an).

4.1 Determining the Ergodicity Property

A legitimate question would be whether the ergodicity property holds for a given UMDP.
We show that it is decidable and that it can be done within exponential space. This claim
is supported by the following result from Paz [25, Theorem 4.7, p. 90].

Theorem 4.2. A UMDP Γ is ergodic if and only if, there exists an integer n0 ≤
(
3|K| − 2|K|+1 + 1

)
/2

such that, for every action sequence an with n ≥ n0,

τ1(T
n(an)) < 1. (7)

Building on Theorem 4.2, we deduce the following proposition.

Proposition 4.3. Let Γ be a UMDP. Determining whether the ergodicity property holds
for Γ is decidable. Moreover, it can be achieved within exponential space.

Proof. Although Theorem 4.2 states a condition for all sequences of actions an with n ≥ n0,
it is sufficient that the condition holds for sequences of actions of length n0 only. Therefore,
Theorem 4.2 immediately implies an algorithm to decide whether a UMDP satisfies the
ergodicity property. Indeed, it is sufficient to verify if there is n0 ≤

(
3|K| − 2|K|+1 + 1

)
/2

such that for all action sequences of length n0 we have that τ1(T
n0(an0)) < 1, which can

be done by enumeration.
Moreover, checking whether a UMDP satisfies the ergodicity property requires ex-

ponential space complexity. Indeed, one needs to verify through enumeration whether
τ1(T

n(an)) < 1 is satisfied for every action sequences of size n ≤ (3|K| − 2|K|+1 + 1)/2.

12



4.2 Construction of the Abstract MDP

We proceed to construct a finite-state MDP, termed abstract MDP. Consider an ergodic
UMDP Γ = (K,A, p, g, b1) and ε ∈ (0, 1).

First, the following statement allows us to relate Theorem 4.2 with every ε ∈ (0, 1).

Proposition 4.4. Given an ergodic UMDP Γ and ε ∈ (0, 1), consider n0 ≤
(
3|K| − 2|K|+1 + 1

)
/2

such that (7) is satisfied for every action sequence an0 . Then, there exists a finite integer
n ≤ n̄(n0, ε)n0/2 such that for every action sequence an1 = (a1, ..., an1

) with n1 ≥ n, we
have

τ1(T
n1(an1)) ≤ ε , (8)

where n̄(n0, ε) := ⌈ln(ε)/ ln(supan0 τ1(T
n0(an0)))⌉.

Proof of Proposition 4.4. By Theorem 4.2, a UMDP is ergodic if and only if there exists
n0 ≤ (3|K| − 2|K|+1 + 1)/2 such that for every action sequence an0 we have

τ1(T
n0(an0)) < 1.

Now, consider the set of products of stochastic matrices T n0(an0) where an0 is every action
sequences of length n0. Denote ān0 the sequence of actions of length n0 that maximizes
τ1(T

n0(an0)), i.e., ān0 := argmaxan0 τ1(T
n0(an0)) and τ̄(n0) := τ1(T

n0(ān0)). By Theorem
4.2, we have that τ̄(n0) < 1. For every ε ∈ (0, 1), taking n̄(n0, ε) = ⌈ln(ε)/ ln(τ̄(n0))⌉, we
have

[τ̄ (n0)]
n̄(n0,ε) ≤ ε.

Also, for all action sequences of length n̄(n0, ε)n0, it holds that

τ1

(
T n̄(n0,ε)n0

(
an̄(n0,ε)n0

))
≤ [τ̄(n0)]

n̄(n0,ε)

by submultiplicativity of the coefficient of ergodicity τ1. Therefore, the result follows.

Given ε ∈ (0, 1), define T (ε) as the finite set of forward products of transition matri-
ces satisfying (8) of length n where n is given by Proposition 4.4. In particular, for all
T n(an) ∈ T (ε), we have that τ1(T

n(an)) ≤ ε.

We construct an “abstract” set of stable matrices, denoted by T̃ (ε) which approximate
T (ε). Each matrix is approximated by another with equal rows corresponding to the
average over each row. Formally, given every action sequence an, consider the matrix
T n(an) ∈ T (ε). We define T̃ n(an) ∈ T̃ (ε) by

t̃nk,k′(a
n) =

1

|K|

|K|∑

k̄=1

tn
k̄,k′

(an).

13



Note that a matrix T̃ n ∈ T̃ (ε) is stable, i.e., all rows are equal. In the context of UMDPs,
we can interpret a stable matrix as a belief state. Indeed, given each initial belief b ∈ ∆(K)
and matrix T̃ n ∈ T̃ (ε), the belief update is b′(k′) = (bT̃ n)k′ =

∑
k∈K b(k)t̃nk,k′ for each

k′ ∈ K. By definition of stable matrices, for each column k′, the transition t̃nk,k′ is constant
in the row k. Thus, the belief update becomes a convex combination of terms with equal
values. Consequently, the belief update is independent of the initial belief, and each stable
matrix can be interpreted as a mapping to a single belief. As a result, the stable property of
stochastic matrices becomes fundamental to the finiteness of the state space in the abstract
MDP.

Now, for a given initial belief b1 ∈ ∆(K), define the set of abstract beliefs as follows:

B∗ := {b∗ ∈ ∆(K) | ∃T̃ n ∈ T̃ (ε) such that b∗ = b⊤1 T̃
n} ∪ {b1}.

For i ∈ [1..n−1], we will write B∗×Ai := {(b∗, a1, ..., ai)|b
∗ ∈ B∗ and aj ∈ A for j ∈ [1..i]},

and when i = 0, B∗ ×A0 := {(b∗)|b∗ ∈ B∗} for convenience.

Consider an ergodic UMDP Γ = (K,A, p, g, b1). The abstract MDP, denoted G∗(ε), is
defined by a 5-tuple G∗(ε) = (X ,A, p̄∗, ḡ∗, b1), where:

• X is the finite set of states, defined by

X :=
n−1⋃

i=0

(B∗ ×Ai);

• A is the finite set of actions;

• p̄∗ : X ×A → X is the deterministic transition function that gives the successor state
according to current state and action;

• ḡ∗ : X ×A → [0, 1] is the stage reward function;

• b1 ∈ ∆(K) is the initial state.

Define proj : X → ∆(K) the function that assigns a belief state to each state of the
abstract MDP. Given x ∈ X , the function proj is defined as follows:

proj(x)(k) :=

{
b∗(k) if x = (b∗)∑

k̄∈K b∗(k̄)ti
k̄,k

(a1, ..., ai) if x = (b∗, a1, ..., ai)

where T i(ai) = T i(a1, ..., ai) =
∏i

j=1 P (aj) for i ∈ [1..n − 1].

The abstract reward function is defined as:

ḡ∗(x, a) :=
∑

k∈K

proj(x)(k) · g(k, a).

14



Given x ∈ X , where x is of the form (b∗, ai) for i ∈ [0..n − 1], and an action a ∈ A,
define the abstract update as

τ∗(x, a) :=

{
(b∗, a1, · · · , ai, a) if i ∈ [0, n − 2]

(proj(x)⊤T̃ n(an)) if i = n− 1

where an = (an−1, a). In this context, for a given current state x ∈ X and action a ∈ A, the
abstract update will compute the deterministic successor state x′ ∈ X . Define the abstract
transition function as

p̄∗(x′|x, a) :=

{
1 if x′ = τ∗(x, a)
0 otherwise

where x, x′ ∈ X and a ∈ A.
For each stage m ≥ 1, let Ḡ∗

m := ḡ∗(xm, am) denote the stage reward where xm ∈ X
and am ∈ A.

For a given strategy σ ∈ Σ, the long-run average objective of the abstract MDP is
defined as follows

γ∗(σ) := lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)
,

and v∗ is defined as
v∗ := sup

σ
γb1,∗∞ (σ),

where the supremum is taken over all strategies σ ∈ Σ.

4.3 Decidability of Ergodic UMDPs

We now prove the decidability of approximating the value in the class of ergodic UMDPs
in three steps.

Given a stochastic matrix P and a probability vector b, we consider the following norms:
‖P‖1 := maxk′∈K

∑
k∈K |pk,k′|, ‖P‖∞ := maxk∈K

∑
k′∈K |pk,k′|, and ‖b‖1 :=

∑
k∈K |b(k)|.

Step 1. We first analyze the belief dynamics within an ergodic UMDP and its correspond-
ing abstract MDP, proving that they remain closely aligned.

Lemma 4.5. Let Γ be an ergodic UMDP and ε ∈ (0, 1). For all strategies σ ∈ Σ and
m ≥ 1, the states of the abstract MDP G∗(ε) satisfies

∥∥∥bb1m,σ − proj(xb1m,σ)
∥∥∥
1
≤ 4ε,

where xb1m,σ denote the state in the abstract MDP at stage m induced by strategy σ and
starting from initial belief b1.
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Proof of Lemma 4.5. Fix an ergodic UMDP Γ and ε ∈ (0, 1). Let n given by Proposi-
tion 4.4. Consider the abstract MDP G∗(ε). Recall that the MDP G∗(ε) is constructed as
follows:

1. By Proposition 4.4, for ε ∈ (0, 1), there exists a number n with the associated set of
matrices T (ε) = {T n(an)} satisfying that, for all action sequences an,

τ1(T
n(an)) ≤ ε ,

i.e., each matrix in T (ε) has similar rows;

2. Associated with T (ε), we construct the abstract set of stable matrices, denoted T̃ (ε);

3. Each matrix in T̃ (ε) can be regarded as a belief;

4. In the abstract MDP:

• Using function proj, each state x ∈ X is related to a specific belief in ∆(K);

• Actions correspond to actions in the original ergodic UMDP.

Fix a strategy σ ∈ Σ. We prove that

∥∥∥bb1m,σ − proj(xb1m,σ)
∥∥∥
1
≤ 4ε, ∀m ≥ 1.

We consider blocks of size n. Let i ≥ 0, and an an action sequence. We recall the following
relations:

• bb1(i+1)n+1,σ = bb1⊤in+1,σT
n(an);

• proj(xb1(i+1)n+1,σ) = proj(xb1in+1,σ)
⊤T̃ n(an).

Define b̃b1
(i+1)n+1,σ

:= proj(xb1in+1,σ)
⊤T n(an).

We prove the claim by induction on i ∈ N. We start by observing that the base case
holds, i.e., when i = 0. Indeed, by construction of the abstract MDP, we have for all
m ∈ [0..n − 1] that ∥∥∥bb1m+1,σ − proj(xb1m+1,σ)

∥∥∥
1
= 0
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and,

∥∥∥bb1n+1,σ − proj(xb1n+1,σ)
∥∥∥
1

≤

|K|∑

k=1

|K|∑

j=1

b1(j)
∣∣tnj,k(an)− t̃nj,k(a

n)
∣∣

=

|K|∑

j=1

b1(j)

|K|∑

k=1

∣∣tnj,k(an)− t̃nj,k(a
n)
∣∣

≤

|K|∑

j=1

b1(j) 2τ1(T
n) (Def. τ1 and T̃ n)

≤ 2ε. (Proposition 4.4)

Now, assume that the claim holds for the first i blocks. We prove it holds for the next
block, i.e., block i+ 1. For each action sequence an,

∥∥∥bb1(i+1)n+1,σ − proj(xb1(i+1)n+1,σ)
∥∥∥
1

=
∥∥∥bb1(i+1)n+1,σ − b̃b1(i+1)n+1,σ + b̃b1(i+1)n+1,σ − proj(xb1(i+1)n+1,σ)

∥∥∥
1

≤
∥∥∥bb1(i+1)n+1,σ − b̃b1(i+1)n+1,σ

∥∥∥
1

+
∥∥∥b̃b1(i+1)n+1,σ − proj(xb1(i+1)n+1,σ)

∥∥∥
1

=
∥∥∥bb1⊤in+1,σT

n(an)− proj(xb1in+1,σ)
⊤T n(an)

∥∥∥
1

+
∥∥∥proj(xb1in+1,σ)

⊤T n(an)− proj(xb1in+1,σ)
⊤T̃ n(an)

∥∥∥
1

≤ 2ε+
∥∥∥proj(xb1in+1,σ)

⊤T n(an)− proj(xb1in+1,σ)
⊤T̃ n(an)

∥∥∥
1

(Proposition 4.4)

≤ 2ε+

|K|∑

k=1

|K|∑

j=1

proj(xb1in+1,σ)(j)
∣∣tnj,k(an)− t̃nj,k(a

n)
∣∣

= 2ε+

|K|∑

j=1

proj(xb1in+1,σ)(j)

|K|∑

k=1

∣∣tnj,k(an)− t̃nj,k(a
n)
∣∣

≤ 2ε+

|K|∑

j=1

proj(xb1in+1,σ)(j) 2τ1(T
n) (Def. τ1 and T̃ n)

≤ 2ε+ 2ε = 4ε. (Proposition 4.4)
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We now compute the difference between each belief inside a block. For each m ∈ [1..n−1],
denote Y m :=

∏m
k=1 P (ak), then

∥∥∥bb1in+1+m,σ − proj(xb1in+1+m,σ)
∥∥∥
1

=
∥∥∥(bb1in+1,σ − proj(xb1in+1,σ))

⊤Y m
∥∥∥
1

≤
∑

k∈K

∣∣∣∣
(
(bb1in+1,σ − proj(xb1in+1,σ))

⊤Y m

)

k

∣∣∣∣

≤
∥∥∥bb1in+1,σ − proj(xb1in+1,σ)

∥∥∥
1
‖Y m‖∞

≤ 4ε.

Therefore, the result follows.

Step 2. Knowing that beliefs remain close in the belief and abstract MDPs, we prove that
the difference between the long-run average rewards are also close.

Lemma 4.6. Let Γ be an ergodic UMDP and ε ∈ (0, 1). For all strategy σ ∈ Σ, the reward
of the abstract MDP G∗(ε) satisfies

∣∣∣∣ lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡm

)
− lim inf

N→∞
E
b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)∣∣∣∣ ≤ 4ε.

Proof of Lemma 4.6. Let us consider ñ blocks of size n, where n is given by Proposition 4.4.
The difference in reward inside a block i ∈ [0..ñ − 1] is as follows

∣∣∣∣E
b1
σ

(
1

n

(i+1)n∑

m=in+1

[Ḡm − Ḡ∗
m]

)∣∣∣∣ =
∣∣∣∣
1

n

(i+1)n∑

m=in+1

ḡm(bb1m,σ , am)− ḡ∗m(xb1m,σ, am)

∣∣∣∣

=

∣∣∣∣
1

n

(i+1)n∑

m=in+1

∑

k∈K

g(k, am)[bb1m,σ(k)− proj(xb1m,σ)(k)]

∣∣∣∣

≤
1

n

(i+1)n∑

m=in+1

∥∥∥bb1m,σ − proj(xb1m,σ)
∥∥∥
1

≤ 4ε,

where the last inequality follows from Lemma 4.5.

By summing over ñ blocks and considering that N = ñ n, we have that

∣∣∣∣E
b1
σ

(
1

N

N∑

m=1

[Ḡm − Ḡ∗
m]

)∣∣∣∣ =
∣∣∣∣
1

ñ

ñ−1∑

j=0

E
b1
σ

(
1

n

(j+1)n∑

m=jn+1

[Ḡm − Ḡ∗
m]

)∣∣∣∣ ≤ 4ε.
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Taking the limit as ñ grows,

lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡm

)
=

∣∣∣∣ lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

[Ḡm − Ḡ∗
m + Ḡ∗

m]

)∣∣∣∣

≤ lim inf
N→∞

∣∣∣∣E
b1
σ

(
1

N

N∑

m=1

[Ḡm − Ḡ∗
m + Ḡ∗

m]

)∣∣∣∣

≤ lim inf
N→∞

[
E
b1
σ

(
1

N

N∑

m=1

|Ḡm − Ḡ∗
m|

)
+ E

b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)]

≤ lim inf
N→∞

[
E
b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)]
+ 4ε.

Similarly,

lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)
≤ lim inf

N→∞

[
E
b1
σ

(
1

N

N∑

m=1

Ḡm

)]
+ 4ε.

Therefore, we can conclude that

∣∣∣∣ lim inf
N→∞

E
b1
σ

(
1

N

N∑

m=1

Ḡm

)
− lim inf

N→∞
E
b1
σ

(
1

N

N∑

m=1

Ḡ∗
m

)∣∣∣∣ ≤ 4ε.

Step 3. Finally, we can prove Theorem 4.1.

Proof of Theorem 4.1. Given an ergodic UMDP and ε ∈ (0, 1), Proposition 4.4 guarantees
the existence of a finite integer n ≤ n̄(n0, ε)n0/2, with n0 ≤ (3|K|− 2|K|+1+1)/2, such that
we can construct the finite set of matrices T (ε). Relying on this set, we derive its finite set
of abstract matrices T̃ (ε). Finally, we can construct a finite-state MDP, termed abstract
MDP, in a finite amount of time.

Moreover, Lemma 4.6 demonstrates that the abstract MDP provides an approximate
value for the ergodic UMDPs. Given that the decision version of approximating the value
is decidable for finite-state MDPs [28], the decidability for the class of ergodic UMDPs
follows.

Finally, Algorithm 1 summarizes the approximation scheme for the class of ergodic
UMDPs.
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Algorithm 1 Algorithm for Ergodic UMDPs

1: Input: UMDP Γ = (K,A, p, g, b1), ε ∈ (0, 1)
2: Check ergodicity property of Γ
3: Construct the set of matrices T (ε)
4: Derive the abstract set of matrices T̃ (ε) from T (ε)
5: Construct the abstract MDP G∗(ε)
6: Compute the optimal value v∗ of the abstract MDP G∗(ε)
7: Output: Optimal value v∗

4.4 Some Properties about ergodic UMDPs

In this section, we present some properties about ergodic UMDPs. Given a strategy σ ∈ Σ,
define the discounted-sum objective for blind MDPs as follows: for all θ ∈ (0, 1),

γ(σ, θ) = E
b1
σ

(
(1− θ)

∑

m≥1

θm−1Gm

)
,

and the discounted value as
v(θ) = sup

σ∈Σ
γ(σ, θ).

Similarly, for a given strategy σ ∈ Σ, the discounted-sum objective for the abstract
MDP is defined as follows: for all θ ∈ (0, 1)

γ∗(σ, θ) = E
b1
σ

(
(1− θ)

∑

m≥1

θm−1Ḡ∗
m

)
,

and the discounted value as
v∗(θ) = sup

σ∈Σ
γ(σ, θ).

Proposition 4.7. Consider an ergodic UMDP Γ. The following properties hold:

• For all ε ∈

(
0,

1

2|K|(|K| − 1)

]
, there exists θ0 ∈

[
1 −

1

4|K|3
, 1

)
such that the dis-

counted value of the abstract MDP G∗(ε) satisfies

|v∗(θ0)− v| ≤ 5ε.

• The long-run average value is constant with respect to the initial belief.

Proof of Proposition 4.7. We consider the first claim. Lemma 4.6 shows that, for every

ε ∈

(
0,

1

2|K|(|K| − 1)

]
, we have

|v∗ − v| ≤ 4ε
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and, using Zwick and Paterson [38, Theorem 5.2, p. 352-353], there exists θ0 ∈ [1 −
1/(4|K|3), 1) such that

|v∗(θ0)− v∗| ≤ ε.

Therefore, we deduce the result as follows

|v∗(θ0)− v| ≤ |v∗(θ0)− v∗|+ |v∗ − v|

≤ 5ε.

Now, we tackle the second claim as follows. Consider an ergodic UMDP Γ and some
initial belief bA ∈ ∆(K) and bB ∈ ∆(K). By property of ergodicity of stochastic matrices,
for each action sequence an = (a1, ..., an) and k, k′ ∈ K, we have that

∑

k∈K

(
bA(k)t

n
k,k′(a

n)− bB(k)t
n
k,k′(a

n)

)
−→ 0,

as n goes to infinity. For all strategy σ ∈ Σ, similar computations as in the proof of Lemma
4.6 lead to

∣∣γbA∞ (σ)− γbB∞ (σ)
∣∣ ≤ ε.

We conclude the proof by considering the limit as ε → 0.

5 Undecidability Analysis

In this section, we introduce an undecidability result for the decision version of determining
the value for the class of ergodic UMDPs. This indicates that the approximation problem
can be interpreted as “tight”: computing the exact value is undecidable and therefore
reducing the class of ergodic UMDPs to (perfectly observable) MDPs is not possible.

To approach the exact problem, we define probabilistic finite automata (PFA) [21].
While PFA are models that accepts or rejects strings, UMDPs are used for solving stochastic
sequential optimization problems where the decision-maker receives no information of the
system. These models are tightly connected. Indeed, the alphabet in PFA corresponds to
actions in UMDPs. Further, the notion of acceptance in PFA corresponds to a reachability
objective in UMDPs. Due to this connection, undecidability results in PFAs also holds for
UMDPs. We define a state k ∈ K as absorbing if p(k, a)(k) = 1 for all a ∈ A.

Definition 5.1 (PFA [9]). A PFA, denoted as M, is defined as a 5-tuple M = (K,B,A, p,
k1), where:

• K is the finite set of states;

• B ⊆ K is the set of nonabsorbing accepting states;
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• A is the finite set of symbols;

• p : K×A → ∆(K) is the probability distribution over the successor state given current
state k ∈ K and symbol a ∈ A;

• k1 is the initial state.

Denote P
k1
w (KN+1 ∈ B) the probability of acceptance of a word w ∈ A∗ with |w| = N .

Recall the following well-known undecidability result from [21, Theorem 3.2].

Theorem 5.2. Given a PFA, deciding whether there exists a word with acceptance proba-
bility strictly greater than 1/2 is undecidable.

Theorem 5.2 implies the undecidability for ergodic UMDPs as proved by the following
theorem.

Theorem 5.3. The decision version of determining the value for the class of ergodic
UMDPs is undecidable, and the undecidability holds even for the subclass of Markov UMDPs.

Proof of Theorem 5.3. Consider a PFA M = (K,B,A, p, k1) where k1 is the starting state
and B ⊆ K the set of accepting states. Given M and λ ∈ (0, 1), we construct a UMDP
Γ = (K′,A′, p′, g, δk1) with the long-run average objective as follows:

• K′ = K ∪ {k̂} is the finite set of states;

• A′ = A ∪ {restart} is the finite set of actions;

• p′ : K′ ×A′ → ∆(K′) is the probabilistic transition function, defined as follows:

– For every action a ∈ A and k ∈ K, p′(k, a)(k̂) = λ, p′(k, a)(k′) = (1 −
λ)p(k, a)(k′) for all k′ ∈ K, p′(k̂, a)(k̂) = 1;

– Given action a = restart, p′(k, restart)(k1) = 1 for all k ∈ K′.

• g : K′ ×A′ → [0, 1] is the stage reward function, defined as follows:

– Given some action a ∈ A, we have g(k′, a) = 1/2 for all states k′ ∈ K′;

– For action restart, we have g(k̂, restart) = 1/2. Also, for all k ∈ B, we have
g(k, restart) = +1, and, for all k ∈ K \ B, we have g(k, restart) = 0.

In the UMDP Γ, the set of accepting states B ⊆ K′ is transient. Note that, for all
action a ∈ A′, the transition matrix P (a) is Markov. Therefore, the UMDP Γ is Markov
which implies that Γ is ergodic.

Let us show that the acceptance probability of the PFA M is strictly greater than 1/2
if and only if the value of the UMDP is strictly greater than 1/2.
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Consider a PFA M where there exists a word w of length |w| = N that has an accep-
tance probability strictly greater than 1/2. We provide a strategy in the UMDP G that
guarantees a payoff strictly greater than 1/2.

The strategy consists in repeatedly playing the actions in w followed by restart. To
compute the payoff it guarantees, focus on a single block. The expected average reward is

E
δk1

(
1

N + 1

N+1∑

m=1

Gm

)

=
1

N + 1

[
N

2
+ P

k1
w (KN+1 = k̂)

1

2
+
(
1− P

k1
w (KN+1 = k̂)

)
pk1w (KN+1 ∈ B)

]

>
1

N + 1

[
N

2
+ P

k1
w (KN+1 = k̂)

1

2
+
(
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k1
w (KN+1 = k̂)

) 1

2

]

= 1/2.

At stage N + 2, the state is again k1. By repeating the argument on each block of size
N + 1, we obtain that this strategy guarantees strictly more than 1/2.

Now consider that the UMDP G has a value strictly greater than 1/2. We show that the
PFA M has a word with an acceptance probability strictly greater than 1/2. By [10], there
exists an eventually periodic strategy that guarantees strictly more than 1/2. We claim
that such a strategy should play restart an infinite number of times. Indeed, otherwise the
game would remain in k̂ from some stage, and the strategy would achieve payoff 1/2, which
is a contradiction. Since the strategy is eventually cyclic and after playing once the action
restart the state moves to k1 with probability 1, we may consider that the strategy repeats
a cycle of the form (a1, a2, . . . , an, restart). Moreover, if there exists i ∈ [1..n] such that
ai = restart, the payoff the strategy guarantees is a weighted average between the payoff
that the two strategies given by the cycles (a1, . . . , ai−1, restart) and (ai+1, . . . , an, restart)
guarantee. Therefore, repeating this argument, we may consider a strategy that repeats a
cycle of the form (a1, a2, . . . , an, restart) where ai ∈ A for all i ∈ [1..n]. We prove that the
word w = a1 . . . an is accepted by the PFA M with probability strictly larger than 1/2.

Indeed, denote the strategy σ and note that

1

2
< E

δk1
σ

(
1

N + 1

N+1∑

m=1

Gm

)

= (1− λ)nP
k1
w (Kn+1 ∈ B) + (1− (1− λ)n)

1

2
.

Therefore, P
k1
w (Kn+1 ∈ B) > 1/2, i.e., w is accepted by M with probability strictly larger

than 1/2. By Theorem 5.2, it follows that the decision version of determining the value
for the class of Markov UMDPs is undecidable. Moreover, a result showing undecidability
in a subclass indicates undecidability of the broader class. We conclude that determining
the value for the class of ergodic UMDPs is undecidable.
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6 Extending Results to POMDPs

6.1 Class Description

In section 4, we established the decidability of approximating the value for ergodic un-
observable MDPs. POMDPs extend UMDPs by allowing the decision-maker to receive
a signal after taking an action. This generalization introduces one legitimate question
whether a similar approximation scheme would be possible for a generalization of ergodic
UMDPs to POMDPs. The definition of a POMDP is the following.

Definition 6.1 (POMDP). A POMDP, denoted as Γ, is defined by a 7-tuple Γ = (K,A,S,
p, q, g, b1), where:

• K is the finite set of states;

• A is the finite set of actions;

• S is the finite set of observations;

• p : K × A → ∆(K), represented as p(k′|k, a), is the probabilistic transition function
that gives the probability distribution over the successor states given a state k ∈ K
and an action a ∈ A. We represent by P (a) the transition matrix for each action
a ∈ A;

• q : K×A → ∆(S), expressed as q(s|k, a), is the probabilistic observation function that
gives the probability distribution over the observations given a state k ∈ K and an
action a ∈ A. The observation matrix corresponding to some action a ∈ A is denoted
as Q(a);

• g : K×A → [0, 1] is the stage reward function;

• b1 ∈ ∆(K) is the initial belief.

For every action a ∈ A and signal s ∈ S, define the matrix R(a, s) ∈ M|K|×|K| such that
rk,k′(a, s) := q(s|k′, a) × p(k′|k, a) for all k, k′ and let R denote the set of sub-stochastic
matrices such that R := {R(a, s)|a ∈ A, s ∈ S}. We say that a sub-stochastic matrix R
is scrambling if for every two rows there exists a common successor, i.e., a column with a
positive entry in both rows. Then, we can generalize the class of scrambling UMDPs to
POMDPs as follows.

Definition 6.2 (Scrambling POMDP). A POMDP is scrambling if every matrix in the
set of matrices R is scrambling.

The next Corollary establishes that determining the exact value for the class of scram-
bling POMDPs remains undecidable.
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Corollary 6.3. The decision version of determining the value for the class of scrambling
POMDPs is undecidable.

Proof of Corollary 6.3. The class of Markov UMDPs is a subclass of scrambling POMDPs.
By Theorem 5.3, determining the value for the class of Markov UMDPs is undecidable.
Since hardness results follow for larger classes, determining the value for the class of scram-
bling POMDPs is undecidable as well.

6.2 Discussion

We discuss the main obstacles in extending the method developed for ergodic UMDPs to
POMDPs. Recall that the main approach for both UMDPs and POMDPs involves consid-
ering their corresponding belief MDPs.

Stochastic Transitions. A significant difference exists in the transition properties of the
belief MDPs for UMDPs and POMDPs. In UMDPs, the belief MDP features deterministic
transitions. In contrast, the belief MDP in POMDPs exhibits stochastic transitions, which
are expressed as a mapping from ∆(K) × A to ∆(∆(K)). The stochastic nature of these
transitions arises from signals which are drawn randomly from the signal function q. Con-
sequently, these signals affect the transitions of the belief MDP in POMDPs, as illustrated
in Figure 6.2.

(a)

bm

bm+1

a

(b)

bm

bm+1 b′m+1

a

s s′

Figure 1: (a) Belief MDP of a UMDP which displays deterministic transitions; (b) Belief
MDP of a POMDP which presents stochastic transitions from signals.

Perfect Coupling. The proof of decidability for the class ergodic UMDPs relies heavily
on a “perfect coupling” between the ergodic UMDP and the abstract MDP given by the
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deterministic transitions present in both models. Specifically, for all given strategy, the
induced Markov chain can be expressed as a deterministic graph. As a result, this property
facilitates a direct comparison between the two MDPs.

In the case of POMDPs, the stochastic nature of the transitions in the belief MDP
could lead to diverging paths between the POMDP and the abstract MDP, even when the
transitions are nearly identical. Such divergence potentially implies an error propagation
between the two models. This problem has already been discussed in the literature. For
instance, Rosenberg et al. [31] encountered a similar problem when trying to extend their
result on ε-optimal stationary strategies for UMDPs to POMDPs.

Consequently, the lack of perfect or even strong coupling in POMDPs severely restricts
the direct comparison between the two models. Overcoming these fundamental differences
requires new innovative approaches.

Undecidability for POMDPs. Finally, one could consider exploring the undecidability
of the approximation problem in scrambling POMDPs. Undecidability results in the litera-
ture typically stem from the unobservable case. Indeed, this method is commonly adopted
as proving undecidability in this scenario guarantees that the result will hold for the more
general class. Therefore, proving undecidability for a general class of POMDPs, such as
scrambling POMDPs, could be very challenging to obtain since the decidability holds for
the unobservable MDPs counterpart.
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