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STOCHASTIC HOMOGENIZATION OF HJ EQUATIONS:

A DIFFERENTIAL GAME APPROACH

ANDREA DAVINI, RAIMUNDO SAONA, AND BRUNO ZILIOTTO

Abstract. We prove stochastic homogenization for a class of non-convex and non-coercive first-
order Hamilton-Jacobi equations in a finite-range of dependence environment for Hamiltonians that
can be expressed by a max-min formula. We make use of the representation of the solution as a
value function of a differential game to implement a game-theoretic approach to the homogenization
problem.

1. Introduction

In this paper we study the asymptotic behavior, as ε → 0+, of the solutions of a stochastic
Hamilton-Jacobi (HJ) equation of the form

(HJε) ∂tu
ε +H

(x
ε
,Dxu

ε, ω
)
= 0 in (0, T )× R

d,

for every fixed T > 0, where H : Rd × R
d × Ω → R is a Lipschitz Hamiltonian which can be repre-

sented by a max-min formula. The dependence of the equation on the random environment (Ω,F ,P)
enters through the Hamiltonian H(x, p, ω), whose law is assumed to be stationary, i.e., invariant
by space translation, and ergodic, i.e., any event that is invariant by space translations has either
probability 0 or 1. Under the additional assumptions that the random variables

(
H(·, p, ·)

)
p∈Rd sat-

isfy a finite range of dependence condition and that the underlined dynamics is oriented, we show
homogenization for equation (HJε), see Theorem 2.2. Furthermore, by exploiting an argument
taken from [27, Section 5], we are able to extend the homogenization result to a class of Lipschitz
Hamiltonians that can be put in max-min form only locally in p, see Theorem 2.4. The full set of
assumptions and the precise statements of our homogenization results are presented in Section 2.
In what follows, we want to emphasize that the Hamiltonians we consider are non-coercive and
non-convex in p.

The coercivity of H in the momentum is a condition which is often assumed in the homogeniza-
tion theory of first-order HJ equations. Its role is to provide uniform L∞-bounds on the derivatives
of the solutions to the equation (HJε) and to an associated “cell” problem. The first homogenization
results for equations of the form (HJε) for coercive Hamiltonians were established in the periodic
setting in the pioneering work [34] and later extended to the almost–periodic case in [32]. The
generalization of these results in the stationary ergodic setting was established in [38, 36] under
the additional assumption that the Hamiltonian is convex in p. By exploiting the metric character
of first order HJ equations, homogenization has been extended to the case of quasiconvex Hamil-
tonians in [24, 9]. The question whether homogenization holds in the stationary ergodic setting
for coercive Hamiltonians that are non-convex in the momentum remained an open problem for
about fifteen years, until the third author provided in [40] the first counterexample to homogeniza-
tion in dimensions greater than 1. Feldman and Souganidis generalized that example and showed
in [28] that homogenization can fail for Hamiltonians of the form H(x, p, ω) := G(p) + V (x, ω)
whenever G has a strict saddle point. This has shut the door to the possibility of having a general
qualitative homogenization theory in the stationary ergodic setting in dimension d > 2, at least
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without imposing further mixing conditions on the random environment. On the positive side,
homogenization of equation (HJε) for coercive and non-convex Hamiltonians of fairly general type
has been established in dimension d = 1 in [11, 29], and in any space dimension for Hamiltonians of

the form H(x, p, ω) =
(
|p|2 − 1

)2
+ V (x, ω) in [10]. Further positive results in random environment

satisfying a finite range of dependence condition have been obtained in [7] for Hamiltonians that are
positively homogeneous of degree α > 1, and for Hamiltonians with strictly star–shaped sublevel
sets in [28]. Despite all these significant progresses, the general question of which equations of the
form (HJε) homogenize in the non-convex case remains largely uncharted.

When the coercivity condition of H in p is dropped, one loses control on the derivatives of the
solutions of equation (HJε) and of the associated “cell” problem, which are no longer Lipschitz
continuous in general. As a consequence, homogenization of (HJε) is known to fail even in the
periodic case, regardless to the fact that the Hamiltonian is or is not convex in p, see for instance
the introductions in [19, 20] and some examples in [15]. In this generality, supplementary conditions
need to be assumed to compensate the lack of coercivity of the Hamiltonian. In the periodic and
other compact settings, homogenization results in this vein have been obtained in [4, 5, 6, 3] and
more recently in some convex situations in [13], for a class non-convex Hamiltonians in dimension
d = 2 in [19], and in other non-convex cases in [17, 15]. When H(x, p, ω) := |p| + 〈V (x, ω), p〉,
equation (HJε) is known in the literature (up to a sign change) as the G–equation, for which
homogenization has been established, both in the periodic in [20, 39, 37], and in the stationary
ergodic case in [35, 21], under a smallness condition on the divergence of V , but without imposing
that |V | < 1, meaning that H is not assumed to be coercive in p.

This paper furnishes a new and fairly general class of non-convex and non-coercive Hamiltonians
for which the equation (HJε) homogenizes. In our first result, corresponding to Theorem 2.2,
we prove homogenization for a class of non-convex and Lipschitz Hamiltonians that arises from
Differential Game Theory. More specifically, we will consider Hamiltonians of the form

(H) H(x, p, ω) := max
b∈B

min
a∈A

{−ℓ(x, a, b, ω) − 〈f(a, b), p〉} for all (x, p, ω) ∈ R
d × R

d × Ω,

where the main assumptions are that the law of ℓ has finite range of dependence, in the same spirit
as [7, 28], and that there exists a direction e ∈ S

d−1 and δ > 0 such that

(f) 〈f(a, b), e〉>δ for all a ∈ A, b ∈ B.

This latter condition is inspired by the joint work [30] of the third author, addressed to the study
of the asymptotic of a discrete-time game on Z

d. We refer the reader to [30, Section 4] for a
discussion on the relation between these discrete games and the topic of stochastic homogenization.
Interestingly, the assumption (f) precludes a Hamiltonian of the form (H) from being coercive, see
Remark 2.3, and this is one significant originality that distinguishes our work from most of the
contributions on the topic of stochastic homogenization.

Another important novelty relies on the proof technique. Indeed, thanks to the form (H) of the
Hamiltonian, we can represent the solution of (HJε) as the value function of a differential game,
as explained in [27], and implement a game-theoretic approach. Such an approach has been rarely
used in the context of homogenization of non-convex HJ equations (see e.g. [15] in the periodic
setting), and, up to our knowledge, this is the first time that it is considered to prove a positive
result in the stochastic case. By considering optimal strategies, generated paths, and the dynamic
programming principle, we manage to show that the solutions of (HJε) exhibit a concentration
behavior assymptotically and that their mean satisfies an approximate subadditive inequality. The
homogenization result is finally derived by exploiting the local Lipschitz character of the solutions
of (HJε).
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The probabilistic arguments that we use are related to the works [8, 28, 7], where the authors
prove homogenization for several classes of first and second order nonconvex Hamilton-Jacobi equa-
tions. In order to do so, they consider an auxiliary stationary Hamilton-Jacobi equation, called
the metric problem [8] (resp., [7, 28]), whose solutions can be interpreted as the minimal cost of
going from one point of the space to another point (resp., to a planar surface). By analogy with
techniques employed in first-passage percolation [2, 33], they combine Azuma’s inequality with a
subadditive argument to prove homogenization of the metric problem, and provide convergence
rates and concentration estimates. Then, they resort to a PDE approach to relate the metric prob-
lem and the original Hamilton-Jacobi equation. Compared to their technique, our proof presents
several key differences.

(1) The concentration and subadditive inequalities techniques are applied to the value of a
zero-sum differential game, which is a fairly different problem than the metric problem.

(2) Our arguments rely mainly on a game-theoretic approach, by exploiting the monotonicity
property (in the preferred direction e) of the optimal trajectories, rather than on PDE
arguments.

(3) We deal with non-coercive Hamiltonians, while Hamiltonians in [8, 7, 28] are coercive.

This yields several difficulties, including that the space-Lipschitz constant of the solutions of (HJε)
are not uniformly bounded with respect to ε.

In our second result, corresponding to Theorem 2.4, we succeed to extend the homogenization
result to a class of non-convex and non-coercive Lipschitz Hamiltonians that are not necessarily de-
fined by a max-min formula as the ones considered above. This makes the game-theoretic approach
even more notable, in the sense that we are able to deal with Hamiltonians that do not come a
priori from a differential game. For such an extension, we exploit an argument introduced in [27,
Section 5] to put these Hamiltonians in the form (H) when p is constrained within a ball BR, but its
use to prove a homogenization result in presence of a non-coercive Hamiltonian is not trivial and,
as far as we know, new. The difficulty relies on the fact that, due to the lack of coercivity of the
Hamiltonian, the Lipschitz constants in x of the solutions to (HJε) are not uniformly bounded with
respect to ε > 0, but explode with rate 1/ε. From the game-theoretic viewpoint, this corresponds
to a set of controls for Player 2 of the kind BR/ε. In view of this, we had to tailor the proof of
Theorem 2.2 in a form that is suited for this extension, by paying particular attention that the
constants that come into play in the crucial estimates at the base of our arguments depend on
parameters that can be controlled when ε goes to 0.

The paper is organized as follows. In Section 2 we present the notation, the standing assumptions
and the statements of our homogenization results, namely Theorem 2.2 and Theorem 2.4. In
Section 3 we present the reduction homogenization strategy we will follow to prove Theorem 2.2.
Some proofs are deferred to Appendix B. In Section 4 we prove the probabilistic concentration
result. Section 5 is devoted to the proofs of Theorem 2.2 and Theorem 2.4. Appendix A contains
the deterministic PDE results, along with their proofs, that we use in the paper.
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2. Assumptions and main result

Throughout the paper, we will denote by d ∈ N the dimension of the ambient space. We will
denote either by Br(x0) or B(x0, r) (respectively, Br(x0) or B(x0, r)) the open (resp., closed) ball
in R

d of radius r > 0 centered at x0 ∈ R
d. When x0 = 0, we will more simply write Br (resp.,

Br). The symbol | · | will denote the norm in R
k, for any k > 1. We will write ϕn ⇒ ϕ in

E ⊆ R
k to mean that the sequence of functions (ϕn)n uniformly converge to ϕ on compact subsets

of E. We will denote by C(X), UC(X), BUC(X), and Lip(X) the space of continuous, uniformly
continuous, bounded uniformly continuous, and Lipschitz continuous functions on a metric space
X, respectively.

We will denote by (Ω,F ,P) a probability space, where P is a probability measure and F is the
σ-algebra of P–measurable subsets of Ω. We will assume that P is complete in the usual measure
theoretic sense. We will denote by B(Rk) the Borel σ-algebra on R

k and equip the product space
R
d×Ω and R

d×A×B×Ω with the product σ-algebras B(Rd)⊗F and B(Rd)⊗B(Rm)⊗B(Rm)⊗F ,
respectively.

We will assume that P is invariant under the action of a one-parameter group (τx)x∈Rd of trans-

formations τx : Ω → Ω. More precisely, we assume that: the mapping (x, ω) 7→ τxω from R
d ×Ω to

Ω is measurable; τ0 = id; τx+y = τx ◦ τy for every x, y ∈ R
d; and P (τx(E)) = P(E), for every E ∈ F

and x ∈ R
d. Lastly, we will assume that the action of (τx)x∈Rd is ergodic, i.e., any measurable

function ϕ : Ω → R satisfying P(ϕ(τxω) = ϕ(ω)) = 1 for every fixed x ∈ R
d is almost surely equal

to a constant.

A random process f : Rd × Ω → R is said to be stationary with respect to (τx)x∈Rd if f(x, ω) =

f(0, τxω) for all (x, ω) ∈ R
d × Ω. Moreover, whenever the action of (τx)x∈Rd is ergodic, we refer to

f as a stationary ergodic process.

Let (Xi)i∈I be a (possibly uncountable) family of jointly measurable functions from R
d×Ω to R.

We will say that the random variables (Xi)i∈I exhibit long-range independence (or, equivalently,

have finite range of dependence) if there exists ρ > 0 such that, for all pair of sets S, Ŝ ⊆ R
d such

that their Hausdorff distance dH(S, Ŝ) > ρ, the generated σ–algebras σ({Xi(x, ·) : i ∈ I, x ∈ S})
and σ({Xi(x, ·) : i ∈ I, x ∈ Ŝ}) are independent, in symbols,

(FRD) σ({Xi(x, ·) : i ∈ I, x ∈ S}) ⊥⊥ σ({Xi(x, ·) : i ∈ I, x ∈ Ŝ}) whenever dH(S, Ŝ) > ρ.

In this paper, we will be concerned with the Hamilton-Jacobi equation of the form

(2.1) ∂tu+H(x,Dxu, ω) = 0, in (0, T )× R
d,

where the Hamiltonian H : Rd × R
d × Ω → R is assumed to be stationary with respect to shifts in

x variable, i.e., H(x+ y, p, ω) = H(x, p, τyω) for every x, y ∈ R
d, p ∈ R

d, and ω ∈ Ω, and to belong
to the class H defined as follows.

Definition 2.1. A function H : Rd × R
d × Ω → R is said to be in the class H if it is jointly

measurable and it satisfies the following conditions, for some constant β > 0:

(H1) |H(x, p, ω)| 6 β (1 + |p|) for all (x, p) ∈ R
d × R

d;

(H2) |H(x, p, ω)−H(x, q, ω)| 6 β|p− q| for all x, p, q ∈ R
d;

(H3) |H(x, p, ω)−H(y, p, ω)| 6 β|x− y| for all x, y, p ∈ R
d.

Assumptions (H1)-(H3) guarantee well-posedness in C([0, T )×R
d), for every fixed T > 0, of the

Cauchy problem associated with equation (2.1) when the initial datum is in UC(Rd). Furthermore,
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the solutions are actually in UC([0, T )×R
d). Solutions, subsolutions and supersolutions of (2.1) will

be always understood in the viscosity sense, see [14, 16, 18, 22], and implicitly assumed continuous,
if not otherwise specified.

The purpose of this paper is to prove a homogenization result for equation (2.1) for a subclass of
stationary Hamiltonians belonging to H that arise from Differential Game Theory and that can
be expressed in the following max-min form:

(H) H(x, p, ω) := max
b∈B

min
a∈A

{−ℓ(x, a, b, ω) − 〈f(a, b), p〉} for all (x, p, ω) ∈ R
d × R

d × Ω.

Here A,B are compact subsets of Rm, for some integer m, and the product space Rd×A×B×Ω is
equipped with the product σ-algebra B(Rd)⊗B(Rm)⊗B(Rm)⊗F . The mapping f : A×B → Rd

is a continuous vector field, and the running cost ℓ : Rd × A × B × Ω → R is a jointly measurable
function satisfying the following assumptions:

(ℓ1) ℓ(·, ·, ·, ω) ∈ BUC(Rd ×A×B) for every ω ∈ Ω;

(ℓ2) there exists a constant Lip(ℓ) > 0 such that

|ℓ(x, a, b, ω) − ℓ(y, a, b, ω)| 6 Lip(ℓ) |x− y| for all x, y ∈ R
d, a ∈ A, b ∈ B and ω ∈ Ω;

(ℓ3) ℓ is stationary with respect to x, i.e.,

ℓ(x, a, b, ω) = ℓ(0, a, b, τxω) for all x ∈ R
d, a ∈ A, b ∈ B and ω ∈ Ω.

Throughout the paper, we will denote by HdG the subclass of Hamiltonians in H that can be put
in the form (H) with f and ℓ satisfying assumptions (f) and (ℓ1)–(ℓ2), respectively. A Hamiltonian
H belonging to HdG will be furthermore termed stationary to mean that assumption (ℓ3) is in
force.

The specific form (H) of the Hamiltonian allows to represent solutions to equation (2.1) via
suitable formulae issued from Differential Games, see Appendix A.3 for more details. In the sequel,
we shall denote by ‖ℓ‖∞ the L∞–norm of ℓ on R

d × A × B × Ω, which is finite due to (ℓ1), (ℓ3),
and the ergodicity assumption on Ω.

To prove our homogenization result, we will assume the following additional crucial assumptions:

(ℓ4) (long-range independence) the random variables (ℓ(·, a, b, ·))(a,b)∈A×B from R
d × Ω to R

exhibit long-range independence, i.e., there exists ρ > 0 such that (FRD) holds with I :=
A×B and Xi := ℓ(·, a, b, ·) where i = (a, b);

(f) (oriented dynamics) the dynamics given by f : A × B → R
d is oriented, i.e., there exists

δ > 0 and a direction e ∈ S
d−1 such that

〈f(a, b), e〉 > δ for all (a, b) ∈ A×B.

Our main result reads as follows.

Theorem 2.2. Let H be a stationary Hamiltonian belonging to HdG and satisfying hypotheses
(ℓ4) and (f). Then, the HJ equation (HJε) homogenizes, i.e., there exists a continuous function
H : Rd → R, called effective Hamiltonian, such that, for every uniformly continuous function g on
R, there exists a set Ωg of probability 1 such that, for every ω ∈ Ωg, the solutions uε(·, ·, ω) of

(HJε) satisfying u
ε(0, · , ω) = g converges, locally uniformly on [0, T )×R

d as ε→ 0+, to the unique
solution u of

{
∂tu+H(Dxu) = 0 in (0, T ) × R

d

u(0, · ) = g in R.

Furthermore, H satisfies (H1) and (H2).
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Remark 2.3. We stress that a Hamiltonian of the form (H) with f satisfying condition (f) is never
coercive. Indeed,

lim
t→−∞

H(x, te, ω) = +∞, lim
t→+∞

H(x, te, ω) = −∞ for every (x, ω) ∈ R
d × Ω.

By exploiting suitable Lipschitz bounds for solutions to (HJε) with Lipschitz initial data and a
localization argument inspired by [27, Section 5], we are able to extend the homogenization result
stated above to the subclass of Hamiltonians in H described in the statement of the next theorem.
This new subclass has nonempty intersection with HdG, but it is not fully contained in it.

Theorem 2.4. Let G be a stationary Hamiltonian belonging to H and satisfying the following
assumption:

(G1) the random variables (G(·, p, ·))p∈Rd from R
d × Ω to R exhibit long-rate independence, i.e.,

there exists ρ > 0 such that (FRD) holds with I := R
d and Xi := H(·, p, ·) where i = p.

Then, the homogenization result stated in Theorem 2.2 holds for any Hamiltonian H of the form
H(x, p, ω) := G(x, π(p), ω) + 〈p, v〉, where v is a non-null vector in R

d and π : Rd → R
d is a linear

map such that π(v) = 0.

Examples of Hamiltonians G lying in H and satisfying (G1) are the ones of the formG(x, p, ω) :=
G0(p) + V (x, ω), where G0 belongs to H and V : Rd × Ω → R is a stationary function, globally
bounded and Lipschitz on R

d, which satisfies (FRD) with I := {0} and X0 := V .

3. Reduction arguments for homogenization

In this section we describe the reduction strategy that we will follow to prove Theorem 2.2. The
first step consists in noticing that, in order to prove homogenization for equation (HJε), it is enough
to restrict to linear initial data instead of any g ∈ UC(Rd). The precise statement is the following.

Theorem 3.1. Let H satisfy hypotheses (H1)-(H3) and denote by ũεθ the unique continuous solution

of equation (HJε) satisfying ũεθ(0, x, ω) = 〈θ, x〉 for all (x, ω) ∈ R
d × Ω and for every fixed θ ∈ R

d

and ε > 0. Assume there exists a function H : Rd → R such that, for every θ ∈ R
d, the following

convergence takes place for every ω in a set Ωθ of probability 1:

(3.1) ũεθ(t, x, ω) ⇒ 〈θ, x〉 − tH(θ) in [0, T ) × R
d as ε→ 0+.

Then, H satisfies condition (H1)-(H2). Furthermore, for every fixed g ∈ UC(Rd), there exists a
set Ωg of probability 1 such that the unique function uε(·, ·, ω) ∈ C([0, T )× R

d) which solves (HJε)

with initial condition uε(0, ·, ω) = g in R
d converges, locally uniformly in [0, T )×R

d as ε→ 0+, to
the unique solution u ∈ C([0, T ) × R

d) of

(3.2) ∂tu+H(Dxu) = 0 in (0, T ) × R
d

with the initial condition u(0, ·) = g, for every ω ∈ Ωg.

This reduction argument, which is of deterministic nature, was already contained in the pioneer-
ing work [34] on periodic homogenization, at least as far as first-order HJ equations are concerned.
This holds, in fact, even in the case when equation (HJε) presents an additional (vanishing) diffusive
and possibly degenerate term. A proof of this can be found in [23] and is given for Hamiltonians
that are coercive in the p-variable. Such a class does not include the kind of Hamiltonians we
consider here, as pointed out in Remark 2.3. Yet, the extension follows by arguing as in [23], with
the only difference that one has to use a different Comparison Principle, namely Theorem A.3, in
place of [23, Proposition 2.4]. We refer the reader to Appendix B for the detailed argument.

Theorem 3.1 yields, in particular, that the effective Hamiltonian H is identified by the following
almost sure limit:

H(θ) := − lim
ε→0

ũεθ(1, 0, ω) for every fixed θ ∈ R
d.
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The second step in the reduction consists in observing that, in order to prove the local uniform
convergence required to apply Theorem 3.1, it is enough to prove it for a fixed value of the time
variable, that we chose equal to 1.

Lemma 3.2. Let ω ∈ Ω and θ ∈ R
d be fixed, and assume that

(3.3) lim sup
ε→0+

sup
y∈BR

|ũεθ(1, y, ω)− 〈θ, x〉+H(θ)| = 0 for every R > 0.

Then, for every T > 0,

(3.4) ũεθ(t, x, ω) ⇒ 〈θ, x〉 − tH(θ) in [0, T )× R
d.

Proof. Since ω will remain fixed throughout the proof, we will omit it from our notation. Let us
fix θ ∈ R

d. We first take note of the following scaling relations

ũεθ(t, x) = εũ1θ(t/ε, x/ε) = t(ε/t)ũ1θ(t/ε, x/ε) = tũ
ε/t
θ (1, x/t) for all t > 0 and x ∈ R

d.

Fix T > 0. Then, for every fixed r ∈ (0, T ), we obtain

sup
r6t6T

sup
y∈BR

∣∣ũεθ(t, y)− 〈θ, y〉+ tH(θ)
∣∣ = sup

r6t6T
sup
y∈BR

∣∣∣t
(
ũ
ε/t
θ (1, y/t) − 〈θ, y/t〉+H(θ)

)∣∣∣

6 T sup
ε/T6η6ε/r

sup
z∈BR/r

∣∣ũηθ(1, z) − 〈θ, z〉+H(θ)
∣∣ .(3.5)

By (3.3), the right-hand side goes to 0 as ε→ 0+. On the other hand, in view of Proposition A.6-(i)
and of the fact that ũεθ(0, x) = 〈θ, x〉 for all x ∈ R

d, we have

sup
06t6r

sup
y∈Rd

∣∣ũεθ(t, y)− 〈θ, y〉+ tH(θ)
∣∣ 6 r|H(θ)|+ sup

06t6r
sup
y∈Rd

|ũεθ(t, y)− 〈θ, y〉|

6 r
(
|H(θ)|+ ‖ℓ‖∞ + ‖f‖∞

)
.

Assertion (3.4) follows from this and (3.5) by the arbitrariness of the choice of r ∈ (0, T ). �

In order to simplify some arguments, we find convenient to work with solutions with zero initial
datum. We can always reduce to this case, without any loss of generality, by setting uεθ(t, x, ω) :=

ũεθ(t, x, ω) − 〈θ, x〉 for all (t, x, ω) ∈ [0, T ) × R
d × Ω. The function uεθ is the unique continuous

function which solves equation (HJε) with Hθ := H(·, θ + ·, ω) in place of H and which satisfies
the initial condition uεθ(0, x, ω) = 0 for all (x, ω) ∈ R

d × Ω. Note that the Hamiltonian Hθ is still
given by the max-min formula (H) where ℓ is replaced by ℓθ(x, a, b, ω) := ℓ(x, a, b, ω) + 〈f(a, b), θ〉.
Furthermore, ℓθ satisfies the same conditions (ℓ1)–(ℓ4).

The last reduction remark consists in noticing that the following rescaling relation holds

uεθ(1, x, ω) = εuθ(1/ε, x/ε, ω) for all x ∈ R
d and ε > 0,

where we have denoted by uθ the function uεθ with ε = 1.

In the light of all this, the proof of Theorem 2.2 is thus reduced to show that, for every fixed
θ ∈ R

d, there exists a set Ωθ of probability 1 such that, for every ω ∈ Ωθ, we have

(3.6) lim sup
ε→0+

sup
y∈BR

|uεθ(1, y, ω) +H(θ)| = lim sup
t→+∞

sup
y∈BtR

∣∣∣∣
uθ(t, y, ω)

t
+H(θ)

∣∣∣∣ = 0 for all R > 0,

for some deterministic function H : Rd → R.
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4. Probabilistic concentration

In this section we shall prove, by making use of Azuma’s martingale inequality, that uθ(t, 0, ·) is
concentrated. For this, we will take advantage of the fact that uθ can be expressed via the Differ-
ential Game Theoretic formula (A.17) with initial datum g ≡ 0 and running cost ℓθ(x, a, b, ω) :=
ℓ(x, a, b, ω) + 〈f(a, b), θ〉. Here is where assumptions (FRD) and (f) play a crucial role, by ensur-
ing altogether that the solution of (HJε) is robust with respect to local perturbations of the cost
function ℓ.

Throughout this section, we will weaken the conditions on the running cost ℓ : Rd×A×B×Ω → R

and we will assume ℓ to be only jointly measurable and such to satisfy conditions (ℓ1)-(ℓ2). In
particular, no continuity and stationarity conditions with respect to x will be required.

We start by recalling a classic theorem on concentration of martingales, also known as Azuma’s
inequality.

Lemma 4.1 (Concentration of martingales [12, 31]). Let (Xn)n∈N be a martingale and (cn)n∈N a
real sequence such that, for all n ∈ N, |Xn −Xn+1| 6 cn almost surely. Then, for all n ∈ N and
M > 0,

P(|Xn −X0| >M) 6 2 exp

(
−M2

2
∑n−1

m=0 c
2
m

)
.

The probabilistic concentration result mentioned before is stated as follows.

Proposition 4.2. There exists a constant c = c(ρ, δ,Lip(ℓ), ‖f‖
∞
) > 0, only depending on ρ, δ,

Lip(ℓ) and ‖f‖
∞
, such that, for all M > 0 and t > 1,

P

(
|uθ(t, 0, ·) − Uθ(t)| >M

√
t
)
6 exp

(
−cM2

)
,

where Uθ(t) := E[uθ(t, 0, ·)] denotes the expectation of the random variable uθ(t, 0, ·).

Remark 4.3. We have tailored the proof of Proposition 4.2 in such a way that the constant c
appearing in the statement does not depend on ‖ℓ‖∞. This is crucial in view of the extension of
the homogenization result provided in Theorem 2.4.

To prove Proposition 4.2, we need a technical lemma first. The result is deterministic, hence the
dependence on ω will be omitted. It expresses that, thanks to the condition (f) on the dynamics,
we can control the variation of the value function as we change the running cost on a strip that is
orthogonal to the direction e.

Lemma 4.4. For any given pair R < R̂ in R, let us define the strip between R and R̂ as follows:

S
R,R̂

:= {x : 〈x, e〉 ∈ [R, R̂]} .

Let ℓ, ℓ̂ : Rd × A × B → R be Borel–measurable bounded running costs and let f : A × B → R
d

be a continuous vector field satisfying condition (f). For every fixed θ ∈ R
d, let us denote by

uθ(t, x), ûθ(t, x) the value functions defined via (A.17) with initial datum g ≡ 0 and running

cost ℓθ(x, a, b, ω) := ℓ(x, a, b, ω) + 〈f(x, a, b), θ〉 and ℓ̂θ(x, a, b, ω) := ℓ̂(x, a, b, ω) + 〈f(x, a, b), θ〉,
respectively. If ℓ = ℓ̂ on

(
R
d \ S

R,R̂

)
×A×B, we have

|uθ(t, x)− ûθ(t, x)| 6
R− R̂

δ
‖ℓ− ℓ̂‖∞ for all (t, x) ∈ (0,+∞) × R

d.

We point out the generality of the previous statement: no continuity conditions on the running

costs ℓ, ℓ̂ are assumed in the above statement, and the functions uθ, ûθ are still well defined.
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Proof. Fix t > 0 and x, θ ∈ R
d. Let R < R̂ be arbitrary in R and consider the strip SR,R̂. Fix

controls α ∈ Γ(t) and b ∈ B(t) and consider the solution yx : [0, t] → R
d of the ODE

{
ẏx(s) = f(α[b](s), b(s)) in [0, t]

yx(0) = x.

From the orientation of the game, the map s 7→ 〈yx(s), e〉 is strictly increasing in [0, t]. More
precisely,

(4.1)
d

ds
〈yx(s), e〉 = 〈ẏx(s), e〉 = 〈f(α[b](s), b(s)), e〉 > δ for all s ∈ [0, t].

If 〈yx(0), e〉 = 〈x, e〉 > R̂, we derive that the curve yx always lies in R
d \ SR,R̂ and the assertion

trivially follows since ℓ = ℓ̂ on
(
R
d \ SR,R̂

)
× A× B. Let us then assume that 〈yx(0), e〉 < R̂ and

define two exit times t1 and t2 as follows:

t1 := inf {s ∈ [0, t] : 〈yx(s), e〉 > R} , t2 := sup
{
s ∈ [0, t] : R < 〈yx(s), e〉 < R̂

}
,

where we agree that t1 = t2 = t when the sets above are empty. Notice that t2 − t1 6 (R̂ −R)/δ.
Indeed, if t2 − t1 > 0, then t1 < t and, by continuity of yx and (4.1), we have 〈yx(t1), e〉 = R. From
(4.1), we infer

R̂−R > 〈yx(t2)− yx(t1), e〉 =
∫ t2

t1

〈f(α[b](s), b(s)), e〉 ds > (t2 − t1)δ ,

as it was claimed. Also, if t2 < t, then, from (4.1), we have that 〈yx(t), e〉 > R̂ for every t ∈ (t2, t).

Consider deterministic running costs ℓ, ℓ̂ : Rd×A×B → R such that ℓ = ℓ̂ on
(
R
d \ S

R,R̂

)
×A×B.

Then, in view of the previous remarks, we get
∣∣∣
∫ t

0

(
ℓθ(yx(t), α(t), β(t)) − ℓ̂θ(yx(t), α(t), β(t))

)
ds
∣∣∣

=
∣∣∣
∫ t2

t1

(
ℓ(yx(t), α(t), β(t)) − ℓ̂(yx(t), α(t), β(t))

)
ds
∣∣∣

6 (t2 − t1)‖ℓ− ℓ̂‖∞ 6
R̂−R

δ
‖ℓ− ℓ̂‖∞ .

The assertion easily follows from this by arbitrariness of the choice of the control b ∈ B(t) and of
the strategy α ∈ Γ(t). �

In the proof of Proposition 4.2, we look at the conditional expectation of uθ(t, 0, ·) given the
running cost in a neighborhood of zero. Taking a suitable sequence of increasing neighborhoods,
we define the corresponding martingale and note that, by Lemma 4.4, it has bounded differences.
Then, applying Azuma’s inequality, see Lemma 4.1, we get the result.

Proof of Proposition 4.2. Fix t > 0. Recall the long-range independence parameter ρ. Denote
n := ⌈t⌉ and C := ⌈‖f‖∞/ρ⌉, where ⌈·⌉ stands for the upper integer part. Note that, for all
α ∈ Γ(t) and b ∈ B(t), the solution y0 : [0, t] → R

d of the ODE
{
ẏ0(s) = f(α[b](s), b(s)) in [0, t]

y0(0) = 0

satisfies that |y0(s)| 6 ρC n for all s ∈ [0, t]. For r ∈ {1, 2, . . . , Cn}, let Fr be the σ-algebra
generated by the random variables {ℓ(y, a, b, ·) : a ∈ A, b ∈ B, 〈y, e〉 6 ρr}, and let F0 be the trivial
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σ-algebra. We claim that, for all 0 6 r < Cn, we have that

(4.2) |E[uθ(t, 0, ·)|Fr+1]− E[uθ(t, 0, ·)|Fr ]| 6
8ρ2

δ
Lip(ℓ) .

Indeed, recall that
Sr,r̂ := {y ∈ R

d : 〈y, e〉 ∈ [r, r̂]}
and consider ℓ̂ defined by ℓ̂(x, a, b, ω) = ℓ(x− 2ρe, a, b, ω) for (x, a, b, ω) ∈ Sρr,ρ(r+2) × A× B × Ω,

and ℓ̂(x, a, b, ω) = ℓ(x, a, b, ω) otherwise. Then, by Lemma 4.4, almost surely we have that

|uθ(t, 0, ω) − ûθ(t, 0, ω)| 6
2ρ

δ
Lip(ℓ)2ρ =

4ρ2

δ
Lip(ℓ).(4.3)

where uθ (resp. ûθ) is the value function associated via (A.17) with the running cost ℓθ := ℓ +

〈f(a, b), θ〉 (resp. ℓ̂θ := ℓ̂+〈f(a, b), θ〉) and initial datum g ≡ 0. By definition, ûθ is measurable with

respect to the σ-field generated by {ℓ̂(x, a, b, ·) : a ∈ A, b ∈ B,x ∈ R
d}, which coincides with the σ-

field generated by G := {ℓ(x, a, b, ·) : a ∈ A, b ∈ B,x ∈ R
d\Sρr,ρ(r+2)}. By long-range independence,

the σ-field generated by Ĝ := {ℓ(x, a, b, ·) : a ∈ A, b ∈ B, 〈x, e〉 > ρ(r + 2)} is independent of the
σ-field Fr+1. Therefore,

E

[
ℓ̂
∣∣∣ Fr+1

]
= E

[
ℓ̂
∣∣∣ Fr

]
,

and so we obtain that

E [ûθ(t, 0, ·) | Fr+1] = E [ûθ(t, 0, ·) | Fr] .(4.4)

Finally, using successively (4.3) and (4.4), we prove the claim:

|E[uθ(t, 0, ·)|Fr+1]− E[uθ(t, 0, ·)|Fr ]| 6 |E[ûθ(t, 0, ·)|Fr+1]− E[ûθ(t, 0, ·)|Fr ]|+
8ρ2

δ
Lip(ℓ)

=
8ρ2

δ
Lip(ℓ) .

For r 6 Cn, denote Wr := E[uθ(t, 0, ·)|Fr ]. The process (Wr)r6Cn is a martingale, and W0 =
E[uθ(t, 0, ·)] = Uθ(t). Moreover, since uθ(t, 0, ·) is FCn-measurable, we have thatWCn(·) = uθ(t, 0, ·).
By Azuma’s inequality, see Lemma 4.1, applied to the martingale (Wτ )τ6C n and (4.2), for all
M > 0,

P(|uθ(t, 0, ·) − Uθ(t)| >M) = P(|WCn −W0| >M) 6 2 exp


− M2

2Cn
(
8ρ2

δ Lip(ℓ)
)2


 .

Therefore, there exists a constant c > 0, only depending on ρ, δ, Lip(ℓ), and ‖f‖
∞

(through C),
but not on θ, such that, for all M > 0 and t > 1, we have that

P(|uθ(t, 0, ·) − Uθ(t)| >M
√
t) 6 exp

(
−cM2

)
,

as it was asserted. �

5. Proof of the homogenization results

This section is devoted to the proof of our homogenization results stated in Theorems 2.2 and 2.4.
We will denote by H a stationary Hamiltonian belonging to the class H , and by uθ(·, ·, ω) the
solution of the equation (HJε) with ε = 1, Hθ := H(·, θ + · , ω) in place of H, and initial condition
uθ(0, x, ω) = 0 for all (x, ω) ∈ R

d ×Ω.

Note that, since the initial condition is zero, the function uθ is stationary, i.e., for all (t, x, ω) ∈
[0,+∞)× R

d ×Ω and y ∈ R
d we have uθ(t, x+ y, ω) = uθ(t, x, τyω), P–almost surely in Ω.

We also recall that Uθ(t) denotes the expectation of the random variable uθ(t, 0, ·).
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5.1. Proof of Theorem 2.2. In this subsection, we will furthermore assume that H belongs to the
class HdG, so that uθ(t, x, ω) can be represented via (A.17) with initial datum g ≡ 0 and running
cost ℓθ(x, a, b, ω) := ℓ(x, a, b, ω) + 〈f(x, a, b), θ〉. This allows us to make use of the results obtained
in Section 4.

According to Section 3, the proof of Theorem 2.2 boils down to establishing the following result.

Proposition 5.1. For every fixed θ ∈ R
d, there exists a set Ωθ of probability 1 such that, for every

ω ∈ Ωθ, we have

(5.1) lim sup
ε→0

sup
y∈BR

|uεθ(1, y, ω) +H(θ)| = lim sup
t→+∞

sup
y∈BtR

∣∣∣∣
uθ(t, y, ω)

t
+H(θ)

∣∣∣∣ = 0 for all R > 0,

for some deterministic function H : Rd → R.

The proof of Proposition 5.1 is based on the following fact.

Proposition 5.2. For all θ ∈ R
d, we have that Uθ(t)/t converges as t goes to infinity.

The proof of Proposition 5.2 consists in showing that Uθ(t), satisfies an approximated subad-
ditive inequality. We postpone this proof and proceed to show how to exploit this fact to prove
Proposition 5.1. For this, we will also crucially exploit Proposition 4.2.

Proof of Proposition 5.1. According to Proposition 5.2, we define H : Rd → R by setting

H(θ) := − lim
t→+∞

Uθ(t)

t
= − lim

t→+∞

E[uθ(t, 0, ·)]
t

for all θ ∈ R
d.

Consider n ∈ N and a discretization Zn of BnR consisting of at most (2n3R)d points such that any

point of BnR is (
√
d/n2)-close to Zn. We claim that, almost surely,

(5.2) lim sup
n→+∞

sup
z∈Zn

∣∣∣∣
uθ(n, z, ω)

n
+H(θ)

∣∣∣∣ = 0 .

Indeed, consider M > 0 arbitrary. Then, for n ∈ N, we focus on the event

sup
z∈Zn

∣∣∣∣
uθ(n, z, ω)

n
+H(θ)

∣∣∣∣ >M .

Using the concentration given by Proposition 4.2 and the convergence stated in Proposition 5.2,
we will prove that the probability of this event is summable. By Borel-Cantelli, we deduce that
the lim sup event has probability 0 and we conclude by noticing that the value of M is arbitrary.
Using first the union bound, then Proposition 5.2, and last stationarity of uθ, we have that for n
large enough,

P

(
sup
z∈Zn

∣∣∣∣
uθ(n, z, ·)

n
+H(θ)

∣∣∣∣ >M

)
6
∑

z∈Zn

P

(∣∣∣∣
uθ(n, z, ·)

n
+H(θ)

∣∣∣∣ >M

)

6
∑

z∈Zn

P

(∣∣∣∣
uθ(n, z, ·)

n
− Uθ(n)

n

∣∣∣∣ >
M

2

)

= |Zn|P
(∣∣∣∣
uθ(n, z, ·)

n
− Uθ(n)

n

∣∣∣∣ >
M

2

)
.

Note that, by the choice of Zn and Proposition 4.2,

|Zn|P
(∣∣∣∣
uθ(n, z, ·)

n
− Uθ(n)

n

∣∣∣∣ >
M

2

)
6 (n3R)d exp

(
−cM

2

4
n

)
.
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Therefore, the sequence of events
(
supz∈Zn

∣∣∣uθ(n,z,·)
n +H(θ)

∣∣∣ >M
)
n∈N

is summable. By Borel-

Cantelli, we obtain that

P

(
lim sup
n→∞

sup
z∈Zn

∣∣∣∣
uθ(n, z, ·)

n
+H(θ)

∣∣∣∣ >M

)
= 0 ,

which proves the claim since M > 0 is arbitrary. Let us denote by Ωθ the set of probability 1 for
which (5.2) holds. By applying Theorem A.5 with Hθ in place of H we derive that uθ(t, ·, ω) is
(βt+ |θ|)–Lipschitz in R

d and uθ(·, x, ω) is β(1 + |θ|)2–Lipschitz in [0,+∞).1 We infer

(5.3) |uθ(t, x, ω)| = |uθ(t, x, ω)−uθ(0, x, ω)| 6 βt(1+ |θ|)2 for all (t, x, ω) ∈ [0,+∞)× R
d × Ω.

The latter implies

sup
y∈BtR

∣∣∣∣
uθ(t, y, ω)

t
+H(θ)

∣∣∣∣ 6 sup
y∈B⌈t⌉R

∣∣∣∣
uθ(t, y, ω)

t
+H(θ)

∣∣∣∣

6 sup
y∈B⌈t⌉R

∣∣∣∣
uθ(⌈t⌉, y, ω)

t
+H(θ)

∣∣∣∣+
β(1 + |θ|)2

t

6 sup
y∈B⌈t⌉R

∣∣∣∣
uθ(⌈t⌉, y, ω)

⌈t⌉ +H(θ)

∣∣∣∣+ 2
β(1 + |θ|)2

t

6 sup
z∈Z⌈t⌉

∣∣∣∣
uθ(⌈t⌉, z, ω)

⌈t⌉ +H(θ)

∣∣∣∣+
√
d

⌈t⌉ Lip(h) + 2
β(1 + |θ|)2

t

We deduce that

lim sup
t→+∞

sup
y∈BtR

∣∣∣∣
uθ(t, y, ω)

t
+H(θ)

∣∣∣∣ = 0. �

Let us turn back to the proof of Proposition 5.2.

Proof of Proposition 5.2. Fix θ ∈ R
d and t > 0. Denote B(t) := B(0, t ‖f‖

∞
). Note that, for all

α ∈ Γ(t) and b ∈ B(t), the solution of the ODE
{
ẏ0(s) = f(α[b](s), b(s)) in [0, t]

y0(0) = 0

is such that, for all s ∈ [0, t], we have that y0(s) ∈ B(t). By Proposition A.6 we know that the
solution uθ(t, ·, ω) is (βt + |θ|)–Lipschitz in R

d. We will discretize B(t) accordingly. Consider a

finite set Z of size ⌈2 ‖f‖
∞
(βt+ |θ|) t⌉2d such that any point of B(t) is (βt + |θ|)−1–close to a

point in Z. Using the Lipschitz property of uθ(t, ·, ω), the union bound, the fact that variables
uθ(t, x, ω) and uθ(t, 0, ω) have the same distribution by stationarity and the concentration proven
in Proposition 4.2, we get that, for all M > 0,

P (∃x ∈ B(t), |uθ(t, x, ·) − Uθ(t)| >M) 6 P (∃x ∈ Z, |uθ(t, x, ·) − Uθ(t)| >M − 1)

6
∑

z∈Z

P (|uθ(t, z, ·) − Uθ(t)| >M − 1)

=
∑

z∈Z

P (|uθ(t, 0, ·) − Uθ(t)| >M − 1)

6 ⌈2 ‖f‖
∞
(βt+ |θ|) t⌉2d exp

(
−c(M − 1)2/t

)
,

1Since the Hamiltonian Hθ satisfies (H1′)-(H3′) with β1 := β(1 + |θ|) and β2 = β3 := β.
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where c is a constant depending on ρ, δ,Lip(ℓ), and ‖f‖
∞
, but not on θ. Taking Mt := t3/4 + 1 in

place of M in the above inequality, we get that there exists a constant K only depending on β and
|θ| such that

P(∃x ∈ B(t), |uθ(t, x, ·)− Uθ(t)| >Mt) 6 K t4d exp
(
−ct1/2

)
.

Hence,

(5.4) P

(
inf

x∈B(t)
uθ(t, x, ·) 6 Uθ(t)−Mt

)
6 K t4d exp

(
−ct1/2

)
.

We now recall that |uθ(t, x, ω)| 6 βt(1 + |θ|)2, see (5.3), in particular |Uθ(t)| 6 βt(1 + |θ|)2. Then,

E

[
inf

x∈B(t)
uθ(t, x, ·)

]
> P

(
inf

x∈B(t)
uθ(t, x, ·) 6 Uθ(t)−Mt

)(
−βt(1 + |θ|)2

)

+ P

(
inf

x∈B(t)
uθ(t, x, ·) > Uθ(t)−Mt

)
(Uθ(t)−Mt)

= P

(
inf

x∈B(t)
uθ(t, x, ·) 6 Uθ(t)−Mt

)(
−βt(1 + |θ|)2 − Uθ(t) +Mt

)

+ Uθ(t)−Mt

> Uθ(t)−Mt − P

(
inf

x∈B(t)
uθ(t, x, ·) 6 Uθ(t)−Mt

)
2βt(1 + |θ|)2.

Combining with (5.4), we deduce that there exists a constant K̂ depending on β, |θ|,ρ, δ,Lip(ℓ) and
‖f‖

∞
such that, for all t > 1,

(5.5) E

[
inf

x∈B(t)
uθ(t, x, ·)

]
> Uθ(t)− K̂t3/4 .

We will now show that the sequence (−Uθ(n))n∈N is almost subadditive and therefore it has a limit.
Let n > 1 and m 6 n. Recall that, by Theorems A.8 and A.9, we have the following formulae:

(5.6) uθ(m, 0, ω) = sup
α∈Γ(m)

inf
b∈B(m)

{∫ m

0
ℓθ(y0(s), α[b](s), b(s), ω) ds

}
,

and

(5.7) uθ(m+ n, 0, ω) = sup
α∈Γ(m)

inf
b∈B(m)

{∫ m

0
ℓθ(y0(s), α[b](s), b(s), ω) ds + uθ(n, y0(m), ω)

}
.

For each fixed strategy α, pick a control b that approximates the infimum in (5.7) up to an error
δ > 0. By definition,

uθ(m+ n, 0, ω) + δ > uθ(m, 0, ω) + inf
x∈B(m)

uθ(n, x, ω) .

By taking expectation, by the arbitrariness of δ > 0 and and using the inequality in (5.5), we get

Uθ(m+ n) > Uθ(m) + Uθ(n)− K̂m3/4 for all n ∈ N.(5.8)

Set an := −Uθ(n) for all n ∈ N, and z(h) := K̂h3/4 for all h > 1. By the previous inequality, the
sequence (an) is subadditive with an error term z, i.e.,

am+n 6 am + an + z(m+ n) for all m,n ∈ N.

Note that z is non-negative, non-decreasing and
∫ +∞

1 z(h)/h2 dh < +∞. Furthermore, by Propo-
sition A.6, the function Uθ is Lipschitz in [0,+∞), in particular an/n is bounded since Uθ(0) = 0.
By [25, Theorem 23, page 162], the sequence (an/n)n∈N converges, hence (Uθ(n)/n)n∈N converges.
Since Uθ is Lipschitz, we deduce that Uθ(t)/t converges as t→ +∞, as it was to be shown. �
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Remark 5.3. We remark for further use what we have actually shown with (5.8): there exists a

constant K̂, only depending on β, |θ|, ρ, δ,Lip(ℓ), and ‖f‖
∞
, such that

Uθ(m+ n) > Uθ(m) + Uθ(n)− K̂m3/4 for all m,n ∈ N.

5.2. Proof of Theorem 2.4. Let G be a stationary Hamiltonian satisfying conditions (G1) and
(H1)–(H3), for some β > 0. According to [27, Lemma 5.1], for every fixed R > 0 the Hamiltonian
G can be represented as

G(x, p, ω) = max
b∈B

min
a∈A

{
−ℓ(x, a, b, ω)− 〈f̂(a), p〉

}
for all (x, p, ω) ∈ R

d ×BR × Ω,

where A := B1, B := BR, ℓ(x, a, b) := −G(x, b, ω) + β〈a, b〉 and f̂(a) := −βa. We derive that

(5.9) H(x, p, ω) = max
b∈B

min
a∈A

{−ℓ(x, a, b, ω)− 〈f(a), p〉} for all (x, p, ω) ∈ R
d ×BR × Ω,

where f(a) := π⊤(f̂(a)) + v and π⊤ denotes the transpose of the linear map π. It is clear that f
satisfies condition (f) with e := v/|v| and δ := |v|, and ℓ satisfies conditions (ℓ1)–(ℓ4). Furthermore,
‖f‖∞ 6 β and Lip(ℓ) 6 β, independently on the choice of R > 0 in the definition of the set B := BR.
Now let us fix θ ∈ R

d and, for every fixed s > 1, define

(5.10) Hs(x, p, ω) := max
b∈Bs

min
a∈A

{−ℓ(x, a, b, ω)− 〈f(a), p〉} , (x, p, ω) ∈ R
d × R

d ×Ω,

where Bs := BDs with D := β + |θ|. Let us denote by usθ(t, x, ω) the solution of equation (HJε)
with ε = 1 and Hs(·, θ + · , ·) in place of H satisfying the initial condition usθ(0, x, ω) = 0 for all

(x, ω) ∈ R
d×Ω. In view of Theorem A.5 and the fact that H(x, p, ω) = Hs(x, p, ω) on R

d×BDs×Ω,
we have that usθ(t, ·, ·) ≡ uθ(t, ·, ·) for all 0 6 t 6 s. By Proposition 4.2, there exists a constant
c > 0, only depending on β, ρ, and δ = |v|, such that, for all M > 0 and t > 1,

P

(
|uθ(t, 0, ·) − Uθ(t)| >M

√
t
)
= P

(
|utθ(t, 0, ·) − U t

θ(t)| >M
√
t
)
6 exp

(
−cM2

)
.

Moreover, as underlined in Remark 5.3, there exists a constant K̂, only depending on β, ρ, δ = |v|,
and |θ|, such that

U s
θ (m+ n) > U s

θ (m) + U s
θ (n)− K̂m3/4 for all n ∈ N.

Applying this to s = m+ n we get

Uθ(m+ n) > Uθ(m) + Uθ(n)− K̂m3/4 for all n ∈ N.

By arguing as in the last paragraph of the proof of Proposition 5.2, we conclude that Uθ(t)/t
converges. The result of Proposition 5.1 holds in the same way. We remark that its proof only
relies on the validity of Proposition 4.2 and Proposition 5.2 and on the fact that H is a stationary
Hamiltonian belonging to H . This concludes the proof of Theorem 2.4. �

Appendix A. PDE results

In this appendix we collect the PDE results used in the paper, which are of deterministic nature
and which follow from the ones herein stated and proved by regarding at ω as a fixed parameter. We
will denote by H a continuous Hamiltonian defined on R

d ×R
d and satisfying further assumptions

that will be specified case by case. Throughout this section, we will denote by LSC(X) and USC(X)
the space of lower semicontinuous and upper semicontinuous real functions on a metric space X,
respectively.

Let T > 0 be fixed and consider the following evolutive HJ equation

(HJ) ∂tu+H(x,Du) = 0 in (0, T ) × R
d.
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We shall say that a function v ∈ USC((0, T ) × R
d) is an (upper semicontinuous) viscosity sub-

solution of (HJ) if, for every φ ∈ C1((0, T ) × R
d) such that v − φ attains a local maximum at

(t0, x0) ∈ (0, T )× R
d, we have

(A.1) ∂tφ(t0, x0) +H(x0,Dxφ(t0, x0)) 6 0.

Any such test function φ will be called supertangent to v at (t0, x0).
We shall say that w ∈ LSC((0, T )×R

d) is a (lower semicontinuous) viscosity supersolution of (HJ)
if, for every φ ∈ C1((0, T )×R

d) such that w− φ attains a local minimum at (t0, x0) ∈ (0, T )×R
d,

we have

(A.2) ∂tφ(t0, x0) +H(x0,Dxφ(t0, x0)) > 0.

Any such test function φ will be called subtangent to w at (t0, x0). A continuous function on
(0, T )×R

d is a viscosity solution of (HJ) if it is both a viscosity sub and supersolution. Solutions,
subsolutions, and supersolutions will be always intended in the viscosity sense, hence the term
viscosity will be omitted in the sequel.

A.1. Comparison principles. We start by stating and proving a comparison principle, which
applies in particular to the case of bounded sub and supersolutions. The conditions assumed on H
are far from being optimal, but general enough for our purposes. The proof is somewhat standard,
we provide it below for the reader convenience.

Theorem A.1. Let H be a Hamiltonian satisfying the following assumptions, for some continuity
modulus ω:

|H(x, p) −H(x, q)| 6 ω(|p− q|) for all x, p, q ∈ R
d.(H2′)

|H(x, p)−H(y, p)| 6 ω
(
|x− y|(1 + |p|)

)
for all x, y, p ∈ R

d,(H4)

Let v ∈ USC([0, T ]×R
d) and w ∈ LSC([0, T ]×R

d) be, respectively, a bounded from above subsolution
and a bounded from below supersolution of (HJ). Then, for all (t, x) ∈ (0, T )× R

d,

v(t, x)− w(t, x) 6 sup
Rd

(
v(0, ·) − w(0, ·)

)
.

Proof. Since v is bounded from above, up to adding to v a suitable constant, we assume without
any loss of generality that supRd

(
v(0, ·)−w(0, ·)

)
= 0. The assertion is thus reduced to proving that

v 6 w in (0, T )×R
d. We proceed by contradiction. Assume that v > w at some point of (0, T )×R

d.
Up to translations, we can assume without loss of generality that this point has the form (t, 0) for
some t ∈ (0, T ). We will construct a point (x, y, p, q) where the continuity assumptions (H2′)-(H4)
do not hold, leading to a contradiction.

For every η, ε, b > 0, consider the auxiliary function Φ:
(
[0, T )× R

d
)2 → R defined by

Φ(t, x, s, y) := v(t, x)− w(s, y)− |x− y|2
2ε

− (t− s)2

2ε
− η (φ(x) + φ(y))− b

T − t
− b

T − s
,

where φ(x) :=
√

1 + |x|2.
Define θ := v(t, 0) − w(t, 0) > 0. Then, since t ∈ (0, T ), there exists δ > 0 small enough such

that, for all η, b ∈ (0, δ),

Φ(t, 0, t, 0) = v(t, 0) − w(t, 0) − 2ηφ(0) − 2b

T − t
>
θ

2
.

Notice that

(A.3) Φ(t, x, s, y) 6M − η (φ(x) + φ(y))− b

T − t
− b

T − s
in
(
[0, T )× R

d
)2

withM := (‖v+‖L∞([0,T )×Rd)+‖w−‖L∞([0,T )×Rd)), where we have denoted by v+(x) := max{v(x), 0}
the positive part of v and by w−(x) = max{−w(x), 0} the negative part of w. We derive that, for
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every ε > 0 and η ∈ (0, δ), there exists (tε, xε, sε, yε) ∈
(
[0, T ) × R

d
)2
, which also depend on η, such

that

(A.4) Φ(tε, xε, sε, yε) = sup
([0,T )×Rd)2

Φ > Φ(t, 0, t, 0) >
θ

2
.

In view of (A.3) we infer

(A.5) η (φ(xε) + φ(yε)) +
b

T − tε
+

b

T − sε
6 M̃ and

|xε − yε|
ε

+
|tε − sε|

ε
6

√
2M̃

ε

with M̃ := M − θ/2. From the first inequality in (A.5) we derive that exist constants Tb ∈ (0, T ),
depending on b ∈ (0, δ), and ρη > 0, depending on η, such that tε, sε ∈ [0, Tb] and xε, yε ∈ Bρη . For
every fixed η ∈ (0, δ), from [22, Lemma 3.1] we derive that, up to subsequences,

(A.6) lim
ε→0

(tε, xε, sε, yε) = (t0, x0, t0, x0) and lim
ε→0

|xε − yε|2
ε

= 0

for some (t0, x0) ∈ [0, T )× R
d satisfying

(A.7) v(t0, x0)− w(t0, x0)− 2ηφ(x0)−
2b

T − t0
= sup

(t,x)∈(0,T )×Rd

Φ(t, x, t, x) >
θ

2
.

In particular, such a point (t0, x0) actually lies in (0, T ) × R
d, i.e., t0 > 0, since (A.7) implies

v(t0, x0)−w(t0, x0) > 0. For every fixed η ∈ (0, δ), choose εη > 0 small enough so that (tε, xε) and

(sε, yε) both belong to (0, T ) × R
d when ε ∈ (0, εη). The function

ϕ(t, x) := w(sε, yε) +
|x− yε|2

2ε
+ η (φ(x) + φ(yε)) +

|t− sε|2
2ε

+
b

T − t

is a supertangent to v(t, x) at the point (tε, xε) and v is a subsolution of (HJ), while the function

ψ(s, y) := v(tε, xε)−
|xε − y|2

2ε
− η (φ(xε) + φ(y))− |tε − s|2

2ε
− b

T − s

is a subtangent to w(s, y) at the point (sε, yε) and w is a subsolution of (HJ). We infer

tε − sε
ε

+H (xε, pε + ηDφ(xε)) 6 −c,(A.8)

tε − sε
ε

+H (yε, pε − ηDφ(yε)) > c,(A.9)

where we have set

c :=
b

T 2
and pε :=

xε − yε
ε

.

By subtracting (A.8) from (A.9), we get, according to assumptions (H2′)-(H4),

0 < 2c 6 H (yε, pε − ηDφ(yε))−H (xε, pε + ηDφ(xε)) 6 ω
(
|xε − yε|(1 + |pε|)

)
+ 2ω (η) .

Sending ε→ 0+, we have that ω
(
|xε− yε|(1+ |pε|)

)
vanishes in view of (A.6). Sending η → 0+, we

have that ω (η) vanishes. But this is a contradiction since 0 < c. �

Next, we provide a result which is usually used to prove the finite speed of propagation of first
order HJ equations, see for instance [18, Lemma 5.3].

Proposition A.2. Let H be a Hamiltonian satisfying (H4) and condition (H2), for some constant
β > 0. Let v ∈ USC([0, T ]×R

d) and w ∈ LSC([0, T ]×R
d) be, respectively, a sub and a supersolution

of (HJ). Then the function u := v − w is an upper semicontinuous subsolution to

(A.10) ∂tu− β|Du| = 0 in (0, T ) × R
d.
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Proof. Let ϕ ∈ C1((0, T ) × R
d) be supertangent to u in a point (t0, x0) ∈ (0, T ) × R

d and let us
assume that (t0, x0) ∈ (0, T ) × R

d is a strict local maximum point of u − ϕ. Let us choose r > 0
such that the open ball B := Br

(
(t0, x0)

)
of radius r > 0 centred at (t0, x0) is compactly contained

in (0, T )×R
d and (t0, x0) is the only maximum point of u−ϕ in B. Let us introduce the function

Φ(t, x, s, y) := v(t, x) − w(s, y)− |x− y|2
2ε

− |t− s|2
2ε

− ϕ(t, x) for (t, x, s, y) ∈ B ×B.

By uppersemicontinuity of Φ and compactness of the domain, the maximum of Φ on B × B is
attained at (at least) a point (tε, xε, sε, yε) ∈ B ×B. In view of [22, Lemma 3.1], we infer that

(A.11) lim
ε→0

(tε, xε, sε, yε) = (t0, x0, t0, x0) and lim
ε→0

|xε − yε|2
ε

= 0

Choose ε0 > 0 small enough so that (xε, tε), (yε, sε) belong to B for every ε ∈ (0, ε0). The function

ψ1(t, x) := w(sε, yε) +
|x− yε|2

2ε
+

|t− sε|2
2ε

+ ϕ(t, x)

is a supertangent to v(t, x) at (tε, xε) and v is a subsolution to (HJ), hence

(A.12)
tε − sε
ε

+ ∂tϕ(tε, xε) +H (xε, pε +Dxϕ(tε, xε)) 6 0,

where we have set pε :=
xε − yε

ε
. Analogously,

ψ2(s, y) := v(tε, xε)−
|xε − y|2

2ε
− |tε − s|2

2ε
− ϕ(tε, xε)

is a subtangent to w(s, y) at the point (sε, yε) and w is a supersolution to (HJ), hence

(A.13)
tε − sε
ε

+H (yε, pε) > 0,

By subtracting (A.13) from (A.12) and by taking into account conditions (H4)-(??), we get

0 > ∂tϕ(tε, xε) +H (xε, pε +Dxϕ(tε, xε))−H (yε, pε)

> ∂tϕ(tε, xε)− β|Dxϕ(tε, xε)|+H (xε, pε)−H (yε, pε)

> ∂tϕ(tε, xε)− β|Dxϕ(tε, xε)| − ω
(
|xε − yε|(1 + |pε|)

)
.

Now we send ε→ 0+ to get, in view of (A.11),

0 > ∂tϕ(t0, x0)− β|Dxϕ(t0, x0)|,
as it was to be shown. �

With the aid of the previous proposition, we can prove the following version of the Comparison
Principle for unbounded sub and supersolutions.

Theorem A.3. Let H be a Hamiltonian satisfying assumptions (H2) and (H4). Let v ∈ USC([0, T ]×
R
d) and w ∈ LSC([0, T ] × R

d) be, respectively, a sub and a supersolution of (HJ). Then,

v(t, x)− w(t, x) 6 sup
Rd

(
v(0, ·) − w(0, ·)

)
for every (t, x) ∈ (0, T )× R

d.

Proof. Up to adding to v a suitable constant and to the trivial case supRd

(
v(0, ·) − w(0, ·)

)
=

+∞, we can assume, without any loss of generality, that supRd

(
v(0, ·) − w(0, ·)

)
= 0. In view

of Proposition A.2, the function u := v − w is an upper semicontinuous subsolution of (A.10)
satisfying u(0, ·) 6 0 in R

d. Let Ψ: R → R be a C1, strictly increasing and bounded function
satisfying Ψ(0) = 0. It is easily seen, due to the positive 1–homogeneity of equation (A.2), that
the function (Ψ ◦ u)(t, x) is a bounded, upper semicontinuous subsolution to (A.2). By applying
Theorem A.1 we derive that (Ψ ◦ u) 6 0 = Ψ(0) in [0, T ) × R

d. The assertion follows by the strict
monotonicity of Ψ. �
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A.2. Existence results and Lipschitz estimates for solutions. Throughout this subsection,
we will assume that the (deterministic) Hamiltonian H satisfying the following assumptions for
some constants β1, β2, β3 > 0:

(H1′) |H(x, p, ω)| 6 β1 (1 + |p|) for all (x, p) ∈ R
d × R

d;

(H2′) |H(x, p, ω)−H(x, q, ω)| 6 β2|p− q| for all x, p, q ∈ R
d;

(H3′) |H(x, p, ω)−H(y, p, ω)| 6 β3|x− y| for all x, y, p ∈ R
d.

We begin with the following existence and uniqueness result, where the uniqueness part is guar-
anteed by Theorem A.3.

Theorem A.4. Let g ∈ UC(Rd). For every T > 0, the following problem
{
∂tu+H(x,Du) = 0 in (0, T )× R

d

u(0, ·) = g(·) on R
d

(HJP)

has a unique viscosity solution in C([0, T )×R
d). Furthermore, this solution belongs to UC([0, T )×

R
d).

Proof. The case g ∈ BUC(Rd) is proved in [18, Theorem 7.1]. Let us then assume g ∈ UC(Rd).
Pick ψ ∈ C1,1(Rd) ∩ Lip(Rd) such that ‖ψ − g‖∞ 6 1. In view of the previous step, the Cauchy

problem (HJP) with H̃(x, p) := H(x,Dψ(x)+p) and g−ψ in place of H and g, respectively, admits
a unique solution ũ(t, x) in C([0, T )×R

d). Furthermore, ũ(t, x) in UC([0, T )×R
d). We derive that

u(t, x) := ũ(t, x)+ψ(x) belongs to UC([0, T )×R
d) and is a solution of the original Cauchly problem

(HJP). �

We proceed to show suitable Lipschitz bounds for the solution of (HJP) when the initial datum
is Lipschitz.

Theorem A.5. Let g ∈ Lip(Rd) and let u be the unique continuous function in [0,+∞)×R
d which

solves the Cauchy problem (HJP) for every T > 0. Then u is Lipchitz in [0, T ) × R
d for every

T > 0. More precisely

‖Dxu‖L∞([0,T ]×Rd) 6 (β3t+ Lip(g)) , ‖∂tu‖L∞([0,T ]×Rd) 6 β1 (1 + ‖Dg‖∞) .

Proof. (i) Let us fix h ∈ R
d and set

vh(t, x) := u(t, x+ h)− β3|h|t, wh(t, x) := u(t, x+ h) + β3|h|t for every (t, x) ∈ [0,+∞) × R
d.

By exploiting assumption (H2′), it is easily seen that vh and wh are, respectively, a viscosity sub
and supersolution to (HJ). Indeed, the following inequalities hold in the viscosity sense:

∂tvh +H(x,Dvh) = ∂tu(t, x+ h)− β3|h|+H(x,Du(t, x+ h))

6 ∂tu(t, x+ h) +H(x+ h,Du(t, x + h)) 6 0 in (0, T ) × R
d,

thus showing that vh is a subsolution of (HJ). The assertion for wh can be proved analogously. By
the Comparison Principle, see Theorem A.3, we infer that, for all (t, x) ∈ [0, T )× R

d,

u(t, x)− vh(t, x) 6 u(0, x) − vh(0, x) = g(x) − g(x+ h) 6 Lip(g)|h|
wh(t, x)− u(t, x) 6 wh(0, x) − u(0, x) = g(x+ h)− g(x) 6 Lip(g)|h|,

namely

(A.14) |u(t, x+ h)− u(t, x)| 6 (β3t+ Lip(g)) |h| for all (t, x) ∈ [0,+∞)× R
d,

thus showing the first assertion.

(ii) Let us first assume that g ∈ Lip(Rd) ∩ C1(Rd). By assumption (H1′) we have

(A.15) |H(x,Dg(x))| 6 β1 (1 + |Dg(x)|) 6 β1 (1 + ‖Dg‖∞) for all x ∈ R
d.
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For notational simplicity, let us denote byM the most right-hand side term in the above inequality.
It is easily seen that the functions

u(t, x) := g(x) −Mt, u(t, x) := g(x) +Mt, (t, x) ∈ [0,+∞)× R
d,

are, respectively, a sub and a supersolution of (HJP) for every T > 0. By the Comparison Principle,
see Theorem A.3, we infer that u(t, x) 6 u(t, x) 6 u(t, x) for all (t, x) ∈ [0,+∞)× R

d, i.e.,

‖u(t, ·) − g‖∞ 6Mt for all t > 0.

By applying the Comparison Principle again we get

(A.16) ‖u(t+ h, ·) − u(t, ·)‖∞ 6 ‖u(h, ·) − u(0, ·)‖∞ 6Mh = β1 (1 + ‖Dg‖∞) h for all t, h > 0,

meaning that u is β1 (1 + ‖Dg‖∞)–Lipschitz in t.
The case g ∈ Lip(Rd) can be obtained by approximation. Let us denote by gn the mollification

of g via a standard convolution kernel and by un the solution to the Cauchy problem (HJP) with
gn in place of g. Since ‖Dgn‖∞ 6 ‖Dg‖∞ for every n ∈ N, we deduce from what proved above that
the functions un are β1 (1 + ‖Dg‖∞)–Lipschitz in t and (β3t+ Lip(g))–Lipschitz in x, for every
n ∈ N. By the Ascoli–Arzelà Theorem and the stability of the notion of viscosity solution, we infer
that the functions (un)n are converging, locally uniformly in [0,+∞)×R

d, to the solution u of the
Cauchy problem (HJP) with initial datum g. We derive that u satisfies (A.16) as well, as it was to
be shown. �

A.3. Differential Games. Throughout this subsection, we will work with a deterministic Hamil-
tonian H of the form

H(x, p) := max
b∈B

min
a∈A

{−ℓ(x, a, b) − 〈f(a, b), p〉} for all (x, p) ∈ R
d × R

d,

where A,B are compact subsets of Rm, for some integer m, f : A × B → R
d is continuous vector

field, and the running cost ℓ : Rd × A × B → R is a bounded and continuous function satisfying
assumption (ℓ2) appearing in Section 2. We shall denote by ‖ℓ‖∞ the L∞–norm of ℓ on R

d×A×B.
The Hamiltonian H clearly satisfies the properties (H1)–(H3) listed in Section 2.

Next, we provide a formula borrowed from Differential Game Theory to represent such solutions,
see [27]. To this aim, we first observe that u(t, x) is a viscosity solution of the Cauchy problem (HJP)
if and only ǔ(t, x) := −u(T − t, x) is a viscosity solution of equation (HJ) with Ȟ(x, p) := H(x,−p)
in place of H in the sense adopted in [27], see items (a)-(b) at the end of page 774, and satisfying
the terminal condition ǔ(T, x) = −g(x), cf. [27, problem (HJ)]. Let us denote by

A(T ) := {a : [0, T ] → A : a measurable} , B(T ) := {b : [0, T ] → B : b measurable} .
The sets A andB are to be regarded as action sets for Player 1 and 2, respectively. A nonanticipating
strategy for Player 1 is a function α : B(T ) → A(T ) such that, for all b1, b2 ∈ B(T ) and τ ∈ [0, T ],

b1(·) = b2(·) in [0, τ ] ⇒ α[b1](·) = α[b2](·) in [0, τ ] .

We will denote by α ∈ Γ(T ) the family of such nonanticipating strategies for Player 1. For every
(t, x) ∈ (0,+∞)× R

d, let us set

(A.17) v(t, x) := sup
α∈Γ(t)

inf
b∈B(t)

{∫ t

0
ℓ(yx(s), α[b](s), b(s)) ds + g(yx(t))

}
,

where yx : [0, t] → R
d is the solution of the ODE

{
ẏx(s) = f(α[b](s), b(s)) in [0, t]

yx(0) = x.
(ODE)

The function v defined by (A.17) is usually called value function.

Proposition A.6.
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(i) Let g ∈ W 1,∞(Rd). Then v ∈ W 1,∞([0, T ) × R
d) for every fixed T > 0. More precisely, for

every x, x̂ ∈ R
d and t, t̂ ∈ (0, T ), we have

|v(t, x)| 6 T‖ℓ‖∞ + ‖g‖∞ ,

|v(t, x)− v(t̂, x̂)| 6 (βt+ |θ|+ Lip(g)) |x− x̂|+ (‖ℓ‖∞ + ‖f‖∞Lip(g)) |t− t̂| ;

(ii) Let g ∈ BUC(Rd). Then v ∈ BUC([0, T ) ×R
d) for every fixed T > 0.

Proof. Item (i) follows directly from [27, Theorem 3.2] after observing that v(t, x) = −V (T − t, x),
where V is the function given by (A.17) with −ℓ and −g in place of ℓ and g, respectively. Let
us prove (ii). Let (gn)n be a sequence of functions in W 1,∞(Rd) such that ‖gn − g‖L∞(Rd) → 0

as n → +∞. For every fixed (t, x) ∈ (0, T ) × R
d, any fixed strategy α ∈ Γ(t) and every control

b ∈ B(t), let us set

J [α, b, g](t, x) :=

∫ t

0
ℓ(yx(s), α[b](s), b(s)) ds + g(yx(t)),

where yx : [0, t] → Rd is the solution of (ODE). We have

J [α, b, gn](t, x)− ‖gn − g‖∞ 6 J [α, b, g](t, x) 6 J [α, b, gn](t, x) + ‖gn − g‖∞.
By taking the infimum with respect to b ∈ B(t) and then the supremum with respect to α ∈ Γ(t),
we infer

sup
α∈Γ(t)

inf
b∈B(t)

J [α, b̂, gn](t, x)− ‖gn − g‖∞ 6 sup
α∈Γ(t)

inf
b∈B(t)

J [α, b̂, g](t, x)

6 sup
α∈Γ(t)

inf
b∈B(t)

J [α, b, gn](t, x) + ‖gn − g‖∞.

This means that |vn(t, x)− v(t, x)| 6 ‖gn − g‖∞ for all (t, x) ∈ [0, T ) × R
d, where vn and v denote

the value function associated to gn and g, respectively. As a uniform limit of a sequence of equi–
bounded Lipschitz functions, we conclude that v belongs to BUC([0, T ) × R

d). �

Via the same argument used in the proof of Proposition A.6-(i), we derive from [27, Theorem
3.1] the following fact, known as Dynamic Programming Principle.

Theorem A.7 (Dynamic Programming Principle). Let x ∈ R
d and 0 < τ < T be fixed. Then,

(A.18) v(T, x) = sup
α∈Γ(T−τ)

inf
b∈B(T−τ)

{∫ T−τ

0
ℓ(yx(s), α[b](s), b(s)) ds + v(τ, yx(T − τ))

}
.

The following holds.

Theorem A.8. Let g ∈ BUC(Rd). For every fixed T > 0, the unique continuous solution of (HJP)
is given by (A.17).

Proof. When g is additionally assumed Lipschitz continuous, the assertion follows directly from [27,
Theorem 4.1] via the same argument used in the proof of Proposition A.6-(i) and in view of what
remarked at the beginning of this subsection. Let us assume g ∈ BUC(Rd) and pick a sequence
of functions gn ∈ W 1,∞(Rd) such that ‖gn − g‖L∞(Rd) → 0 as n → +∞. Let us denote by v and

vn the value functions associated via (A.17) to g and gn, respectively. Arguing as in the proof of
Proposition A.6-(ii), we derive |vn(t, x)− v(t, x)| 6 ‖gn − g‖∞ for all (t, x) ∈ [0, T )×R

d. From the
previous step we know that vn solves (HJP) with initial datum gn. By the stability of the notion
of viscosity solution, we conclude that v solves (HJP). �

We now extend the previous result to the case of initial data that are not necessarily bounded.
The result is the following.
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Theorem A.9. Let g ∈ UC(Rd). For every fixed T > 0, the unique viscosity solution in C([0, T )×
R
d) of the Cauchy problem (HJP) is given by the representation formula (A.17).

Proof. Let us pick ψ ∈ C1,1(Rd) ∩ Lip(Rd) such that ‖ψ − g‖∞ 6 1. In view of Theorem A.8, the

unique solution ũ(t, x) in C([0, T )×R
d) of the Cauchy problem (HJP) with H̃(x, p) := H(x,Dψ(x)+

p) and g−ψ in place ofH and g, respectively, is given by the formula (A.17) with ℓ(yx(s), α[b](s), b(s))+
〈f(α[b](s), b(s)),Dψ(yx(s))〉 and (g−ψ)(yx(t) in place of g(yx(t)). For every fixed strategy α ∈ Γ(t)
and every control b ∈ B(t), we have

∫ t

0

(
ℓ(yx(s), α[b](s), b(s)) + 〈f(α[b](s), b(s)),Dψ(yx(s))〉

)
ds =

∫ t

0

(
ℓ(yx(s), α[b](s), b(s)) +

d

ds
ψ(yx(s))

)
ds =

∫ t

0
ℓ(yx(s), α[b](s), b(s)) ds + ψ(yx(t))− ψ(x).

We infer

ũ(t, x) = sup
α∈Γ(t)

inf
b∈B(t)

{∫ t

0

(
ℓ(yx(s), α[b](s), b(s)) + 〈f(α[b](s), b(s)),Dψ(yx(s))〉

)
ds+ (g − ψ)(yx(t))

}

= sup
α∈Γ(t)

inf
b∈B(t)

{∫ t

0
ℓ(yx(s), α[b](s), b(s)) ds + g(yx(t))

}
− ψ(x).

The conclusion readily follows after observing that the function u(t, x) := ũ(t, x) + ψ(x) is the
continuous solution of the original Cauchly problem (HJP). �

Appendix B. Proof of Theorem 3.1

In this section we prove Theorem 3.1. The result is of deterministic nature, with ω treated as a
fixed parameter. We will therefore omit it from our notation. We will need the following fact.

Proposition B.1. Let us assume that all the hypotheses of Theorem 3.1 are in force. Let g ∈
UC(Rd) and, for every ε > 0, let us denote by uε the unique function in C([0, T )× R

d) that solves
(HJε) subject to the initial condition uε(0, ·) = g. Set

u∗(t, x) := lim
r→0

sup{uε(s, y) : (s, y) ∈ (t− r, t+ r)×Br(x), 0 < ε < r },
u∗(t, x) := lim

r→0
inf{uε(s, y) : (s, y) ∈ (t− r, t+ r)×Br(x), 0 < ε < r }.

Let us assume that u∗ and u∗ are finite valued. Then

(i) u∗ ∈ USC([0, T )× R
d) and it is a viscosity subsolution of (3.2);

(ii) u∗ ∈ LSC([0, T ) × R
d) and it is a viscosity supersolution of (3.2).

We postpone the proof of Proposition B.1 and we first show how we employ it to prove Theo-
rem 3.1.

Proof of Theorem 3.1. Let us prove that H satisfies condition (H1). To this aim, we remark that
the functions u+, u− defined as

u±(t, x) := 〈θ, x〉 ± β (1 + |θ|) t, (t, x) ∈ [0, T )× R
d,

are, respectively, a continuous super and subsolution of (HJε) satisfying u
±(0, x) = 〈θ, x〉, for every

ε > 0 in view of assumption (H1). By Theorem A.3 we infer u− 6 ũεθ 6 u+ in [0, T )×R
d for every

ε > 0. Hence

|H(θ)| = lim
ε→0+

|ũεθ(1, 0)| 6 β (1 + |θ|) ,
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as it was to be shown. Let us now show that H satisfies condition (H2). Fix θ1, θ2 ∈ R
d and set

uε,±θ2
(t, x) := ũεθ2(t, x) + 〈θ1 − θ2, x〉 ± β|θ2 − θ1|t, (t, x) ∈ [0, T )× R

d.

The function uε,+θ2
and uε,−θ2

are, respectively, a super and a subsolution of (HJε), in view of assump-

tion (H2), which satisfy uε,±θ2
(0, x) = 〈θ1, x〉. By Theorem A.3 we derive that uε,−θ2

6 ũεθ1 6 uε,+θ2
in

[0, T )× R
d, hence

|H(θ1)−H(θ2)| = lim
ε→0+

|ũεθ1(1, 0) − ũεθ2(1, 0)| 6 β|θ2 − θ1|.

We now proceed to prove the second part of the assertion. Let us first assume g ∈ C1(Rd) ∩ Lip(Rd).
Take a constant M large enough so that

M > ‖H(x,Dg(x))‖∞.
Then the functions u−(t, x) := g(x) −Mt and u+(t, x) := g(x) +Mt are, respectively, a Lipschitz
continuous sub and supersolution of (HJε) for every ε > 0. By the Comparison Principle stated
in Theorem A.3, we get u− 6 uε 6 u+ in [0, T ) × R

d for every ε > 0. By the definition of relaxed
semilimits we infer

u−(t, x) 6 u∗(t, x) 6 u∗(t, x) 6 u+(t, x) for all (t, x) ∈ [0, T ) × R
d,

in particular, u∗, u
∗ satisfy u∗(0, ·) = u∗(0, ·) = g on R

d. By Proposition B.1, we know that u∗ and
u∗ are, respectively, an upper semicontinuous subsolution and a lower semicontinuous supersolution
of the effective equation (3.2). We can therefore apply Theorem A.3 again to obtain u∗ 6 u∗ on
[0, T ) × R

d. Since the opposite inequality holds by the definition of upper and lower relaxed
semilimits, we conclude that the function

u(t, x) := u∗(t, x) = u∗(t, x) for all (t, x) ∈ [0, T )× R
d

is the unique continuous viscosity solution of (3.2) such that u(0, ·) = g on R
d. Furthermore, by

Theorem A.9, we also know that u belongs to UC([0, T )×R
d). The fact that the relaxed semilimits

coincide implies that uε converge locally uniformly in [0, T )× R
d to u, see for instance [1, Lemma

6.2, p. 80].
When the initial datum g is just uniformly continuous on [0, T )×R

d, the result easily follows from
the above by approximating g with a sequence (gn)n of initial data belonging to C1(Rd) ∩ Lip(Rd).
Indeed, if we denote by uεn and uε the solution of (HJε) with initial datum gn and g, respectively,
we have, in view of Theorem A.3,

‖uεn − uε‖L∞([0,T )×Rd) 6 ‖gn − g‖L∞(Rd) for every ε > 0.

The assertion follows from this by the stability of the notion of viscosity solution. �

Proof of Proposition B.1. The fact that u∗ and u∗ are upper and lower semicontinuous on [0, T )×R
d

is an immediate consequence of their definition. Let us prove (i), i.e., that u∗ is a subsolution of
(3.2). The proof of (ii) is analogous.

We make use of Evans’s perturbed test function method, see [26]. Let us assume, by contradic-
tion, that u∗ is not a subsolution of (3.2). Then there exists a function φ ∈ C1([0, T )×R

d) that is
a strict supertangent of u∗ at some point (t0, x0) ∈ [0, T ) × R

d and for which the subsolution test
fails, i.e.,

(B.1) ∂tφ(t0, x0) +H(Dxφ(t0, x0)) > 2δ

for some δ > 0. For r > 0 define Vr := (t0−r, t0+r)×Br(x0). Choose r0 > 0 to be small enough so
that Vr0 is compactly contained in [0, T )×R

d and u∗−φ attains a strict local maximum at (t0, x0)
in Vr0 . In particular, we have for every r ∈ (0, r0)

(B.2) max
∂Vr

(u∗ − φ) < max
V r

(u∗ − φ) = (u∗ − φ)(t0, x0).
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Let us set θ := Dxφ(t0, x0) and for every ε > 0 denote by ũεθ the unique continuous function in

[0, T )×R
d that solves (HJε) subject to the initial condition ũεθ(0, x) = 〈θ, x〉. We claim that there

is an r ∈ (0, r0) such that the function

φε(t, x) := φ(t, x) + ũεθ(t, x)−
(
〈θ, x〉 − tH(θ)

)

is a supersolution of (HJε) in Vr for every ε > 0 small enough. Indeed, by a direct computation we
first get

∂tφ
ε +H

(x
ε
,Dxφ

ε
)
= ∂tφ+H(θ) + ∂tũ

ε
θ +H

(x
ε
,Dxũ

ε
θ +Dxφ− θ

)
(B.3)

in the viscosity sense in Vr. Using (B.1), the continuity of H and the fact that φ is of class C1, we
get that there is an r ∈ (0, r0) such that for all sufficiently small ε > 0 and all (t, x) ∈ Vr

∂tφ(t, x) +H(θ) > 2δ .

Moreover, by taking into account (H2), we can further reduce r if necessary to get

H
(x
ε
,Dũεθ +Dxφ− θ

)
> H

(x
ε
,Dũεθ

)
− δ in Vr

in the viscosity sense. Plugging these relations into (B.3) and using the fact that ũεθ is a solution
of (HJε), we finally get

∂tφ
ε +H

(x
ε
,Dxφ

ε
)
> δ + ∂tũ

ε
θ +H

(x
ε
,Dũεθ

)
= δ > 0

in the viscosity sense in Vr, thus showing that φε is a supersolution of (HJε) in Vr. Now we need a
comparison principle for equation (HJε) in Vr applied to φε and uε to infer that

sup
Vr

(uε − φε)6max
∂Vr

(uε − φε).

Since condition (H2) is in force, the validity of this comparison principle is guaranteed by [22,
Theorem 3.3 and Section 5.C]. Now notice that, by the assumption (3.1), φε ⇒ φ in V r. Taking
the limsup of the above inequality as ε→ 0+ we obtain

sup
Vr

(u∗ − φ) 6 lim sup
ε→0+

sup
Vr

(uε − φε) 6 lim sup
ε→0+

max
∂Vr

(uε − φε) 6 max
∂Vr

(u∗ − φ),

in contradiction with (B.2). This proves that u∗ is a subsolution of (3.2). �
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