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Abstract: In a groundbreaking work, [34] proved the minimax optimality of deep neural networks with ReLu

activation for least-square regression estimation over a large class of functions defined by composition. In this

paper, we extend these results in many directions. First, we remove the i.i.d. assumption on the observations,

to allow some time dependence. The observations are assumed to be a Markov chain with a non-null pseudo-

spectral gap. Then, we study a more general class of machine learning problems, which includes least-square

and logistic regression as special cases. Leveraging on PAC-Bayes oracle inequalities and a version of Bernstein

inequality due to [31], we derive upper bounds on the estimation risk for a generalized Bayesian estimator. In

the case of least-square regression, this bound matches (up to a logarithmic factor) the lower bound in [34].

We establish a similar lower bound for classification with the logistic loss, and prove that the proposed DNN

estimator is optimal in the minimax sense.

Keywords: Deep neural networks, minimax-optimality, Bayesian neural network, PAC-Bayes bounds, oracle

inequality.

1 Introduction

Since almost 20 years, deep neural networks (DNN) are the most efficient predictors for most large-scale

applications of machine learning, including images, sound and video processing, high-dimensional time-series

prediction, etc. [6]. However, a complete theory of deep learning is still missing. In particular, until recently,

it was not understood why deep networks perform better than other nonparametric methods in classification

or regression problems. In a groundbreaking work, [34] defined a set of functions that are composition of

dimension-reducing smooth functions. He derived the minimax rate of estimation for this class of functions. A

very important fact is that this rate can be reached by deep ReLU networks, but not by more classical methods

such as wavelets. Since then, these results were extended in many directions. The smoothness of the function

was defined in terms of Hölder spaces, this was extended to Besov spaces by [37]. Also, while the estimator
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2 PAC-Bayes deep neural networks estimator

used in [34] is frequentist, similar results were proven for Bayesian deep networks by [33, 36, 7, 8, 9], from

independent observations. For deep learning from non-i.i.d. data, we refer to [25, 24] for some recent advances

on nonparametric regression and for [19, 20, 21, 22], for some recent results on classification and regression,

and where the optimality of the bounds established is unclear. In this new contribution, we perform the

PAC-Bayes approach for deep learning from Markov chains and deal with a setting that includes classification

and nonparametric regression.

More precisely, we extend the results of [34] in two directions. First, we relax the independence assumption

on the observations. Instead, the observations can be sampled from a Markov chain with a positive pseudo-

spectral gap. Then, we study a more general class of learning problems, that includes least-square regression

but also classification with the logistic loss. We propose a generalized Bayesian estimator for which, we derive

an upper bound on the excess risk. In the case of least-square regression, this bound matches (up to a

logarithmic factor) the lower bound in [34]. We are not aware of similar lower bounds on the excess risk in

the logistic regression case, so we derive such a bound, which matches (up to a logarithmic factor), our upper

bound.

Generalized Bayesian methods are an extension of Bayesian estimation available when no likelihood is

available (or, when we do not want to assume that the likelihood is actually connected to the true, unknown

data-generating process). In this case, we replace the negative log-likelihood by a loss function similar to

the ones used in machine learning. This approach is discussed in depth by [23]. It can be motivated by

the fact that such estimators are obtained by minimizing upper bounds on the generalization error known as

PAC-Bayes bounds [28]. It was actually observed empirically that the minimization of PAC-Bayes bounds

for neural networks lead to good results in practice [15, 32, 13, 12]. It appears that, PAC-Bayes bounds can

also be used to derive oracle inequalities and rates of convergence in statistics [10, 17]. In the i.i.d. setting,

PAC-Bayes oracle bounds were actually proven to lead to minimax rates for least-square regression in various

nonparametric classes of functions, including the class of compositions structured Hölder functions studied in

[34], see, for instance, [11, 35, 27]. We refer the reader to [1] for a comprehensive review on PAC-Bayes bounds,

oracle inequalities and applications to neural networks.

PAC-Bayes bounds were extended to non-i.i.d. settings under various assumptions: mixing, weak-dependence,

Markov property, among others. The PAC-Bayes oracle inequalities in [3] lead to slow rates of convergence for

weakly-dependent time series. It is to be noted that one of the applications covered in the paper are (shallow)

neural networks. Faster rates were proven in [2], under more restrictive mixing assumptions. More recently, [4]

derived PAC-Bayes bounds for Markov chains via α-mixing coefficients. Here, we prove a new PAC-Bayes

oracle inequality for Markov chains. It is based on a version of Bernstein inequality due to [31] that turned

out to be very useful in machine learning [16]. We then apply it on the class of compositions based on Hölder

functions to derive our rates of convergence for the DNN estimators. Note that, the generalized-Bayes esti-

mators in [3, 2, 4] require some prior knowledge on the strength of the dependence between the observations

to be calibrated optimally. Our results are no different, in the sense that we need to know a lower bound a

priori on the pseudo-spectral gap of the observations to calibrate our estimator properly. However, thanks to

some recent advances on the estimation of the mixing time of Markov chains [26, 18, 39], which itself provides

bounds on the pseudo-spectral gap, we can actually get rid of this assumption in some specific cases.

The paper is organized as follows. In a first time, we describe the setting of our general learning problem,

and the main assumptions: Section 2. The generalized Bayesian estimator is described in Section 3. Section 4
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established our PAC-Bayesian oracle inequalities as well as the excess risk of the Bayesian DNN estimator on

the class of Hölder functions and the compositions structured class. Applications to nonparametric regression

and classification are carried out in Section 5. All the proofs are gathered in Section 6.

2 Setting and notations

Let us first introduce a few notations and conventions used in the paper. We let N denote the set of natural

integers. Give a set A, we let |A| denote its cardinality. For all x ∈ R, ⌈x⌉ denotes the smallest integer

≥ x and ⌊x⌋ denotes the largest integer ≤ x. For any vector x = (x1, · · · , xd)T ∈ Rd, ‖x‖ = max
1≤i≤d

|xi|,

|x|0 =
∑d

i=11(xi 6= 0). We let Mp,q(R) denote the set of matrices of dimension p × q with coefficients in

R. For any x = (xi,j) ∈ Mp,q(R), we put ‖x‖ = max
1≤i≤p

∑q
j=1 |xi,j |. For all x = (x1, · · · , xd) ∈ Rd and

β = (β1, · · · , βd) ∈ Nd
0, x

β = xβ1

1 · . . . · xβd

d . For (an) and (bn) two sequences of real numbers, we write an . bn

if there exists a constant C > 0 such that an ≤ bn for all n ∈ N. Also, we set an ≍ bn if an . bn and bn . an.

Given d ∈ N, and E1, E2 two subsets of separable Banach spaces equipped with norms ‖ · ‖E1 and ‖ · ‖E2

respectively, F(E1, E2) denotes the set of measurable functions from E1 to E2. For any function h : E1 → E2

and U ⊆ E1,

‖h‖∞ = sup
x∈E1

‖h(x)‖E2 , ‖h‖∞,U = sup
x∈U

‖h(x)‖E2 and

Lipα(h) := sup
x1,x2∈E1, x1 6=x2

‖h(x1)− h(x2)‖E2

‖x1 − x2‖αE1

for any α ∈ [0, 1].

For any K > 0 and α ∈ [0, 1], Λα,K(E1, E2) (simply Λα,K(E1) when E2 ⊆ R) denotes the set of functions

h : Eu
1 → E2 for some u ∈ N, such that ‖h‖∞ < ∞ and Lipα(h) ≤ K. When α = 1, we set Lip1(h) = Lip(h)

and Λ1(E1) = Λ1,1(E1,R).

2.1 Setting

Let us consider the supervised learning framework with training sample Dn = {Z1 = (X1, Y1), · · · , Zn =

(Xn, Yn)}. Dn is a trajectory of a stationary and ergodic process {Zt = (Xt, Yt), t ∈ N}, with values in

Z = X ×Y, where X is the input space and Y the output space. We let Pn denote the probability distribution

of Dn. In the sequel, we will deal with the case where {Zt = (Xt, Yt), t ∈ Z} is a Markov process. Also,

assume that X ⊂ Rdx and Y ⊂ Rdy , with dx, dy ∈ N.

Let ℓ : Rdy × Y → [0,∞) a loss function. For any h ∈ F(X ,Y), define the risk,

R(h) = EZ0

[
ℓ
(
h(X0), Y0

)]
. (2.1)

Denote by h∗ ∈ F(X ,Y), a target predictor (assumed to exist), satisfying,

R(h∗) = inf
h∈F(X ,Y)

R(h). (2.2)

Define for all h ∈ F(X ,Y), the empirical risk,

R̂n(h) =
1

n

n∑

i=1

ℓ
(
h(Xi), Yi

)
. (2.3)
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The aim is to build from the training sample Dn, a learner ĥn, that achieves the smallest excess risk, given by

E(ĥn) = R(ĥn)−R(h∗). (2.4)

Also denotes for all h ∈ F(X ,Y),

Ên(h) = R̂n(h)− R̂n(h
∗). (2.5)

In the following, we set ℓ(h, z) = ℓ
(
h(x), y

)
for all z = (x, y) ∈ X × Y and h ∈ F(X ,Y).

We focus on deep neural networks (DNN) predictors, with activation function σ : R → R. Let L ∈ N,

ppp = (p0, p1, · · · , pL+1) ∈ NL+2. A DNN, with network architecture (L,p) is any function of the form,

hθ : Rp0 → R
pL+1 , x 7→ hθ(x) = AL+1 ◦ σL ◦AL ◦ σL−1 ◦AL−1 ◦ · · · ◦ σ1 ◦A1(x), (2.6)

where for any ℓ = 1, · · · , L+1, Aℓ : R
pℓ−1 → Rpℓ is an affine application defined by Aℓ(x) :=Wℓx+bℓ for given

weight matrix Wℓ ∈Mpℓ−1,pℓ
(R), a shift vector bℓ ∈ Rpℓ and σℓ : R

pℓ → Rpℓ is an element-wise activation map

defined as σℓ(z) = (σ(z1), · · · , σ(zpℓ
))T for all z = (z1, · · · , zpℓ

)T ∈ Rpℓ , and

θ =
(
vec(W1)

T , bT1 , · · · , vec(WL+1)
T , bTL+1

)
, (2.7)

is the network parameters (weights), where vec(W ) is obtained by concatenating the column vectors of the

matrix W and T denotes the transpose. In our setting here, p0 = dx (input dimension) and pL+1 = dy (output

dimension). So, the total number of network parameters is

nL,p =

L+1∑

ℓ=1

pℓ × pℓ−1 +

L+1∑

ℓ=1

pℓ. (2.8)

Let Hσ,dx,dy
denotes the set of DNNs of the form (2.6) with dx dimensional input, dy dimensional output,

with activation function σ. For any h ∈ Hσ,dx,dy
with a neural network architecture (L,p), denote depth(h) = L

and width(h) = max
1≤ℓ≤L

pℓ, respectively the depth and width of h. For any L,N, S,B, F > 0, consider the sets,

Hσ,dx,dy
(L,N) =

{
hθ ∈ Hσ,dx,dy

, depth(h) ≤ L, width(h) ≤ N
}
,

Hσ,dx,dy
(L,N, S,B) =

{
hθ ∈ Hσ,dx,dy

(L,N), |θ|0 ≤ S, ‖θ‖ ≤ B
}
, (2.9)

Hσ,dx,dy
(L,N, S,B, F ) =

{
hθ1X , h ∈ Hσ,dx,dy

(L,N, S,B), ‖h‖∞,X ≤ F
}
. (2.10)

Let L,N > 0. For any h ∈ Hσ,dx,dy
(L,N), the maximum number of parameter of h is,

nL,N := N(N + 1)(L+ 1). (2.11)

For any h ∈ Hσ,dx,dy
(L,N), we will consider in the sequel, θ(h) as a nL,N -dimensional vector by adding 0 if

not. For any active set I ⊆ {1, 2, · · · , nL,N}, define the corresponding class of sparse DNNs by,

Hσ,dx,dy
(L,N, I) =

{
hθ ∈ Hσ,dx,dy

(L,N), θi = 0 if i /∈ I
}
, (2.12)

Hσ,dx,dy
(L,N,B, I) =

{
hθ ∈ Hσ,dx,dy

(L,N, I), ‖θ‖ ≤ B
}
, (2.13)

Hσ,dx,dy
(L,N,B, F, I) =

{
hθ ∈ Hσ,dx,dy

(L,N,B, I), ‖h‖∞,X ≤ F
}
, (2.14)

where θ :=
(
θ1, · · · , θnL,N

)T
. In the sequel, for a DNN hθ, denote,

R(θ) = R(hθ), R̂n(θ) = R̂n(hθ), E(θ) = R(θ)−R(h∗) and Ên(θ) = R̂n(θ)− R̂n(h
∗). (2.15)
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2.2 Markov chains and pseudo-spectral gap

We assume that Z = {Zt = (Xt, Yt), t ∈ N} is a stationary and ergodic Markov process with transition

kernel K and stationary distribution π. K can be then viewed as a linear operator K on L2(π) defined as

(Kf)(z) := EK(z,·)(f) for all f ∈ L2(π). For any such operator F on L2(π), we can define

S2(F ) := {λ ∈ C : (λI − F ) is not invertible on L2(π)}, (2.16)

where I denotes the identity operator on L2(π). The spectral gap of F is given by,

γ(F ) :=

ß

1− sup{λ ∈ S2(F ) : λ 6= 1} if eigenvalue 1 has multiplicity 1
0 otherwise.

(2.17)

We will refer to γ(K) simply as the spectral gap of the chain Z. Now, define the time reversal of the kernel

K by,

K∗(z, du) :=
K(u, dz)

π(dz)
π(du). (2.18)

Therefore, the linear operator K∗ is the adjoint of the linear operator K on L2(π). Define γps, called the

pseudo spectral gap of K see [31], as

γps = max
k≥1

{1
k
γ
(
(K∗)kKk

)}
. (2.19)

The exact assumptions for our theorem will be discussed below in detail. However, the main assumption on

K will be that γps > 0. This condition is weaker than the assumption γ(K) > 0, as discussed in Remark 3.2

of [31]. Let us now briefly discuss examples where this assumption is satisfied. In order to do so, we introduce

the more classical notion of mixing time.

For the process Z = {Zt = (Xt, Yt), t ∈ N}, the mixing time for some ǫ > 0 is defined as,

tmix(ǫ) := min
{
t ∈ N, sup

z∈Z
‖Kt(z, ·)− π‖TV ≤ ǫ

}
, and tmix := tmix(1/4), (2.20)

where Kt(z, ·) is the t-step transition kernel (i.e. the distribution of Zt|Z0 = z), and ‖ · ‖TV denotes the total

variation distance between two probability measures Q1, Q2 defined on the same state space (Ω,F) and is

given by,

‖Q1 −Q2‖TV := sup
A∈F

|Q1(A)−Q2(A)|. (2.21)

[31] derived relations between mixing time and pseudo spectral gap (Propositions 3.3 and 3.4).

Exemple 2.1. Assume that the chain (Zt) is uniformly ergodic, that is, there are constants C > 0 and ρ < 1

such that

sup
z∈Z

‖Kt(z, ·)− π‖TV ≤ Cρt.

In this case, Proposition 3.4 in [31] shows that γps ≥ 1/2tmix. Thus, we have tmix(ǫ) ≤ ⌈log(C/ǫ)/ log(ρ)⌉ and

in particular, γps ≥ 1/2tmix = ⌈log(4C)/ log(ρ)⌉ > 0.

When the set Z is finite, any irreducible and aperiodic Markov chain is immediately uniformly ergodic [14].

Examples of uniformly ergodic chains on infinite state-space are also well known [14].
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3 Prior distribution and Gibbs estimator

Let L,N,B > 0. For a given active set I ⊆ {1, 2, · · · , nL,N}, the prior ΠI on the networks parameter of the

DNNs class Hσ,dx,dy
(L,N,B, I) is set as the uniform distribution on

SI =
{
θ =

(
θ1, · · · , θnL,N

)T
∈ [−B,B]nL,N , θi = 0 if i /∈ I

}
. (3.1)

Let us define the mixture of the uniform priors SI as,

Π =

nL,N∑

i=1

s−i
∑

I⊆{1,2,··· ,nL,N},

|I|=i

Ç

nL,N

i

å−1

ΠI

/
Cs with Cs := (1− s−nL,N )/(s− 1), (3.2)

where s ≥ 2 is a sparsity parameter. The Gibbs posterior probability distribution Πλ(·|Dn) based on Π is

defined via,

Πλ(dθ|Dn) ∝ exp
(
− R̂n(θ)

)
Π(dθ), (3.3)

where λ > 0 is the so-called temperature parameter and the empirical risk defined in (2.3). For any λ > 0,

the corresponding weight θ̂λ and predictor ĥλ are drawing from the posterior distribution, that is,

θ̂λ ∼ Πλ(·|Dn), and ĥλ := hθ̂λ . (3.4)

For L,N,B, F, S > 0, if we consider the DNN classHσ,dx,dy
(L,N,B, F ) orHσ,dx,dy

(L,N,B, S, F ), θ̂λ is defined

as above, where for any I ⊆ {1, 2, · · · , nL,N}, the prior ΠI on the networks parameter ofHσ,dx,dy
(L,N,B, F, I)

or Hσ,dx,dy
(L,N, S,B, F, I), is set as the uniform distribution on SI (given in (3.1)).

4 Oracle inequality and excess risk bounds

4.1 Oracle inequality

We consider the process Z = (Zt)t∈N (with Zt = (Xt, Yt)) with values in Z = X ×Y ⊂ Rdx ×Rdy , and assume:

(A1): Z = (Zt)t∈N is a stationary and ergodic Markov process with transition kernel K, stationary distribution

π and pseudo spectral gap γps > 0.

Consider the learning problem of Yt from Xt based on the observations Dn = {Z1 = (X1, Y1), · · · , Zn =

(Xn, Yn)}. We carry out the PAC-Bayes approach on the class of DNNs predictor in (2.10) and set the

following assumptions on the input space, the loss and the activation.

(A2): X ⊂ Rdx is a compact set.

Under (A2), we set,

KX = sup
x∈X

‖x‖. (4.1)

(A3): There exists Kℓ > 0, such that, for the DNN class Hσ,dx,dy
(L,N,B, F ), for L,N,B, F > 0, we have for

all h ∈ Hσ,dx,dy
(L,N,B, F ) and (x, y) ∈ Z, |ℓ(h(x), y)− ℓ(h∗(x), y)| ≤ Kℓ|h(x) − h∗(x)|.

(A4): There exists Kσ > 0, such that σ ∈ Λ1,Kσ
(R). Moreover, σ is either piecewise linear or locally quadratic

and fixes a segment I ⊆ [0, 1].
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(A5): There exists K > 0, such that the target function defined in (2.2), satisfied h∗ ∈ Λ1,K(X ).

Let us recall that, a function g : R → R is g is locally quadratic (see also [29], [30]) if there exits an interval

(a, b) on which g is three times continuously differentiable with bounded derivatives and there exists t ∈ (a, b)

such that g′(t) 6= 0 and g′′(t) 6= 0. (A4) is satisfied by the ReLU activation and several other activation

functions, see, for instance [19].

For all L,N,B, F > 0 and I ⊆ {1, 2, · · · , nL,N}, define,

θ∗I ∈ argmin
θ∈SI

R(θ), (4.2)

where SI is defined in (3.1). Also, let us set the Bernstein’s condition:

(A6): The Bernstein’s condition for some K > 0 and κ ∈ [0, 1] : For all θ ∈ SI ,

Eπ

[(
ℓ
(
hθ(Xi), Yi

)
− ℓ
(
h∗(Xi), Yi

))2]
≤ K

(
R(θ)−R(h∗)

)κ
. (4.3)

(A7): Local quadratic structure of the excess risk: There exists two constants K0 := K0(Z0, ℓ, h
∗), ε0 :=

ε0(Z0, ℓ, h
∗) > 0 such that,

R(h)−R(h∗) ≤ K0‖h− h∗‖22,PX0
, (4.4)

for any measurable function h : Rdx → Rdy satisfying ‖h − h∗‖∞,X ≤ ε0; where PX0 denotes the

distribution of X0 and

‖h− h∗‖qq,PX0
:=

∫
‖h(x)− h∗(x)‖qdPX0(x),

for all q ≥ 1.

θ∗I in (4.2) is well defined, since SI is compact and the function θ 7→ R(θ) is continuous. The following theorem

provides a non-asymptotic oracle inequality of the excess risk. It is essentially an extension of Corollary 3

from [35] to the case of Markov chains. The proof relies on Paulin’s version of Bernstein’s inequality [31]

together with standard PAC-Bayes tools [10, 1].

Theorem 4.1. Assume that (A1)-(A5) and (A6) with κ = 1 hold and take

λ =
nγps

32K + 10
, (4.5)

where K is given in (4.3). Consider the DNNs class Hσ,dx,dy
(L,N,B, F ) for L,N,B, F > 0, and θ̂λ defined

as in (3.4). Then, for all δ ∈ (0, 1), with Pn ⊗Πλ-probability at least 1− δ, we have

E(θ̂λ) ≤ min
I⊆{1,2,··· ,nL,N}

(
3E(θ∗I) +

Ξ1

nγps

[
|I|L log

(
max(n,B, nL,N)

)
+ log(1/δ)

])
+

3Kℓ

n

for some constant Ξ1 independent of n, L,N,B, F, γps and Kℓ.

Note that, to compute the estimator that depends on λ, we need to know the spectral gap γps, or an upper

bound on it. This is not always a realistic assumption. However, recent strem of work to estimate this quantity

on a single trajectory [26, 18, 39], when the state space is finite. Using Theorem 2.1 in [39], we obtain the

following result.
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Corollary 4.2. Under the same assumptions as in Theorem 4.1, assume that X ×Y is finite, and let π denote

the stationary distribution of the data, and π∗ = minz∈X×Y π(z). Assume π∗ > 0. Take

λ =
nγ̂ps

32K + 10
, (4.6)

where K is given in (4.3) and γ̂ps is the estimator of γps in [39]. Then, there is a constant c > 0 such that,

as soon as

n ≥
4c

γ3psπ∗
log

1

π∗
log

2

π∗γpsδ
log

2

π∗γ2psδ
,

for all δ ∈ (0, 1), with Pn ⊗Πλ-probability at least 1− 2δ, we have

E(θ̂λ) ≤ min
I⊆{1,2,··· ,nL,N}

(
3E(θ∗I) +

2Ξ1

nγps

[
|I|L log

(
max(n,B, nL,N)

)
+ log(1/δ)

])
+

3Kℓ

n

for Ξ1 as in Theorem 4.1.

4.2 Excess risk bound on the Hölder class

In the sequel, we consider a class of Hölder smooth functions. Let U ⊂ Rd (with d ∈ N), β = (β1, · · · , βd)T ∈

Nd, x = (x1, · · · , xd)T ∈ U , set

|β| =
d∑

i=1

βi and ∂
β =

∂|β|

∂β1x1, · · · , ∂βdxd
.

For any s > 0, the Hölder space Cs(U) is the set of functions h : U → R such that, for any β ∈ Nd with

|β| ≤ ⌊s⌋, ‖∂βh‖∞ < ∞ and for any β ∈ N
d with |β| = ⌊s⌋, Lips−[s](∂

βh) < ∞. This space is equipped with

the norm

‖h‖Cs(U) =
∑

0≤|β|≤⌊s⌋

‖∂βh‖∞ +
∑

|β|=⌊s⌋

Lips−⌊s⌋(∂
βh). (4.7)

For any s > 0, U ⊂ Rd and K > 0, consider the set,

Cs,K(U) = {h ∈ Cs(U), ‖h‖Cs(U) ≤ K}. (4.8)

Now, we deal with the network architecture parameters Ln, Nn, Bn, Fn that depend on the sample size

n. An application of Theorem 4.1 together with a tight control of E(θ∗I) on the Hölder’s class leads to the

following result.

Theorem 4.3. Assume that (A1)-(A5), (A6) with κ = 1, (A7) hold and that there exists s,K > 0, such

that h∗ ∈ Cs,K(X ). Take λ as in (4.5). Consider the DNNs class Hσ,dx,dy
(Ln, Nn, Sn, Bn, Fn) with Ln ≍

logn,Nn ≍ n
dx

2s+dx , Sn ≍ n
dx

2s+dx logn, Bn ≍ n
4(s+dx)
2s+dx and Fn > 0. Then, for all δ ∈ (0, 1), with Pn ⊗ Πλ-

probability at least 1− δ, we have for n ≥ ε
−(2+dx/s)
0 ,

E(θ̂λ) ≤ Ξ2

(
log3 n

n
2s

2s+dx

+
Kℓ + log(1/δ)

n

)
,

for some constant Ξ2 independent of n and Kℓ, and where ε0 is given in the assumption (A7).

Therefore, the rate of the excess risk of ĥλ = hθ̂λ is of order O
(
n− 2s

2s+dx (log n)3
)
.
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4.3 Excess risk bound on a compositions structured Hölder class

For this purpose, we assume that the target function h∗ belongs to a class of composition structured functions,

defined by [34].

Let d, r ∈ N with d ≥ r, s,K > 0 and a, b ∈ R with a < b. Denote by Cs,K
r ([a, b]d) the set of functions

f : [a, b]d → R satisfying:

• f is a r-variate function i.e. f depends on at most r coordinates;

• f ∈ Cs,K([a, b]d), defined in (4.8).

Let q ∈ N, ddd = (d0, · · · , dq+1) ∈ Nq+2 with d0 = dx and dq+1 = dy, ttt = (t0, · · · , tq) ∈ Nq+1 with ti ≤ di for

all i = 0, · · · , q, sss = (s0, · · · , sq) ∈ (0,∞)q+1 and K > 0. Following [34], define the class of functions:

G(q,ddd, ttt, sss,K) :=
{
h = gq ◦ · · · g0, gi = (gi,j)j=1,··· ,di+1 : [ai, bi]

di → [ai+1, bi+1]
di+1 , with

gi,j ∈ Csi,K
ti

(
[ai, bi]

di
)
, for some ai, bi ∈ R such that |ai|, |bi| ≤ K, ∀i = 1, · · · , q

}
. (4.9)

For the class G(q,ddd, ttt, sss,K), define:

β∗
i := βi

q∏

k=i+1

min(βk, 1) for all i = 0, · · · , q; and φn := max
i=0,··· ,q

n
−

2β∗
i

2β∗
i
+ti . (4.10)

The next theorem provides a bound of the excess risk of the estimator ĥλ, for structured composite target

function, in the case X = [0, 1]dx . Here again this is obtained by an application of Theorem 4.1.

Theorem 4.4. Set X = [0, 1]dx. Assume that (A1)-(A3), (A6) with κ = 1, (A7) hold and that h∗ ∈

G(q,ddd, ttt, sss,K) for some composition structured class, and take λ as in (4.5). Consider the DNNs class

Hσ,dx,dy
(Ln, Nn, Sn, Bn, Fn) where σ is the ReLU activation function and with:

Ln = C0 logn,Nn ≍ nφn, Sn ≍ nφn logn, Bn = B ≥ 1, Fn > max(K, 1), (4.11)

for some constant C0 ≥
∑q

i=0 log4
(
4max(ti, si)

)
and where φn is defined in (4.10). Then, for all δ ∈ (0, 1),

with Pn ⊗Πλ-probability at least 1− δ, we have

E(θ̂λ) ≤ Ξ3

(
φn(logn)

3 +
Kℓ + log(1/δ)

n

)
,

for some constant Ξ3 independent of n and Kℓ.

So, when h∗ belongs to a class of Hölder compositions functions, the rate of the excess risk of ĥλ = hθ̂λ is of

order O
(
φn(log n)

3
)
.

5 Examples of nonparametric regression and classification

5.1 Nonparametric regression

Consider the nonparametric time series regression,

Yt = h∗(Xt) + εt, t ∈ N, (5.1)
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with (Xt, Yt) ∈ X ×Y ⊂ Rdx ×R (dy = 1), where h∗ : Rdx → R is the unknown regression function and (εt)t∈N

is a sequence of i.i.d. centered random variable and for all t ∈ N, εt is independent of the input variable Xt.

The goal is the estimation of h∗, based on the observations {(Xi, Yi)}1≤i≤n, generated from (5.1). We perform

the quasi-Bayesian DNN estimator proposed above, with a DNNs class Hσ,dx,dy
(Ln, Nn, Sn, Bn, Fn) and the

square loss function.

In this subsection, assume that {(Xt, Yt)}t∈N is a stationary and ergodic Markov process and that X and

Y are compact sets. Hence, the assumptions (A1)-(A3) hold. Also, (A6) with κ = 1 holds if we deal with a

network architecture parameters Ln, Nn, Bn, Fn with Fn = F > max(K, 1). Note that, in this framework with

the square loss, (A7) holds automatically. Therefore:

• If the activation function σ satisfies (A4) and h∗ ∈ Cs,K(X ) for some s,K > 0, then, the result of

Theorem 4.3 holds.

• For X = [0, 1]dx, if h∗ ∈ G(q,ddd, ttt, sss,K) for some composition structured class, then the result of Theorem

4.4 is applied with the ReLU deep neural networks.

Note that, for regression problem with the Gaussian error εt, square loss and X = [0, 1]dx , [34] proved

that, the lower bound for the minimax estimation risk over a class G(q,ddd, ttt, sss,K) is φn (up to a constant).

Unfortunately, Theorem 4.3 does not cover the Gaussian error case as they would require Y = R to be not

compact, a setting in which the quadratic loss is not Lipschitz. This can however be fixed.

Lemma 5.1. Assume (5.1) with h∗ ∈ Cs,K(X ) for some s,K > 0, (εt)t∈N is i.i.d. N (0, σ2) distributed. For

any δ > 0, define the event

Ω̃δ =

®

sup
1≤t≤n

|Yt| ≤ K + σ

…

2 log
2n

δ

´

.

Then P(Ω̃δ) ≥ 1− δ.

Proof. Fix α > 0 and ǫ > 0. By using the Markov’s inequality, we have,

P

Ç

sup
1≤t≤n

|εt| ≥ ǫ

å

≤
n∑

t=1

P (|εt| ≥ ǫ) ≤ 2

n∑

t=1

P (εt ≥ ǫ) = 2

n∑

t=1

P
(
exp(αεt) ≥ exp(αǫ)

)

≤ 2
n∑

t=1

E[exp(αεt − αǫ)] = 2
n∑

t=1

exp(α2σ2/2− αǫ).

For a fixed ǫ, the function α 7→ α2σ2/2− αǫ reaches its minimum when α = ǫ/σ2 and thus,

P

Ç

sup
1≤t≤n

|εt| ≥ ǫ

å

≤ 2n exp
(
−

ǫ2

2σ2

)
. (5.2)

Putting δ = 2n exp
(
− ǫ2/2σ2

)
, (5.2) gives

P

Ç

sup
1≤t≤n

|εt| ≥ σ

…

2 log
2n

δ

å

≤ δ. (5.3)

Finally, since h∗ ∈ Cs,K(X ), it holds a.s. that, |Yt| ≤ |h∗(Xt)| + |εt| ≤ ‖h∗‖∞,X + |εt| ≤ K + |εt|. Thus, the

result follows from (5.3). �
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Therefore, consider a DNN class Hσ,dx,dy
(Ln, Nn, Bn, Fn) for Ln, Nn, Bn > 0 and Fn = F > max(K, 1).

From Lemma 5.1, it holds on Ω̃δ that, all the variables Yt (t ∈ N) belong to the compact set [−K −

σ
»

2 log 2n
δ ,K + σ

»

2 log 2n
δ ] and thus, for h ∈ Hσ,dx,dy

(Ln, Nn, Bn, Fn) and y ∈ [−K − σ
»

2 log 2n
δ ,K +

σ
»

2 log 2n
δ ],

|ℓ(h(x), y)− ℓ(h∗(x), y)| = |(h(x) − y)2 − (h∗(x)− y)2|

≤ |(2y − h(x) − h∗(x))(h(x) − h∗(x))|

≤ (2K + 2σ

…

2 log
2n

δ
+ F +K)|h(x) − h∗(x)|,

that is, we have Assumption (A3) with Kℓ = 3K+2σ
»

2 log 2n
δ +F . Thus, on this set, we can apply Theorem

4.4 with Fn = F > max(K, 1). Thus, in this setting, we obtain, with probability at least 1− 2δ,

E(θ̂λ) ≤ Ξ3

(
φn(logn)

3 +
3K + 2σ

»

2 log 2n
δ + F + log(1/δ)

n

)
≤ Ξ4

(
φn(logn)

3 +
log(1/δ)

n

)
,

for some Ξ4 > 0 independent of n. Thus, the convergence rate of E(θ̂λ) matches (up to a log3 n factor) with

the lower bound of [34]. Which shows that, the Bayesian DNN estimator ĥλ = hθ̂λ for the least squares

nonparametric regression is optimal in the minimax sense.

5.2 Classification with the logistic Loss

Consider a stationary and ergodic Markov process (Xt, Yt)t∈N with distribution PZ0 (Z0 = (X0, Y0)) and with

values in X × {−1, 1} ⊂ R
dx × R (that is, dy = 1) satisfying for all x ∈ X ,

Yt|Xt = x ∼ 2B
(
η(x)

)
− 1, with η(x) = P (Yt = 1|Xt = x), (5.4)

where B
(
η(x)

)
denotes the Bernoulli distribution with parameter η(x). We focus on the margin-based logistic

loss function given by, ℓ(y, u) = φ(yu) for all (y, u) ∈ {−1, 1} × R and with φ(v) = log(1 + e−v), ∀v ∈ R. For

any predictor h : Rdx → R, we have,

R(h) = E
[
φ
(
Y0h(X0)

)]
=

∫

X×{−1,1}

φ
(
yh(x)

)
dPZ0(x, y).

Here, we assume that X is a compact set and deal with a class of bounded deep neural networksHσ,dx,dy
(Ln, Nn, Sn, Bn, Fn)

with Fn = F > max(K, 1). So, the assumptions (A1)-(A3) and (A6) with κ = 1 are satisfied; see for instance

[5] in the case of (A6).

Let us check (A7). The target function, with respect to the φ-loss is given by (see also Lemma C.2 in [40])

is the function h∗ : X → [−∞,∞], defined by:

h∗(x) =





∞ if η(x) = 1,

log η(x)
1−η(x) if η(x) ∈ (0, 1),

−∞ if η(x) = 0.

(5.5)
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Let x ∈ X such that η(x) ∈ (0, 1). For any measurable function h : Rdx → R, we have,

E
[
φ
(
Y0h(X0)

)
|X0 = x

]
− E

[
φ
(
Y0h

∗(X0)
)
|X0 = x

]

= η(x)φ
(
h(x)

)
+
(
1− η(x)

)
φ
(
− h(x)

)
− η(x)φ

(
h∗(x)

)
−
(
1− η(x)

)
φ
(
− h∗(x)

)

= η(x)φ
(
h(x)

)
+
(
1− η(x)

)
φ
(
− h(x)

)
− η(x) log

1

η(x)
−
(
1− η(x)

)
log

1

1− η(x)

≤
1

8

∣∣∣h(x) − log
η(x)

1− η(x)

∣∣∣
2

≤
1

8
|h(x)− h∗(x)|2, (5.6)

where the inequality (5.6) holds from the Lemma C.6 in [40]. With the convention 0 ×∞ = 0, the inequality

(5.6) holds for η(x) = 1 or η(x) = 0. Hence,

R(h)−R(h∗) = E
[
φ
(
Y0h(X0)

)]
− E

[
φ
(
Y0h

∗(X0)
)]

≤
1

8
E[|h(X0)− h∗(X0)|

2] =
1

8
‖h− h∗‖22,PX0

.

Thus, (A7) holds with K0 = 1
8 . Therefore:

• If (A4) holds and h∗ ∈ Cs,K(X ) for some s,K > 0, then, the result of Theorem 4.3 is applied.

• For X = [0, 1]dx, if h∗ ∈ G(q,ddd, ttt, sss,K) for some composition structured class, then the result of Theorem

4.4 is applicable with the ReLU deep neural networks.

The next theorem provides a lower bound of the excess risk on a class of composition structured functions.

Theorem 5.2 (Lower bound for classification). Set X = [0, 1]dx and assume that (Xt, Yt)t∈N satisfying (5.4) is

a stationary and ergodic Markov process. Consider a class of composition structured functions G(q,d, t,β,K)

with ti ≤ min(d0, . . . , di−1) for all i. Then, for sufficiently large K, there exist a constant C > 0 such that

inf
ĥn

sup
h∗∈G(q,d,t,β,K)

E
[
R(ĥn)−R(h∗)

]
≥ Cφn, (5.7)

where the infimum is taken over all estimator ĥn, based on (X1, Y1), · · · , (Xn, Yn) generated from (5.4) and

φn is defined in (4.10).

Theorem 4.4 and 5.2 show that, for the classification problem of Markov processes with the logistic loss,

the quasi-Bayesian DNN predictor is optimal (up to a log3 n factor) in the minimax sense, on the class of

composition structured functions.

6 Proofs of the main results

6.1 Some technical lemmas

The following lemmas are useful in the proofs of the main results.

Lemma 6.1. (Paulin [31]). Consider a trajectory (Z1, · · · , Zn) of a process Z = (Zt)t∈N with values in Z

and assume that (A1) holds. Let f ∈ L2(π) such that, there exists C > 0 satisfying |f(z)−Eπ(f)| ≤ C for all

z ∈ Z. Set Vf := Varπ(f) and S =
∑n

i=1 f(Zi). Then, for all ϑ ∈
(
0, γps/10

)
, we have,

Eπ

(
exp(ϑS)

)
≤ exp

(
2(n+ 1)Vf

γps
· ϑ2 ·

(
1−

10ϑ

γps

)−1
)
. (6.1)
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Lemma 6.2. Assume that (A1), (A3), (A5) and (A6) hold. Consider the DNNs class Hσ,dx,dy
(L,N,B, F, I)

for L,N,B, F > 0, I ⊆ {1, 2, · · · , nL,N}. For all λ ∈
(
0, n · γps/10

)
and θ ∈ SI we have,

max
(
E
[
exp

(
λ
(
Ên(θ)− E(θ)

))]
,E
[
exp

(
λ
(
E(θ) − Ên(θ)

))])
≤ exp

(
16Kλ2E(θ)κ

nγps

(
1−

10λ

nγps

)−1
)
, (6.2)

where K,κ are given in assumption (A6).

Proof. Let θ ∈ SI . We have,

Ên(θ)− E(θ) = R̂n(θ) − R̂n(h
∗)−R(θ) +R(h∗)

=
1

n

n∑

i=1

(
ℓ
(
hθ(Xi), Yi

)
− ℓ
(
h∗(Xi), Yi

)
− Eπ [ℓ

(
hθ(X1), Y1

)
] + Eπ [ℓ

(
h∗(X1), Y1

)
]
)
=

1

n

n∑

i=1

gθ(Zi),

with Zi = (Xi, Yi), gθ(z) = ℓ
(
hθ(x), y

)
−ℓ
(
h∗(x), y

)
−Eπ

[
ℓ
(
hθ(X1), Y1

)]
+Eπ

[
ℓ
(
h∗(X1), Y1

)]
for all z = (x, y) ∈

Z = X × Y. We will apply Lemma 6.1 to the process (Zt)t∈N with the function gθ, satisfying Eπ(gθ) = 0.

According to the Bernstein’s condition, we have,

Varπ[gθ(Z1)] = Eπ

[(
gθ(Z1)

)2]

≤ 2
(
Eπ

[(
ℓ
(
hθ(X1), Y1

)
− ℓ
(
h∗(X1), Y1)

)2]
+
(
Eπ[ℓ

(
hθ(X1), Y1

)
]− Eπ[ℓ

(
h∗(X1), Y1

)
]
)2)

≤ 4Eπ

[(
ℓ
(
hθ(X1), Y1

)
− ℓ
(
h∗(X1), Y1)

)2]
≤ 4KE(θ)κ.

So, for any ϑ ∈
(
0, γps/10

)
, it holds from Lemma 6.1 that,

Eπ

[
exp

(
ϑ

n∑

i=1

gθ(Zi)
)]

≤ exp

(
16KnE(θ)κ

γps
· ϑ2 ·

(
1−

10ϑ

γps

)−1
)
. (6.3)

Hence, for any λ ∈
(
0, n · γps/10

)
, we get,

Eπ

[
exp

(
λ
(
Ên(θ)− E(θ)

))]
= Eπ

[
exp

(λ
n

n∑

i=1

gθ(Zi)
)]

≤ exp

(
16λ2KE(θ)κ

nγps

(
1−

10λ

nγps

)−1
)
. (6.4)

Similar arguments yield,

Eπ

[
exp

(
λ
(
E(θ)− Ên(θ)

))]
≤ exp

(
16λ2KE(θ)κ

nγps

(
1−

10λ

nγps

)−1
)
,

for all λ ∈
(
0, n · γps/10

)
; which completes the proof of the lemma. �

Let (E,A) be a measurable space and µ1, µ2 two probability measures on this space. Define the Kullback-

Leibler divergence of µ1 with respect to µ2 by,

KL(µ1, µ2) =





∫
log
(dµ1

dµ2

)
dµ1 if µ1 ≪ µ2,

∞ otherwise,

where the notation µ1 ≪ µ2 means ”µ1 is absolutely continuous with respect to µ2”. The following lemma is

classical for PAC-Bayes bounds, the proof can bee found in [10].
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Lemma 6.3. Let (E,A) be a measurable space, µ a probability measure on (E,A) and h : E → R a measurable

function such that
∫
exp ◦h dµ <∞. With the convention ∞−∞ = −∞, we have,

log
( ∫

exp ◦h dµ
)
= sup

ν

(∫
hdν −KL(ν, µ)

)
, (6.5)

where the supremum is taken over all probability measures ν on (E,A). In addition, if h is bounded from above

on the support of µ, the supremum in (6.5) is reached for the Gibbs distribution ν = g, with dg
dµ ∝ exp ◦h.

The following lemmas are also needed.

Lemma 6.4. Assume that (A1), (A3), (A5) and (A6) with κ = 1 hold and consider the DNNs class

Hσ,dx,dy
(L,N,B, F, I) for L,N,B, F > 0, I ⊆ {1, 2, · · · , nL,N}. Let ρ be a Dn-dependent probability measure

on SI such that ρ≪ Π. For any λ ∈
(
0,

nγps
16K + 10

)
and δ ∈ (0, 1), we have with probability at least 1− δ,

E(θ̂) ≤
1

1−
16Kλ

nγps − 10λ

[
Ên(θ̂) +

1

λ

(
log(1/δ) + log

( dρ
dΠ

(θ̂)
))]

. (6.6)

where θ̂ is distributed according to ρ.

Proof. Let θ ∈ SI , λ ∈
(
0, n · γps/10

)
and δ ∈]0, 1[. We have from Lemma 6.2,

E
{
exp

[
λ
(
E(θ)− Ên(θ)

)]}
≤ exp

(
16λ2KE(θ)

nγps

(
1−

10λ

nγps

)−1
)
.

Therefore,

E

{
exp

[(
λ−

16Kλ2

nγps
(
1− 10λ

nγps

)
)
E(θ) − λÊn(θ)− log(1/δ)

]}
≤ δ. (6.7)

Let us recall that Π is a prior probability measure on SI . From (6.7), we have

∫
E

{
exp

[(
λ−

16Kλ2

nγps
(
1− 10λ

nγps

)
)
E(θ)− λÊn(θ)− log(1/δ)

]}
dΠ(θ) ≤ δ,

and by the Fubini’s theorem,

E

{∫
exp

[(
λ−

16Kλ2

nγps
(
1− 10λ

nγps

)
)
E(θ)− λÊn(θ)− log(1/δ)

]
dΠ(θ)

}
≤ δ.

Hence, for any data-dependent probability measure ρ absolutely continuous with respect to Π, we have

E

{∫
exp

[(
λ−

16Kλ2

nγps
(
1− 10λ

nγps

)
)
E(θ) − λÊn(θ)− log(1/δ)− log

( dρ
dΠ

(θ)
)]
dρ(θ)

}
≤ δ, (6.8)

with the convention ∞ × 0 = 0. Recall that, Pn denotes the distribution of the sample Dn. The inequality

(6.8) can also been written as,

EDn∼Pn
Eθ̂∼ρ

{
exp

[(
λ−

16Kλ2

nγps
(
1− 10λ

nγps

)
)
E(θ̂)− λÊn(θ̂)− log(1/δ)− log

( dρ
dΠ

(θ̂)
)]}

≤ δ,
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Therefore, from the inequality exp(λx) ≥ 1x≥0, we get with Pn ⊗ ρ-probability at most δ,

(
1−

16Kλ

nγps
(
1− 10λ

nγps

)
)
E(θ̂) ≥ Ên(θ̂) +

1

λ

(
log(1/δ) + log

( dρ
dΠ

(θ̂)
))

.

Since λ ∈
(
0,

nγps
16K + 10

)
, we have with Pn ⊗ ρ-probability at least 1− δ,

E(θ̂) ≤
1

1−
16Kλ

nγps − 10λ

[
Ên(θ̂) +

1

λ

(
log(1/δ) + log

( dρ
dΠ

(θ̂)
))]

. (6.9)

This completes the proof of the lemma. �

Lemma 6.5. Assume that (A1), (A3), (A5) and (A6) with κ = 1 hold and consider the DNNs class

Hσ,dx,dy
(L,N,B, F, I) for L,N,B, F > 0, I ⊆ {1, 2, · · · , nL,N}. Let ρ be a Dn-dependent probability measure

on SI such that ρ≪ Π. For any λ ∈
(
0,

nγps
16K + 10

)
and δ ∈ (0, 1), we have with probability at least 1− δ,

E(θ̂λ) ≤
1

1−
16Kλ

nγps − 10λ

[(
1 +

16Kλ

nγps − 10λ

) ∫
E(θ)dρ(θ) +

2

λ

(
KL(ρ,Π) + log(1/δ)

)
]
, (6.10)

where θ̂λ ∼ Πλ(·|Dn).

Proof. Let λ ∈
(
0,

nγps
16K + 10

)
and δ ∈ (0, 1). Apply Lemma 6.4 for the posterior distribution Πλ(·|Dn) ≪ Π

with the corresponding Radon-Nikodym density

dΠλ(θ|Dn)

dΠ(θ)
=

exp
(
− λR̂n(θ)

)
∫
exp

(
− λR̂n(θ)

)
dΠ(θ)

. (6.11)

So, in addition to Lemma 6.3, we have with probability at least 1− δ,

E(θ̂λ) ≤
1

1−
16Kλ

nγps − 10λ

[
Ên(θ̂λ) +

1

λ

(
log(1/δ)− λR̂n(θ̂λ)− log

∫
exp

(
− λR̂n(θ)

)
dΠ(θ)

)]

≤
1

1−
16Kλ

nγps − 10λ

[
R̂n(h

∗) +
1

λ

(
log(1/δ)− log

∫
exp

(
− λR̂n(θ)

)
dΠ(θ)

)]

≤
1

1−
16Kλ

nγps − 10λ

[
R̂n(h

∗) +
1

λ

(
log(1/δ)− sup

ρ,ρ≪Π

[
− λ

∫
R̂n(θ)dρ(θ) −KL(ρ,Π)

])]

≤
1

1−
16Kλ

nγps − 10λ

inf
ρ,ρ≪Π

[
R̂n(h

∗) +
1

λ

(
log(1/δ) + λ

∫
R̂n(θ)dρ(θ) + KL(ρ,Π)

)]

≤
1

1−
16Kλ

nγps − 10λ

inf
ρ,ρ≪Π

[∫
Ên(θ)dρ(θ) +

1

λ

(
log(1/δ) + KL(ρ,Π)

)]
(6.12)
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Let ρ a probability measure on SI such that ρ≪ Π. From Lemma 6.2, we have

E
{
exp

[
λ
(
Ên(θ)− E(θ)

)]}
≤ exp

(
16Kλ2E(θ)

nγps

(
1−

10λ

nγps

)−1
)
.

Therefore,

E

{
exp

[
λÊn(θ)− λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ) − log(1/δ)

]}
≤ δ, (6.13)

and from the Fubini’s theorem,

E

{∫
exp

[
λÊn(θ)− λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ) − log(1/δ)

]
dΠ(θ)

}
≤ δ. (6.14)

Hence, in addition to the Jensen’s inequality,

EDn

[
exp

(∫ [
λÊn(θ)− λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ)

]
dρ(θ) −KL(ρ,Π)− log(1/δ)

)]

= EDn

[
exp

(∫ [
λÊn(θ) − λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ)−

dρ(θ)

dΠ(θ)
− log(1/δ)

]
dρ(θ)

)]

≤ EDn,θ∼ρ

[
exp

(
λÊn(θ)− λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ) −

dρ(θ)

dΠ(θ)
− log(1/δ)

)]

≤ EDn

[ ∫
exp

(
λÊn(θ) − λ

(
1 +

16Kλ

nγps − 10λ

)
E(θ)− log(1/δ)

)
dΠ(θ)

]
≤ δ.

Therefore, from the inequality exp(λx) ≥ 1x≥0, we get with probability at least 1− δ,
∫

Ên(θ)dρ(θ) ≤
(
1 +

16Kλ

nγps − 10λ

) ∫
E(θ)dρ(θ) +

1

λ

(
KL(ρ,Π) + log(1/δ)

)
. (6.15)

According to (6.12) and (6.15), we get we with probability at least 1− 2δ,

E(θ̂λ) ≤
1

1−
16Kλ

nγps − 10λ

inf
ρ,ρ≪Π

[(
1 +

16Kλ

nγps − 10λ

) ∫
E(θ)dρ(θ) +

2

λ

(
KL(ρ,Π) + log(1/δ)

)
]

=
1

1−
16Kλ

nγps − 10λ

inf
ρ,ρ≪Π

[(
1 +

16Kλ

nγps − 10λ

) ∫
E(θ)dρ(θ) +

2

λ

(
KL(ρ,Π) + log(1/δ)

)
]

�

Lemma 6.6. Assume that (A4) and consider the DNNs class Hσ,dx,dy
(L,N,B, F, I) for L,N,B, F > 0,

I ⊆ {1, 2, · · · , nL,N}. For all x ∈ Rdx, θ, θ̃ ∈ SI, we have,

|hθ(x)− hθ̃(x)| ≤ 2L2
(
|σ(0)|+ ‖x‖+ 1

)(
1 +KσB

)
max

(
1, (KσB)2L

)
‖θ − θ̃‖.

Proof. In the sequel, we use the following elementary result: Let a ≥ 0 and (bm)m∈N, (um)m∈N two sequences

of non negative numbers such that um ≤ aum−1 + bm−1 for all m ≥ 1. Then, for all m ≥ 1,

um ≤ amu0 +

m∑

k=1

bm−ka
k−1. (6.16)
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Consider two neural networks hθ, hθ̃ as in (2.6) with Aℓ(x) = Wℓx + bℓ, Ãℓ(x) = W̃ℓx + b̃ℓ for all ℓ =

1, · · · , L+ 1 and θ =
(
vec(W1)

T , bT1 , · · · , vec(WL+1)
T , bTL+1

)
, θ̃ =

(
vec(W̃1)

T , b̃T1 , · · · , vec(W̃L+1)
T , b̃TL+1

)
∈ SI

(see also (2.7)). Let x ∈ Rdx . Set,

x(0) = x̃(0) = x, x(ℓ) = σℓ ◦Aℓ(x
(ℓ−1)) and x̃(ℓ) = σℓ ◦ Ãℓ(x̃

(ℓ−1)) for any ℓ = 1, · · · , L+ 1. (6.17)

According to assumption (A4), we have for ℓ = 1, · · · , L,

‖x(ℓ)‖ = ‖σ1 ◦Aℓ(x
(ℓ−1))‖ ≤ |σ(0)|+Kσ‖Aℓ(x

(ℓ−1))‖

≤ |σ(0)|+Kσ

(
‖Wℓ‖‖x

(ℓ−1)‖+ ‖bℓ‖
)
≤ |σ(0)| +KσB +KσB‖x(ℓ−1)‖.

Therefore, in addition to (6.16), we have for all ℓ = 1, · · · , L,

‖x(ℓ)‖ ≤ (KσB)ℓ‖x‖+ (|σ(0)|+KσB)
ℓ∑

k=1

(KσB)k−1

≤
(
‖x‖+ 1

) ℓ∑

k=1

(KσB)k + |σ(0)|
ℓ∑

k=1

(KσB)k−1

≤
(
‖x‖+ 1

) L∑

k=1

(KσB)k + |σ(0)|
L∑

k=1

(KσB)k−1

≤ L
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)L

)
. (6.18)

Similarly, we have for all ℓ = 1, · · · , L,

‖x(1) − x̃(1)‖ = ‖σ1 ◦A1(x) − σ1 ◦ Ã1(x)‖ ≤ Kσ‖A1(x)− Ã1(x)‖

≤ Kσ

(
‖W1 − W̃1‖‖x‖+ ‖b1 − b̃1‖

)
≤ Kσ

(
‖x‖+ 1

)
‖θ − θ̃‖.

|x(ℓ) − x̃(ℓ)| = |σℓ ◦Aℓ(x
(ℓ−1))− σℓ ◦ Ãℓ(x̃

(ℓ−1))| ≤ Kσ‖Aℓ(x
(ℓ−1))− Ãℓ(x̃

(ℓ−1))‖

≤ Kσ‖(Wℓ − W̃ℓ)x
(ℓ−1) + W̃ℓ(x

(ℓ−1) − x̃(ℓ−1)) + (bℓ − b̃ℓ)‖

≤ Kσ

(
‖Wℓ − W̃ℓ‖‖x

(ℓ−1)‖+ ‖W̃ℓ‖‖x
(ℓ−1) − x̃(ℓ−1)‖+ ‖bℓ − b̃ℓ‖

)

≤ Kσ(‖x
(ℓ−1)‖+ 1)‖θ − θ̃‖+KσB‖x(ℓ−1) − x̃(ℓ−1)‖

≤ 2KσL
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)L

)
‖θ − θ̃‖+KσB‖x(ℓ−1) − x̃(ℓ−1)‖, (6.19)

where (6.18) is used in (6.19). This recurrence relation is also satisfied with ℓ = 1. Hence, from (6.16), we get

for all ℓ = 1, · · · , L,

|x(ℓ) − x̃(ℓ)| ≤ 2KσL
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)L

)
‖θ − θ̃‖

ℓ∑

k=1

(KσB)k−1

≤ 2KσL
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)L

)
‖θ − θ̃‖

L∑

k=1

(KσB)k−1

≤ 2KσL
2
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)2L

)
‖θ − θ̃‖. (6.20)
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Therefore, in addition to (6.18), we have,

|hθ(x) − hθ̃(x)| = |AL+1 ◦ σL ◦AL ◦ σL−1 ◦AL−1 ◦ · · · ◦ σ1 ◦A1(x) − ÃL+1 ◦ σL ◦ ÃL ◦ σL−1 ◦ ÃL−1 ◦ · · · ◦ σ1 ◦ Ã1(x)|

= |AL+1(x
(L))− ÃL+1(x̃

(L))| = |WL+1(x
(L))− W̃L+1(x̃

(L)) + bL+1 − b̃L+1|

≤ ‖WL+1 − W̃L+1‖‖x
(L)‖+ ‖W̃L+1‖‖x

(L) − x̃(L)‖+ ‖bL+1 − b̃L+1‖

≤ (‖x(L)‖+ 1)‖θ − θ̃‖+B‖x(L) − x̃(L)‖

≤ 2L
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)L

)
‖θ − θ̃‖+ 2KσBL

2
(
|σ(0)|+ ‖x‖+ 1

)
max

(
1, (KσB)2L

)
‖θ − θ̃‖

≤ 2L2
(
|σ(0)| + ‖x‖+ 1

)(
1 +KσB

)
max

(
1, (KσB)2L

)
‖θ − θ̃‖.

�

6.2 Proof of Theorem 4.1

Let I ⊆ {1, 2, · · · , nL,N} and η ∈ (0, 1]. Consider the probability measure ρ := ρI,η on SI defined such that,

dρI,η
dΠI(θ)

∝ 1‖θ−θ∗
I
‖≤η,

where θ∗I is defined in (4.2). According to Lemma 6.6, (A2), (A3) and the support of ρ = ρI,η, we have,

∫
E(θ)dρ(θ) = E(θ∗I) +

∫
Eπ

[
ℓ
(
hθ(X1), Y1

)
− ℓ
(
hθ∗

I
(X1), Y1

)]
dρ(θ)

= E(θ∗I) +Kℓ

∫
Eπ

∣∣hθ(X1)− hθ∗
I
(X1)

∣∣dρ(θ)

≤ E(θ∗I) + 2L2Kℓ

(
|σ(0)|+KX + 1

)(
1 +KσB

)
max

(
1, (KσB)2L

) ∫
‖θ − θ∗I‖dρ(θ)

≤ E(θ∗I) + 2L2Kℓ

(
|σ(0)|+KX + 1

)(
1 +KσB

)
max

(
1, (KσB)2L

)
η

≤ E(θ∗I) +
Kℓ

n
, (6.21)

with

η =
1

2L2
(
|σ(0)|+KX + 1

)(
1 +KσB

)
max

(
1, (KσB)2L

)
n
.

Now, consider the Kullback-Leibler term in (6.10). From Lemma 10 in [35], we have,

KL(ρ,Π) = KL(ρI,η,Π) ≤ |I| log
(2sCsBnL,Ne

η

)
, (6.22)

where s ≥ 2 denotes sparsity parameter and Cs is defined in (3.2). So, from (6.10), (6.21) and (6.22), we get

with probability at least 1− δ,

E(θ̂λ) ≤
1

1−
16Kλ

nγps − 10λ

[(
1 +

16Kλ

nγps − 10λ

)(
E(θ∗I) +

Kℓ

n

)
+

2

λ

[
|I| log

(2sCsBnL,Ne

η

)
+ log(1/δ)

]]
,

By choosing,

λ =
nγps

32K + 10
,
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we have with probability at least 1− δ,

E(θ̂λ) ≤ 3E(θ∗I) +
3Kℓ

n
+

4(32K + 10)

nγps

[
|I| log

(2sCsBnL,Ne

η

)
+ log(1/δ)

]

≤ 3E(θ∗I) +
Ξ1

nγps

[
|I|L log

(
max(n,B, nL,N)

)
+ log(1/δ)

]
+

3Kℓ

n
, (6.23)

where Ξ1 is a constant which is independent of n, L,N,B, F, γps,Kℓ. This completes the proof of the theorem,

since the bound in (6.23) holds for all I ⊆ {1, 2, · · · , nL,N}.

6.3 Proof of Corollary 4.2

Follow the previous proof, but use λ =
nγ̂ps

32K + 10
. We obtain, with probability 1− δ,

E(θ̂λ) ≤ 3E(θ∗I) +
Ξ1

nγ̂ps

[
|I|L log

(
max(n,B, nL,N)

)
+ log(1/δ)

]
+

3Kℓ

n
.

Now, Theorem 2.1 in [39] states there is a c > 0 such that, for any ε > 0, when

n ≥
c

γpsε2π∗
log

1

π∗
log

1

π∗εδ
log

1

π∗γpsεδ
,

we have with probability at least 1− δ

|γps − γ̂ps| ≤ ε.

Putting ε = γps/2, we obtain, for

n ≥
4c

γ3psπ∗
log

1

π∗
log

2

π∗γpsδ
log

2

π∗γ2psδ

with probability at least 1− δ,

γ̂ps ≤
γps
2
. (6.24)

Thanks to a union bound, (6.24) and (6.24) hold simultatenously with probability at least 1− 2δ. In this case,

pluging (6.24) into (6.24) gives

E(θ̂λ) ≤ 3E(θ∗I) +
2Ξ1

nγps

[
|I|L log

(
max(n,B, nL,N)

)
+ log(1/δ)

]
+

3Kℓ

n
.

6.4 Proof of Theorem 4.3

We have,

min
I⊆{1,2,··· ,nLn,Nn}

(
3E(θ∗I) +

Ξ1

n

[
|I|Ln log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

])

= min
I⊆{1,2,··· ,nLn,Nn}

(
3 inf
θ∈SI

(
R(hθ)−R(h∗)

)
+

Ξ1

n

[
|I|Ln log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

])
,

where the constant Ξ1 is given in Theorem 4.1. In the sequel, we set:

Hσ,dx,dy,n := Hσ,dx,dy
(Ln, Nn, Sn, Bn, Fn). (6.25)
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Let h ∈ Hσ,dx,dy,n. Set θ(h) = (θ1, · · · , θnLn,Nn
) and J =

{
i ∈ {1, · · · , nLn,Nn

}, θi 6= 0
}
. We have,

J ⊂ {1, 2, · · · , nLn,Nn
}, θ(h) ∈ SJ and |J | = |θ(h)|0 ≤ Sn. Hence,

min
I⊆{1,2,··· ,nLn,Nn}

(
3 inf
θ∈SI

(
R(hθ)−R(h∗)

)
+

Ξ1

n

[
|I|Ln log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

])

≤ 3 inf
θ∈SJ

(
R(hθ)−R(h∗)

)
+

Ξ1

n

[
|J |Ln log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

]

≤ 3
(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

]
(6.26)

Since (6.26) is satisfied for all h ∈ Hσ,dx,dy,n, we get,

min
I⊆{1,2,··· ,nLn,Nn}

(
3 inf
θ∈SI

(
R(hθ)−R(h∗)

)
+

Ξ1

n

[
|I|Ln log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

])

≤ inf
h∈Hσ,dx,dy,n

(
3
(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

])

≤ 3 inf
h∈Hσ,dx,dy,n

(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ)

]
.

Therefore, from Theorem 4.1, it holds with Pn ⊗Πλ-probability at least 1− δ that,

E(θ̂λ) ≤ 3 inf
h∈Hσ,dx,dy,n

(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]
. (6.27)

Set εn =
1

n
s

2s+dx

. Since h∗ ∈ Cs,K(X ) for some s,K > 0, then from [19], there exists constants L0, N0, S0, B0 >

0 such that with

Ln =
sL0

s+ dx
logn, Nn = N0n

dx
2s+dx , Sn =

sS0

2s+ dx
n

dx
2s+dx logn, Bn = B0n

4(s+dx)
2s+dx , (6.28)

there is a neural network hn ∈ Hσ,dx,dy,n that satisfies,

‖hn − h∗‖∞,X ≤ εn.

Set,

H̃σ,dx,dy,n := {h ∈ Hσ,dx,dy,n, ‖h− h∗‖∞,X ≤ εn}.

Also, recall that nLn,Nn
= (Ln + 1)N2

n + LnNn ≤ 2(Ln + 1)N2
n. Hence, from (6.27) and in addition to (A7),

we get for n ≥ ε
−(2+dx/s)
0 ,

E(θ̂λ) ≤ 3 inf
h∈H̃σ,dx,dy,n

(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]

≤ 3K0 inf
h∈H̃σ,dx,dy,n

‖h− h∗‖22,PX0
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]

≤ 3K0 inf
h∈H̃σ,dx,dy,n

‖hn − h∗‖2∞,X +
Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]

≤ 3K0ε
2
n +

Ξ1L0S0
s2

(s+dx)(2s+dx)
n

dx
2s+dx (logn)2 log

(
max

[
n,B0n

4(s+dx)
2s+dx , 2

(
sL0

s+dx
logn+ 1

)
N2

0n
2dx

2s+dx

])

n

+
Ξ1[log(1/δ) + 3Kℓ]

n

≤ Ξ2

(
log3 n

n
2s

2s+dx

+
log(1/δ) +Kℓ

n

)
, (6.29)
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for some constant Ξ2 > 0, independent of n.

6.5 Proof of Theorem 4.4

Set Hσ,dx,dy,n := Hσ,dx,dy
(Ln, Nn, Sn, Bn, Fn) and

H̃
(1)
σ,dx,dy,n

:=
{
h ∈ Hσ,dx,dy,n, with architecture (Ln, dx, Nn, · · · , Nn, dy)

}
.

Let δ > 0. According to (6.27), we get with Pn ⊗Πλ-probability at least 1− δ,

E(θ̂λ) ≤ 3 inf
h∈H̃

(1)
σ,dx,dy,n

(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]
. (6.30)

Since h∗ ∈ G(q,ddd, ttt, sss,K), from the proof of Theorem 1 in [34], one can find a neural network hn ∈ H̃
(1)
σ,dx,dy,n

satisfying

‖hn − h∗‖2∞,X ≤ C1 max
i=0,··· ,q

n
−

2β∗
i

2β∗
i
+ti = C1φn,

for some constant C1 > 0, independent of n. Set,

H̃
(2)
σ,dx,dy,n

:=
{
h ∈ H̃

(1)
σ,dx,dy,n

, ‖hn − h∗‖∞,X ≤
√
φn
}
.

In addition to the architecture parameter’s in (4.11), (6.30) gives with Pn ⊗Πλ-probability at least 1− δ,

E(θ̂λ) ≤ 3 inf
h∈H̃

(2)
σ,dx,dy,n

(
R(h)−R(h∗)

)
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]

≤ 3K0 inf
h∈H̃

(2)
σ,dx,dy,n

‖h− h∗‖22,PX0
+

Ξ1

n

[
SnLn log

(
max(n,Bn, nLn,Nn

)
)
+ log(1/δ) + 3Kℓ

]

≤ 3K0C1φn +
Ξ1

n

[
C2nφn(logn)

3 + log(1/δ) + 3Kℓ

]

≤ 3K0C1φn + Ξ1C2φn(logn)
3 +

Ξ1[log(1/δ) + 3Kℓ]

n

≤ Ξ3

(
φn(log n)

3 +
log(1/δ) +Kℓ

n

)
,

for some constants C2,Ξ3 > 0 independent of n.

6.6 Proof of Theorem 5.2

Since G(q,d, t,β,K) is a class of bounded functions, it suffices to establish (5.7) with the infimum taken over

the class of bounded estimators. Let K1 > 0. Consider a target function h∗ ∈ G(q,d, t,β,K) and a predictor

h : X → R satisfying ‖h‖ ≤ K1. Let x ∈ X . We have

E
[
φ
(
Y0h(X0)

)
|X0 = x

]
− E

[
φ
(
Y0h

∗(X0)
)
|X0 = x

]

= η(x)φ
(
h(x)

)
+
(
1− η(x)

)
φ
(
− h(x)

)
− η(x)φ

(
h∗(x)

)
−
(
1− η(x)

)
φ
(
− h∗(x)

)

= η(x)
(
φ
(
h(x)

)
− φ

(
h∗(x)

))
+
(
1− η(x)

)(
φ
(
− h(x)

)
− φ

(
− h∗(x)

))
. (6.31)
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Set K2 := max(K,K1). Since the function φ is strongly convex on [−K2,K2], there exists a constant C3 :=

C3(K2) > 0 such that for all y, y′ ∈ [−K2,K2],

φ(y)− φ(y′) ≥ (y − y′)φ′(y′) + C3(y − y′)2,

where φ′(y) = ∂φ(y)/∂y. Hence, (6.31) gives

E
[
φ
(
Y0h(X0)

)
|X0 = x

]
− E

[
φ
(
Y0h

∗(X0)
)
|X0 = x

]

≥ η(x)
[(
h(x)− h∗(x)

)
φ′
(
h∗(x)

)
+ C3

(
h(x)− h∗(x)

)2]
+
(
1− η(x)

)[
−
(
h(x)− h∗(x)

)
φ′
(
− h∗(x)

)
+ C3

(
h(x)− h∗(x)

)2]

≥
(
h(x)− h∗(x)

)[
η(x)φ′

(
h∗(x)

)
−
(
1− η(x)

)
φ′
(
− h∗(x)

)]
+ C3

(
h(x)− h∗(x)

)2
. (6.32)

Consider the function ψ : [−K2,K2] → R, defined by,

ψ(α) = η(x)φ
(
α
)
+
(
1− η(x)

)
φ
(
− α

)
. (6.33)

Recall that h∗ is a target function. We get,

h∗(x) ∈ argmin
α∈[−K2,K2]

ψ(α).

So, since ψ is a convex function, it holds that ψ′
(
h∗(x)

)
= 0. Therefore, we have from (6.32),

E
[
φ
(
Y0h(X0)

)
|X0 = x

]
− E

[
φ
(
Y0h

∗(X0)
)
|X0 = x

]
≥ C3

(
h(x)− h∗(x)

)2
.

That is,

R(h)−R(h∗) ≥ C3‖h− h∗‖22,PX0
. (6.34)

Thus, to prove the theorem, it suffices to establish that, there exist a constant C > 0 such that

inf
ĥn

sup
h∗∈G(q,d,t,β,K)

E
[
‖ĥn − h∗‖22,PX0

]
≥ Cφn. (6.35)

We will establish (6.35) when the observations (X1, Y1), · · · , (Xn, Yn) are i.i.d. and deduce such lower bound

in the dependent case. To do so, we will apply the Theorem 2.7 in [38].

Consider a class of composition structured functions G(q,d, t,β, A). From the proof of Theorem 3 in [34],

there exists an integer M ≥ 1, a constant κ > 0 depending only on t and β, and functions h(0), . . . , h(M) ∈

G(q,d, t,β, A) such that,

‖h(j) − h(k)‖
2
2 ≥ κ2φn, ∀ 0 ≤ j < k ≤M. (6.36)

Therefore, the first item of Theorem 2.7 in [38] is satisfied.

Consider model (5.4) with the target function h∗ in (5.5) and denote by P⊗n
h∗ the law of the sample Dn.

For all j = 0, · · · ,M , set P⊗n
j := P⊗n

h(j)
where h(j) satisfies (5.5) with a parameter function,

ηj(x) = P (Yt = 1|Xt = x), ∀x ∈ X
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and denote by Pj the distribution of (Xi, Yi) (for any i = 1, · · · , n), generated from (5.4) for h∗ = h(j) in (5.5).

From Lemma C.19 and the proof of Lemma C.20 in [40], we get for any j = 1, · · · ,M ,

KL(Pj , P0) =

∫

X

[
ηj(x) log

(ηj(x)
η0(x)

)
+
(
1− ηj(x)

)
log
(1− ηj(x)

1− η0(x)

)]
dPX0 (x)

=

∫

X

[
ηj(x) log

( 1

η0(x)

)
+
(
1− ηj(x)

)
log
( 1

1− η0(x)

)
− ηj(x) log

( 1

ηj(x)

)
−
(
1− ηj(x)

)
log
( 1

1− ηj(x)

)]
dPX0 (x)

=

∫

X

[
ηj(x)φ

(
h(0)(x)

)
+
(
1− ηj(x)

)
φ
(
− h(0)(x)

)
− ηj(x) log

( 1

ηj(x)

)
−
(
1− ηj(x)

)
log
( 1

1− ηj(x)

)]
dPX0(x)

≤
1

8

∫

X

|h(0)(x) − h(j)(x)|
2dPX0(x) ≤

1

8
‖h(j) − h(0)‖

2
2, (6.37)

where the inequality in (6.37) is obtained by using Lemma C.6 in [40], see also (5.6). Note that, from the

proof of Theorem 3 in [34], the functions h(0), . . . , h(M) ∈ G(q,d, t,β, A) satisfying (6.36) can be constructed

so that,

n

M∑

j=1

‖h(j) − h(0)‖
2
2 ≤

8M

9
logM. (6.38)

According to (6.37) and (6.38), we have (in the i.i.d. case)

1

M

M∑

j=1

KL(P⊗n
j , P⊗n

0 ) =
n

M

M∑

j=1

KL(Pj , P0) ≤
1

9
logM. (6.39)

Thus, the second item of Theorem 2.7 in [38] is satisfied. Hence, one can find a constant C > 0 such that

(6.35) holds. This completes the proof of the theorem.
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