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OUTLINE

• 14 h A4LL a linguistic analytics dashboard for teachers of L2 English 
Introduction and dashboard demo – Thomas Gaillat & Rémi Venant

• 14h 30 Overview of the linguistic features: creating measures – Joint 
presentation: Nicolas Ballier, Bernardo Stearns and Jen-Yu Li

• 15h Modelling learners’ CEFR against features of their texts – Andrew 
Simpkin

• 15h30 A4LL architecture and modularity: minding collaboration and future 
steps in the system design – Cyriel Mallart
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MICRO-SYSTEM-based Metrics

• Alternation research paradigm : competing structures 

• (Bresnan on dative alternation): the double-object construction and the prepositional dative.

John gave Mary a book. (double-object construction) John gave a book to Mary. (prepositional dative)

Fred picked up the book vs. Fred picked up the book: The genitive alternation: This involves choosing 
between the s-genitive and the of-genitive. 
The squirrel’s nest (s-genitive) The nest of the squirrel (of-genitive)

• Particle placement: This alternation involves choosing between placing a particle before or after the 
direct object. He picked up the book. (particle before direct object) vs He picked the book up. (particle 
after direct object) multifactorial analysis of particle placement (Gries, 2003)

• That-complementation: This involves choosing between including or omitting the word "that" in a 
complement clause. For example:vI thought that the first officer likes the counselor. (inclusion of 
"that") I thought the first officer likes the counselor. (omission of "that")

Reduced relative clauses: This involves choosing between a full relative clause and a reduced relative 
clause (the newspaper he read / that he read) 



Competing constructions MS



MICRO-SYSTEMS (Gaillat et al, 2022)



MS are operationalisable with Grew-match 
extraction

Confusion matrix for the extraction of IT, THIS and THAT proforms in the Gold 
Standard dataset 



MS can be automatically extracted and computed
(but issues remain with zero extractions)



MS can be actionable for prediction 
level tasks



Typology of the keylog metrics

• Behavioural metrics (per text) : pauses, edits, r-burst vs. P-burst

• Behavioural  metrics: inter-key intervals

• Behavioural metrics (biometry / typist identification ): Tapper & Villani

- text-based metrics: writing bursts 

-  



P- bursts vs. Revision R-bursts 
(Pacquetet, 2024)



50 KEYLOG METRICS FOR A4LL (a 
selection)

• Character-based metrics : (eg ratio_backspace_keys ) 

• Word-based metrics : mean_length_pauses_after_word  

• burst metrics : mean_time_revision_burst  

• Sentence-based metrics : ratio_nb_rev_burst_per_sentence  

• Text-based metrics : total_nb_bursts_any_kind  



References
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ALTERNATES : annotation guidelines



Training Artificial Learners

Extracting Metrics

Making Predictions in new learners 
texts
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Training Artificial 
Learners

 

 

 
 

EFCAMDAT dataset
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Making Predictions in 
new learners texts A pipeline for extracting sophistication 

and vocabulary metrics (using the 
SELVA dataset)

The injuries who we can see are 
commotions, bruises, contusion, 
broken bones or muscle injuries 
because we can easly fall in a 
bad position.

Text Vocab Range

B2

Native 
LM

A-level
LM

B-level
LM

C-level
LM
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Making Predictions in 
new learners texts Hypothesis masking + Artificial 

Learner predictions. e.g. Token 
Prediction

The injuries who we can see are 
commotions, bruises, contusion, 
broken bones or muscle injuries 
because we can easly fall in a 
bad position.

Text

Native 
LM

A
LM

B
LM

C
LM

Predictions
(top 5)

"that"
"which"
"what"
"as"
"whom"

"that"
"who"
"in"
"as"
"from"

"who"
"that"
"in"
"as"
"from"

"as"
"which"
"that"
"which"
"who"
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Making Predictions in 
new learners texts Hypothesis masking + Artificial 

Learner predictions. e.g. Token 
Prediction

The injuries who we can see are 
commotions, bruises, contusion, 
broken bones or muscle injuries 
because we can easly fall in a 
bad position.

Text

Native 
LM

A
LM

B
LM

C
LM

Predictions
(top 5)

"pronoun"
"pronoun"
"pronoun"
"prep"
"pronoun"

"pronoun"
"pronoun"
"prep"
"conjuct"
"prep"

"pronoun"
"pronoun"
"prep"
"conjuct"
"prep"

"conj"
"pronoun"
"pronoun"
"pronoun"
"pronoun"
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Extracting Metrics
On average, how likely is an 
artificial learner to use the learners’ 
words? 

The injuries who we can see are 
commotions, bruises, contusion, 
broken bones or muscle injuries 
because we can easly fall in a 
bad position.

Text

Native 
LM

A
LM

B
LM

C
LM

P( w = learner used word)

"that"
"which"
"what"
"as"
"whom"
…

"that"
"who"
"in"
"as"
"from"

"who"
"that"
"in"
"as"
"from"

"as"
"which"
"that"
"which"
"who"

"who"

0.05            0.92           0.40             0.12
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Extracting Metrics
On average, how likely is an 
artificial learner to use the learners’ 
words? 

The injuries who we can see are 
commotions, bruises, contusion, 
broken bones or muscle injuries 
because we can easly fall in a 
bad position.

Text

Native 
LM

A
LM

B
LM

C
LM

0.96              0.78           0.15        0.67
0.41              0.99           0.34        0.56
0.05              0.92           0.40        0.12
0.02              0.85           0.29        0.74
0.61              0.37           0.88        0.03
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• Subset of phrasemes (Mel’čuk, 1998; Tutin, 2013)
• Component of lexical competence (Eguchi and Kyle, 2023)
• Second language (L2) learners usually encounter difficulties in 

collocations (Garner et al., 2020)

Collocations

2

Examples of erroneous Verb Noun collocations:
*create a better material, *create a taller building, *reform the land



Learners Corpora
1)EF-Cambridge Open Language Database (EFCamDat) (Geertzen et al., 2013; 

Shatz, 2020)
2)National University of Singapore Corpus of Learner English (NUCLE) 

(Dahlmeier et al., 2013)

Native Speaker Corpus
3)British National Corpus (BNC) (BNC Consortium, 2007)

3

Corpora



Collocation Extraction

4

EFCamDat

BNC
Native Ref 

Bigrams with 
11 scores

CoNLL-U
Texts

CoNLL-U
Texts
With

 Learners’
metadata

VN pairs and 
context 

sentences

VN pairs with 
features

UDpipe

Bigram 
association 

measure

Collocation 
candidate 
extraction

VN pairs with 
features and 
BNC scores

Look up for 
reference 

scores



• Identification / Count
collocations in the text 

• Rate
number of collocations by text length

• Diversity
Type Token Ratio: the number of different collocations by the 
total number of collocations

Collocation Indicators
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