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Abstract
Enforcing deadlines in real-time systems calls for the computation
of an upper-bound of the Worst-Case Execution Time (WCET) of
tasks. In multi-core systems, shared-resource usage leads to interfer-
ence between tasks running on parallel cores, resulting in additional
delays in the execution time of tasks. Schedulability analysis tech-
niques rely on Interference-Aware WCET of tasks (IA-WCET, WCET
integrating delays resulting from interference) to safely consider
these delays. Calculation of IA-WCET requires knowledge about the
worst-case shared-resource usage of tasks, in the form of a memory
access profile as far as shared memory accesses are concerned.

State-of-the-art memory profiles only provide coarse-grain in-
formation (at the level of an entire task), resulting in pessimism
in IA-WCET computation. More recent solutions propose to refine
the information available in memory profiles, but are still limited:
they lack information about shared-resource usage of code inside
loops and are unable to use contextual information, which leads
to over-approximation. This paper presents Marmot, a technique
that extends recent memory access profile extraction solutions for
real-time software. In Marmot, tasks are split in successive intervals,
with the worst-case resource usage of each interval described as
a distribution instead of a single value. Experimental results show
that IA-WCET computation and schedulability analysis can take
advantage of the fine-grain intervals produced by Marmot to obtain
more precise IA-WCET and therefore higher schedulability than
coarser-grain profiles.
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1 Introduction
Tasks in real-time systems interact with the external world in a
timely manner. In hard real-time systems, this translates to the need
of meeting a deadline to avoid catastrophic consequences. This has
motivated research in estimation of upper bounds of execution
times (Worst-Case Execution Times, WCET) [26]. Scheduling tech-
niques and associated schedulability tests then use the produced
WCET bounds to ensure that deadlines aremet, even if tasks execute
up to their WCET [4].

Static WCET estimation techniques have been extensively stud-
ied in the literature, and different approaches have been designed for
single-core processors [26]. However, multi-cores have made their
way into these systems as they offer good processing power and low
energy consumption. WCET estimation techniques for single-core
platforms cannot be used unmodified, as some hardware resources
in multi-core architectures (last level caches, interconnect, memory
controllers) can now be shared between the different cores. Shared
resource usage leads to conflicts named interference, which add
delays in a task execution because accesses to shared resources
need to be arbitrated.

Different classes of techniques, surveyed in [17], were designed
to account for interference. They either avoid interference, through
hardware of software-enforced policies (e.g. time-division multi-
ple access bus arbitration, software-enforced memory bandwidth
regulation [27], exploitation of multi-phase models such as PREM
– PRedictable Execution Model – [22] that separate computation
phases and memory phases) or calculate the delay resulting from
interference using knowledge of resource usage for all tasks.

Accounting for interference requires knowledge of the usage of
shared resources by tasks, which led to research on how to obtain
such information. Without loss of generality, we focus in this paper
on accesses to the shared memory. The term memory access profile
will be used to denote any kind of curve, from the most simple
to the most complex, giving information on the memory accesses
performed by tasks.
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The simplest technique is coarse-grain and produces as memory
access profile a flat curve, giving the worst-case number of memory
accesses for the entire task. More recent techniques extract phases
from the binary code of tasks, and produce a memory access profile
for each phase. For example, the work introduced in [24] proposes a
static analysis technique that converts a program into a conditional
sequence of PREM phases, each phase either performing shared
memory accesses or no access at all, with the idea of avoiding
contention at run-time. StAMP [7] splits the code of tasks in a
sequence of consecutive intervals, each of them having its own
WCET and worst-case number of memory accesses (WCMA). The
research presented in [20] and [5] calculates the distribution of
memory accesses in the execution window of an entire task.

In this paper, we introduce Marmot (Extraction of Fine-Grain
Memory Access Profiles for real-time software), a static analysis
tool that extracts detailed memory access profiles from the exe-
cutable code of legacy software. Marmot builds upon and improves
existing techniques used to statically analyze binaries in order to
produce memory access profiles. Marmot uses StAMP [7] to split
the code of tasks in a sequence of consecutive intervals. An ex-
tension of Event Arrival Curves (EAC) from [20] is then used to
produce detailed information on the distribution of accesses within
each interval. The contributions of Marmot are twofold:

• Introduction of detailed per-interval WCMA curves, through a
combination of the work of StAMP [7] and EAC [20], which
brings the following benefits:
– Scheduling algorithms and corresponding schedulability
analysis can operate at the interval level, resulting in re-
duced overall cost of interference.

– The introduction of WCMA curves in each interval allows
schedulers to further reduce interference delays.

• Consideration of contextual informationwhen calculating per-
interval WCMA curves. This allows to handle the situations
in which the number of shared memory accesses depends
on the execution context of the code snippet under analysis
(first versus next occurrences of a memory access in a loop
nest, call point of the code snippet).

Experimental results, conducted on the TACLeBenchmark col-
lection [10] demonstrate that: (i) using the execution context of
intervals allows to obtain more precise memory profiles than the
(non-contextual) state-of-the-art EAC technique described in [20];
(ii) the number of memory accesses to be considered when cal-
culating the Interference-Aware WCET (IA-WCET) of a task is sig-
nificantly reduced compared to concurrent techniques; (iii) this
reduced number of memory accesses allows an overall reduction
of interference delays.

The paper mainly concentrates on the extraction of memory
access profiles. It also shows on examples that the IA-WCET of a
task, assuming the concurrent task executing on the other core is
known, is smaller than when using state-of-the-art solutions. We
also illustrate the benefit of using the produced memory access
profiles on off-line time-triggered scheduling. Marmot was clearly
designed with off-line time triggered scheduling in mind. We be-
lieve that this class of scheduling algorithm benefits the most from
our approach, since at any time the set of tasks executing concur-
rently are known. However, the profiles produced by Marmot are
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Figure 1: Memory profiles of the task set of the motivating
example. Task 𝑅 has a WCET of 400 cycles and performs 25
memory accesses, while task 𝐵 has a WCET of 800 cycles and
performs 60 memory accesses.
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Figure 2: Possible schedule and resulting interference delays
when calculating interference delays at the task level. The
WCET of tasks is represented in solid colors and the addi-
tional interference delays in stripes.

not restricted to a specific scheduling algorithm. A larger set of
scheduling algorithms (off-line, on-line, dynamic and static priori-
ties) could leverage the newly-gained precision, but we consider the
usage of Marmot profiles by the different classes of schedulability
tests as out of scope.

The rest of this paper is organized as follows. Section 2 first
gives a motivating example. Section 3 then provides background
on recent techniques Marmot builds upon, and compares Marmot
with related work. Section 4 presents the core of Marmot, that
extracts detailed memory access profile curves from executable
code. Section 5 is devoted to an experimental evaluation of Marmot.
Finally, Section 6 concludes this paper.

2 Motivating Example
Let us introduce a simple example of the computation of interfer-
ence delays during schedulability analysis to motivate our research,
using for illustration purposes static off-line scheduling. Let us con-
sider a system with two tasks, 𝑅 and 𝐵, with their task-level WCMA
depicted in Figure 1. 𝑅 has a WCET of 400 cycles (in isolation,
excluding interference delays) and performs 25 memory accesses,
whereas 𝐵 has a WCET of 800 cycles and performs 60 memory ac-
cesses. For the sake of illustration, let us assume that the contention
delays’ upper bound is 10 cycles when a memory access from one
core may interfere with another access from another core, and that
the memory controller follows a Round-Robin policy. Any access
performed by a core can thus suffer from at most one contention
per concurring core.
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Figure 3: Memory profiles of the task set with interval separa-
tion. 𝐵’s second interval’s memory access count is distributed
over time: it first stagnates at 5 memory accesses before ris-
ing to the final value of 25 at the end of the interval.

In the selected example, 𝐵 and 𝑅 are scheduled concurrently on
two cores such that there exists a period of time where both tasks
run concurrently. Note that the tasks share the same starting date
solely for the sake of the example, no assumptions are made about
the scheduling algorithm. Every memory access from 𝑅 must be
considered as suffering from contentions from 𝐵 and vice-versa.
Thus, a maximum of 25 concurrent accesses between the two tasks
has to be considered, with each access suffering from a contention.
The interference delay suffered by both 𝑅 and 𝐵 is thus 250 cycles.
Figure 2 shows the final scheduling on two cores 𝐶1 and 𝐶2 with
the interference delays considered.

In Marmot, tasks are split in multiple consecutive intervals. Fig-
ure 3 shows the new memory profiles with intervals extracted by
Marmot: 𝑅 is split in two consecutive intervals (𝑅1 and 𝑅2) and 𝐵 in
three intervals (𝐵1, 𝐵2 and 𝐵3). The curve inside 𝐵2 will be discussed
later, but for now let us assume that 𝐵2 performs 25 accesses in the
worst case. The WCET and memory access count is split between
the different intervals. By scheduling intervals instead of entire
tasks, calculation of interference delays can rely on the WCMA
count of intervals instead of the overall task’s WCMA. Figure 4
shows a scheduling example on its topmost part. 𝑅1 and 𝐵1 are
scheduled concurrently leading to a maximum of 5 contentions
for each interval in the worst case as 𝐵1 has a WCMA of 5 and 𝑅1
a WCMA of 10. In the same manner, we consider at most 15 con-
tentions between 𝑅2 and 𝐵2. The final interval 𝐵3 has no concurrent
interval and therefore does not suffer from contentions. The final
total interference delay considered for both cores is reduced to 200
cycles each.

Beyond splitting the code into consecutive intervals, Marmot
further provides a distribution of the number of worst-case memory
accesses for each interval instead of a single value, as depicted in
Figure 3 for interval 𝐵2. The curve inside the interval is a step
function that gives for each date in the interval a conservative
approximation of the maximum number of memory accesses that
may have occurred on that date since the start of the interval. As a
result, accesses are not accounted for sooner than they may occur.
The step function naturally reaches the WCMA value before the
end of the interval. This information can be leveraged to further
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Figure 4: Possible schedule and resulting interference delays
when calculating interference delays at the level of intervals.
The topmost figure considers a single WCMA value per inter-
val while the bottom-most figure account for the distribution
of WCMA provided by Marmot.

improve the precision of the interference analysis. In our example,
𝐵2 performs at most 5 memory accesses for most of the time of
its execution, before attaining the maximum value of 25 memory
accesses.

Figure 4 shows on its bottom-most part the scheduling of in-
tervals with their interference delays when considering the distri-
bution of worst-case memory accesses. We observe that 𝑅2 only
overlaps with the start of 𝐵2. Marmot’s memory profile ensures that
no more than 5 shared memory accesses can be performed by 𝐵2
in the period where both tasks overlap, thus the method accounts
for a maximum of 5 contentions for each task in the worst case.
The overall contentions count is reduced to 10, with 5 happening
between 𝑅1 and 𝐵1 and 5 between 𝑅2 and 𝐵2 leading to a delay con-
sidered for both tasks of 100 cycles. This offers the earliest finish
time for the task set compared to the previous solutions.

3 Background and Related Work
As stated before, the concept of multi-phase representation of tasks
was introduced with PREM [22], which is often referred to as the
2-phase model, and AER ([9, 23]), also known as the 3-phase model.
These models have since been successfully used in optimizing com-
piler methods (e.g. [11]) to suppress contentions, and in conjunction
with online scheduling algorithms in order to tolerate contentions
and to bound their effect [2]. Recently, a version of the multi-phase
model featuring an arbitrary number of phases has been proposed
simultaneously in [18], using Time Interest Points, and in [7], using
Single-Entry-Single-Exit intervals.

Marmot builds upon and improves existing techniques, which
are presented in this section, used to statically analyze binaries in
order to produce memory access profiles. Section 3.1 first presents
the Implicit Path Enumeration Technique (IPET) [16], originally
used for WCET calculation but also used by EAC [20] to generate a
distribution of memory accesses in the code of a task. Section 3.2
then presents two recent works (StAMP [7] and EAC [20]) used and
improved by Marmot to extract memory access profiles. Details on
the equation system used by EAC and based on IPET are given in
Section 3.3.
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Figure 5: The CFG of a program containing an if-then-else
construct. Each basic block 𝑖 is annotated with its localWCET
𝑍𝑖 and event contribution 𝐶𝑖 (see Section 3.3).

3.1 WCET calculation using IPET
Most WCET computation techniques rely on the Control-Flow
Graph (CFG) representation of a program to perform their analysis.
A CFG is a directed graph describing the possible flows of execution
of a program. CFG nodes are basic blocks, defined as straight-line
code sequences with no branches in except to the entry and no
branches out except at the exit. Directed edges represent the control
flow between basic blocks.

IPET, as originally introduced in [16], is a WCET computation
technique that relies on the CFG of a program to identify its longest
execution path. IPET translates the WCET calculation problem into
an Integer Linear Programming (ILP) equation system, in which the
integer variables to be calculated represent the execution counts of
nodes and edges along the longest execution path. Linear equations
represent the constraints on the control flows in the CFG, that stem
from the structure of the code (loops, conditional constructs). The
objective function to be maximized in the ILP system to calculate
the WCET is the sum of the timing contributions of all nodes.

As an example, let us consider the CFG displayed in Figure 5,
where each node 𝑖 is annotated with its worst-case timing contribu-
tion in isolation𝑍𝑖 . In the system of equations, variables𝑛𝑖 represent
the execution counts of nodes (e.g.𝑛𝐴 for node𝐴) whereas variables
𝑒𝑖, 𝑗 represent the execution counts of edges between nodes (e.g.
𝑒𝐴,𝐵 for the edge from node 𝐴 to node 𝐵).

The constraint representing the possible paths after node 𝐵 is
shown in Equation (1). The two outgoing edges from node B, 𝑒𝐵𝐶
and 𝑒𝐵𝐷 , are linked to the node’s variable 𝑛𝐵 . The sum operation
works as an OR operator: only one of the two edges can be consid-
ered for every execution of node 𝐵.

𝑒𝐵,𝐶 + 𝑒𝐵,𝐷 = 𝑛𝐵 (1)

In the same manner, other constraints limit the number of itera-
tions of loops and account for function calls that alter the control
flow. The objective function to be maximized on the example is
given in Equation (2).

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 : 12𝑛𝐴 + 22𝑛𝐵 + 14𝑛𝐶 + 37𝑛𝐷 + 5𝑛𝐸 (2)

In our example, only two possible paths can be taken in the CFG:
𝐴−𝐵−𝐶−𝐸 or𝐴−𝐵−𝐷−𝐸. As𝐷 holds a bigger timing contribution
than 𝐶 (37 against 14), the maximal solution corresponds to path
A-B-D-E, for an overall WCET of 73.

3.2 Techniques for memory access profile
extraction

Marmot is based on two recent techniques that extract memory ac-
cess profiles from binary codes: StAMP [7] and EAC (Event Arrival
Curves) [20].

StAMP produces profiles made of consecutive intervals, each of
them having its own WCET and worst-case number of memory
accesses (WCMA). To compute its profiles, StAMP first extracts
Single-Entry Single-Exit (SESE) regions in linear time [15] from the
binary code of the task. SESE regions are defined as sub-graphs of
the CFG that hold a unique entry and exit point where the execution
flow always passes. Intervals are built as the aggregation of one or
more SESE regions. The properties of SESE regions (unique entry
and unique exit) guarantee that the intervals built from the SESE re-
gions are consecutive and non-overlapping. As intervals are defined
as sub-graphs of the CFG, state-of-the-art static WCET estimation
tools can then be used to calculate the WCET and WCMA of each
interval. The modification of WCET estimation tools to calculate
WCET and WCMA are minimal, because the SESE property holds
for intervals. Examples of intervals as extracted by StAMP are the
two intervals of task 𝑅 as depicted in Figure 3.

An Event Arrival Curve (EAC), as defined in [20], is a curve that
gives the worst-case number of events that can occur during the
execution of a task in any time window of a given length. Events,
as defined in [20], are any action that can occur in the code of a
task. The curve is computed using modified IPET equations: (i) the
objective function in the modified IPET formulation maximizes the
number of events instead of the timing as in the original IPET; (ii)
the time window onwhich the number of events has to be evaluated
is a constraint in the ILP formulation. The solving of multiple IPET
equations for different timing windows allows the profile to hold
a distribution of events in the form of a curve instead of a single
value for analyzed tasks. An example of EAC is the curve of the
second interval of task 𝐵 in Figure 3.

Events may be any action that occurs within the code of a task,
such as peripheral accesses or memory accesses. However, the
IPET formulation introduced in [20] is non-contextual: it is assumed
that the event occurs in all execution contexts of the task. When
applied to the estimation of WCMA, the obtained curve is thus
overly pessimistic in architectures with caches, because it assumes
that a memory access occurs all the time. As further detailed in
Section 4 Marmot reduces this pessimism through the introduction
of a contextual IPET formulation which is an original contribution
of the paper.

3.3 Equation system used to produce EACs
This Section details the equation system, inspired from IPET, de-
fined in [20] to calculate Event Arrival Curves (EACs), with a non-
contextual occurrence of events. Table 1 defines the notations used
in these equations and all equations in this paper.

𝐶𝑖 is the event contribution from basic block 𝑖 , whereas 𝑍𝑖 is its
timing contribution. Both values are considered as constants in the
IPET formulation. The total timing and event contributions of a
basic block 𝑖 depend on the number of times a flow enters the basic
block, as expressed in Equations (3) and (4). Expression

∑
𝑗𝜖P𝑖

𝑒 𝑗,𝑖
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Definitions
Sets B Set of basic blocks

P𝑖 Predecessors of basic block 𝑖
𝐶𝑖 Event contribution of basic block 𝑖
𝑍𝑖 Timing contribution of basic block

𝑖

Variables 𝑐𝑖 Event contribution of basic
block 𝑖 in the critical path

𝑧𝑖 Time contribution of basic
block 𝑖 in the critical path

𝑒 𝑗,𝑖 Execution count of edge
from 𝑗 to 𝑖 in the critical path

𝑒𝑛𝑡𝑟𝑦_𝑒𝑑𝑔𝑒𝑙 Execution count of outer edge
leading to 𝑙 ’s loop header

Annotations 𝑓 𝑖𝑟𝑠𝑡 First context of execution
of a loop

𝑛𝑒𝑥𝑡 Next context of execution
of a loop

𝑐𝑐𝑥 Context 𝑥 of execution
of a function

Table 1: Notations used in the equation system. Annotation
can be attached to sets and variables.

in the equation expresses the number of times node 𝑖 is executed,
by accumulating the execution counts of preceding edges.

𝑐𝑖 =
∑︁
𝑗𝜖P𝑖

𝑒 𝑗,𝑖𝐶𝑖 (3)

𝑧𝑖 =
∑︁
𝑗𝜖P𝑖

𝑒 𝑗,𝑖𝑍𝑖 (4)

To find a path with the worst event contribution, the equation
system of EAC implicitly considers all possible sub-paths inside
a CFG, in the sense any node can be a starting or ending node in
the path. Specific constraints ensure that only one of the nodes
is the starting and/or ending node. Other constraints, similar to
the original IPET, express the possible control flows in the CFG,
and specify loop bounds. For space considerations, the reader is
referred to the original publication [20] for the complete list of flow
constraints.

The EAC curve is computed by solving multiple systems of equa-
tions for different sizes of timing windows ranging from 1 cycle to
the WCET of the task. Equation (5) constrains the timing of the pro-
gram to be lower than the window size, by summing the individual
contributions of individual basic blocks.∑︁

𝑖𝜖B
𝑧𝑖 ≤ 𝑤𝑖𝑛𝑑𝑜𝑤_𝑠𝑖𝑧𝑒 (5)

Finally, the objective function aims at maximizing the event
contribution of the final path found.

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 :
∑︁
𝑖𝜖B

𝑐𝑖 (6)

The event contribution 𝐶𝑖 for each basic block 𝑖 is context-
agnostic. Accounting of the results of static cache analysis tech-
niques (e.g. a memory reference in a loop results in a miss at its

first occurrence and in hits at the following occurrences) cannot be
directly integrated in EAC, except if all accesses are considered as
misses, which results in very pessimistic curves. Through Marmot,
we propose a contextual modeling of event counts to obtain precise
profiles.

4 Marmot: Generation of Fine-Grain Memory
Access Profiles

4.1 Architecture model and assumptions
Our work targets multi-core systems with shared memory (DRAM).
Each core may have a local cache hierarchy (local L1 instruction
and/or data caches in the simplest configuration or a more complex
local cache hierarchy).

It is assumed that for every memory reference, to code or data,
a static cache analysis is able to determine if the reference will be
served by the core-local cache hierarchy or may be served by the
shared memory, and thus may suffer from contention. More pre-
cisely, it is assumed that for every instruction, data and instruction
cache analyses are led to provide a Cache Hit Miss Classification
(CHMC)1 with the following Categories [1, 13]:

• Always-Hit (AH): the reference will always result in a cache
hit,

• Always-Miss (AM): the referencewill always result in a cache
miss,

• First-Miss (FM): the reference could neither be classified as
hit or miss the first time it occurs but will result in cache
hits afterwards,

• Not-Classified (NC) in all other cases.

Some data cache analysis methods can also analyze accesses per-
formed by loops over their entire execution span [6, 25]. In this
case, the number of shared memory accesses is provided for a loop
instead of specific instructions inside of it. Integration of these
classes of analyses in Marmot is left for future work. Marmot is
still applicable when no static cache analysis exists for the core-
local cache hierarchy. In such a case, all memory accesses will be
classified as NC, which will inevitably lead to pessimism.

4.2 Overview of Marmot
The outcome of Marmot is a sequence of intervals, each holding a
distribution of shared memory accesses, as explained below:

• Intervals. An interval is a subset of the task’s CFG, with
a single entry-point and a single exit-point. Intervals are
consecutive: the exit-point of each interval is the entry-point
of the next interval in the sequence of intervals. Each interval
is characterized by its WCET (considered in isolation, i.e.
excluding interference delays), and a distribution of shared
memory accesses, as explained just after.

• Distribution of shared memory accesses. For each interval, the
WCMA is defined as a distribution of shared memory ac-
cesses, through a non-decreasing step-function, that for any
time 𝑡 since the start of the interval, counts the worst-case

1On a multi-level cache hierarchy, only the last-level cache misses are considered as
shared memory accesses.
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i += 1;
Jump if i >= 100;

x = array[i];
j += x;

Store j;
Jump back to main

function;
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Figure 6: Marmot’s steps to compute its memory access profiles from the binary code of a task.

number of memory accesses that may occur since the inter-
val start. The last point in the curve counts the maximum
number of accesses in the entire interval.

Marmot builds memory access profiles by combining StAMP’s
ability to decompose a CFG into intervals, and the equation system
of EAC to derive a distribution of shared memory accesses for
each interval. Figure 6 illustrates Marmot’s workflow on a simple
example, in which the task under analysis is composed of a loop
that loads a new array element at each iteration, followed by a
simple epilogue. Marmot proceeds in two steps:

(1) The first step consists in decomposing the CFG (depicted
on the left, with memory access instructions in bold font)
into intervals. This is achieved using StAMP with no modifi-
cation. In the example, two intervals are found: 𝐴, in light
purple, and 𝐵, in dark purple. The profile of these intervals as
computed by StAMP is then a flat curve with a single WCMA
value per interval (𝐴𝑠 and 𝐵𝑠 in the middle of Figure 6, with
𝑠 standing for StAMP).

(2) The second step refines the StAMP’s profiles to obtain distri-
butions of memory accesses in the intervals. An application
of the original equation system of EAC’s results in the light
(resp. dark) purple interval denoted 𝐴𝑒𝑎𝑐 (resp. 𝐵𝑒𝑎𝑐 ) in the
right-most part of Figure 6. However, simply applying the
equations of EAC that lack of contextual information would
result in pessimistic WCET and WCMA for the intervals,
as each access would be considered as resulting in a cache
miss. This would result in the profile 𝐴𝑒𝑎𝑐 having very large
WCET and WCMA counts. To avoid this pitfall, in Marmot
we extend the equation system with contextual information.
The result of our example is pictured in dots in the right-
most part of Figure 6, with each interval annotated m for
Marmot. Note that 𝐴𝑚 and 𝐵𝑚 both hold the same WCET
and final WCMA value as 𝐴𝑠 and 𝐵𝑠 , but the representation
of theWCMA as a step function that slowly increases is more
precise than a flat integer value over the whole interval.

As opposed to the previously mentioned techniques, the next
two subsections present our own contribution that extends the

EAC’s equation system to account for contextual memory accesses.
Section 4.3 presents the consideration of contexts for loops, while
Section 4.4 presents the consideration of calling contexts. A com-
paratively minor and straightforward modification of EAC was to
constrain the paths under consideration to start at the beginning
of an interval.

4.3 Improved Loop handling in EAC equations
Static cache analysis tools provide a different number of shared
memory accesses and timing contribution for instructions inside
of loops depending on their context of execution (first occurrence
versus next occurrences). A typical situation is the First-Miss (FM)
classification of a Load instruction inside a loop, in which the in-
struction could neither be classified as hit or miss the first time it
occurs but will result in cache hits afterwards.

To accurately take into consideration these contexts, the event
contribution 𝐶𝑖 and timing contribution 𝑍𝑖 of a basic block 𝑖 in the
equation system of the original EAC are not represented as a single
value anymore. For the remainder of this section, we will refer to
the two possible contexts inside loops as the first context and the
next context. To implement these two contexts, we split the edge
variables in two, to express the possible contexts: 𝑒 𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
for the first

occurrence and 𝑒𝑛𝑒𝑥𝑡
𝑗,𝑖

for the next.

𝑒 𝑗,𝑖 = 𝑒
𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
+ 𝑒𝑛𝑒𝑥𝑡𝑗,𝑖 (i)

The final event and timing contribution of nodes inside a loop
(𝑐𝑖 and 𝑧𝑖 ) are modified in the equation system to refer to the new
edges and results of static cache analysis (values of 𝐶𝑖 and 𝑍𝑖 for
the first and next occurrence). These contributions were defined in
equation (3) and equation (4) in the original EAC equations. Their
modifications are shown in equation (ii) for the event contribution
and equation (iii) for the timing contribution.

𝑐𝑖 = 𝐶
𝑓 𝑖𝑟𝑠𝑡

𝑖

∑︁
𝑗∈𝑃𝑖

𝑒
𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
+𝐶𝑛𝑒𝑥𝑡

𝑖

∑︁
𝑗∈𝑃𝑖

𝑒𝑛𝑒𝑥𝑡𝑗,𝑖 (ii)
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𝑧𝑖 = 𝑍
𝑓 𝑖𝑟𝑠𝑡

𝑖

∑︁
𝑗∈𝑃𝑖

𝑒
𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
+ 𝑍𝑛𝑒𝑥𝑡

𝑖

∑︁
𝑗∈𝑃𝑖

𝑒𝑛𝑒𝑥𝑡𝑗,𝑖 (iii)

Finally, the first occurrence is constrained by limiting the 𝑒 𝑓 𝑖𝑟𝑠𝑡
edges in equation (iv). In this way, the first context is only consid-
ered once at most. ∑︁

𝑗∈𝑃𝑖
𝑒
𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
≤ 1 (iv)

The definition of the first occurrence for instructions in loops
subtly differs among tools, and needs to be carefully accounted for
to avoid under-approximations of the number of shared memory
accesses, leading to unsafe profiles. WCET estimation tools such as
Heptane [12, 13] compute a single first context value for instructions
in nested loops. These tools can use equation (iv) as is. Other static
analysis tools such as Otawa [3] provide multiple first contexts for
instructions in nested loops. The first context of instructions in an
inner loop is considered every time the inner loop is entered from
the outer loop. To correctly use the cache classification of this class
of techniques, we propose equation (v) that limits the number of
first occurrences of instructions in an inner loop 𝑙 to the number of
times its entry edge, i.e. the edge that leads from the outer loop to
𝑙 ’s loop header, is considered.∑︁

𝑗∈𝑃𝑖
𝑒
𝑓 𝑖𝑟𝑠𝑡

𝑗,𝑖
≤ 𝑒𝑛𝑡𝑟𝑦_𝑒𝑑𝑔𝑒𝑙 (v)

4.4 Improved function call handling in EAC
equations

The code of a program is usually composed of several functions,
each having its own CFG.When the same function is called from dif-
ferent points in the program, multiple calling contexts for the called
function become possible, and the number of accesses to shared
memory may depend on the calling context. The original equation
of EAC, that does not consider such contextual information, has to
be modified. The modified equations are based on virtual inlining
of called functions.

For the remainder of this section, we name caller the function
holding the function call instruction and callee the target function
of this call. We name cc the calling context of a function, expressed
with a unique index (𝑐𝑐1, 𝑐𝑐2 for example).

Virtual inlining operates as follows. It inlines the CFG of the
callee inside the CFG of the caller in the equation system. The
inlining is virtual, no actual CFG modification is performed. Virtual
edges with unique context identifiers are added between the basic
block holding the call instruction and the starting block of the
callee, as illustrated in Figure 7. The caller function main holds
two call sites to the callee function foo (𝐴 and 𝐶), that define
the two calling contexts of foo. In the equation system, edges are
added between each of them and the entry node of foo for each
context: 𝐴 leads to 𝐸 in 𝑐𝑐1 and 𝐶 leads to 𝐸 in 𝑐𝑐2. This step is
performed at the start of the equation system’s generation such that
the equations applied to edges of the CFG also consider the virtual
edges. Equations concerning the callee’s CFG are also annotated
with the corresponding index and the exit nodes are linked back to
the caller function. Thus, we have two distinct representations of
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Figure 7: Virtual unrolling of a called function. The left side
shows the CFG of two functions composing a program. The
green basic blocks hold a call instruction to function foo.
The right side shows the representation of these CFG inside
Marmot equation’s system.

foo’s CFG in the equation system, one per calling context. In the
same manner, functions called inside a callee’s function are also
inlined in the callee’s CFG following a recursive approach until all
call instructions are handled.

Static WCET analysis tools (at least those that consider call-
ing contexts) provide a timing and event contribution (𝐶𝑖 and 𝑍𝑖 )
per calling context. With the implementation of virtual inlining,
we are able to use them in our equation system. Equations (vi)
and (vii) show the implementation of contexts in the timing and
event contribution of basic blocks. Contributions 𝑐𝑖_𝑐𝑐𝑥 and 𝑧𝑖_𝑐𝑐𝑥
are related to the result of the static analysis tools and edges in the
corresponding context 𝑐𝑐𝑥 .

𝑐𝑖_𝑐𝑐𝑥 = 𝐶𝑖_𝑐𝑐𝑥
∑︁
𝑗∈𝑃𝑖

𝑒 𝑗,𝑖_𝑐𝑐𝑥 (vi)

𝑧𝑖_𝑐𝑐𝑥 = 𝑍𝑖_𝑐𝑐𝑥
∑︁
𝑗∈𝑃𝑖

𝑒 𝑗,𝑖_𝑐𝑐𝑥 (vii)

Equation (viii) shows an example of our equation system for
the code of Figure 7, focusing on node A. The first line shows the
addition of the virtual edge in the corresponding context 𝑐𝑐1. All
equations concerning the CFG of the foo function are annotated
with this context. Lines 2 to 5 show this for the event contribution
of nodes. In the same manner, the timing contribution 𝑡 of each
node is expressed but not shown here for size consideration. Finally,
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the representation of the edge from A to B in the original EAC
equation system is removed and replaced by the addition of a virtual
edge 𝑒𝐻,𝐵 . The last two lines show the addition of this edge in the
corresponding context 𝑐𝑐1 with the definition of flow entering node
𝐵 from the new virtual edge.

𝑒𝐴,𝐸_𝑐𝑐1 = 𝑛𝐴

𝑐𝐸_𝑐𝑐1 = 𝐶𝐸_𝑐𝑐1 𝑒𝐴,𝐸_𝑐𝑐1
𝑐𝐹 _𝑐𝑐1 = 𝐶𝐹 _𝑐𝑐1 𝑒𝐸,𝐹 _𝑐𝑐1
𝑐𝐺_𝑐𝑐1 = 𝐶𝐺_𝑐𝑐1 𝑒𝐸,𝐺_𝑐𝑐1
𝑐𝐻 _𝑐𝑐1 = 𝐶𝐻 _𝑐𝑐1 (𝑒𝐹,𝐻 _𝑐𝑐1 + 𝑒𝐺,𝐻 _𝑐𝑐1)
𝑒𝐻,𝐵 = 𝑛𝐻 _𝑐𝑐1
𝑛𝐵 = 𝑒𝐻,𝐵

(viii)

5 Experimental evaluation
After a short presentation of the experimental setup in Section 5.1,
Section 5.2 demonstrates the interest of considering contexts when
extracting memory access profiles. Section 5.3 shows through an
example how the Marmot profiles can be used to produce schedules
with less total interference delays than related techniques. Finally,
Section 5.4 compares Marmot’s profiles to state-of-the-art profiles
(both coarse grain profiles and single WCMA value per interval
profiles) on benchmarks.

5.1 Experimental setup
We run our experiments on the TACLe benchmarks collection [10],
with loop bound annotations expressed in the annotation format
of the static WCET analysis tool Heptane [13]. Heptane is used for
interval determination and for WCET estimation at the task and
interval levels.

The TACLe benchmarks collection can be divided in two cate-
gories: (i) sequential benchmarks holding more or less complicated
code structure and (ii) more complex use-cases that were developed
for multi-core analysis, namely the Papabench [19], Rosace [21]
and debie1 [14] benchmarks. To qualify our results, we extracted
profiles for all sequential benchmarks and all three use-case afore-
mentioned which amounts to 76 benchmarks2

We targetMIPS codewith a single-layer of caches (one data cache
and one instruction cache). Both caches are 2-way associative LRU
caches with 64-bytes cache lines and 256 cache sets. Load and store
instructions are assumed to take 1 cycle on cache hits and 50 cycles
on cache misses, due to the subsequent shared memory access.
The identification of memory accesses relies on the Heptane static
cache analysis technique that produces a cache classification for
each instruction and data access.

The data address analysis of Heptane, in case the target of a
pointer cannot be determined precisely, considers that the pointing
instruction may access all the memory, leading to combinatorial
timing complexity during analysis. To produce our profiles in rea-
sonable time, we therefore modified the data address analysis to
consider a single unique unknown address marker for instructions

2Due to the presence in the binary code of instructions not handled by Heptane, we
were unable to compute a memory profile for the susan sequential benchmark. Heptane
failed to compute the WCET of sequential benchmarks md5 and mpeg2, preventing us
from computing a memory access profile.

accessing data through a pointer. An unknown address marker is an
address outside of the memory range of the program under analysis.
Because these addresses are outside of the memory range and are
unique, they are always considered as misses in the data cache
analysis, which is the worst possible case.

As benchmarks under analysis can perform up to millions of
shared memory accesses, a choice was made between precision
and time spent solving the equation systems. We re-used the time
granularity parameter presented in the original EAC paper, that
safely limits the number of steps in the step-function. For space
consideration, we do not detail this parameter here and refer the
reader to the original EAC paper. The granularity chosen for the
profiles used in our experiments and shown in the Appendix is of
0.001% times the WCET. For example, a profile with a WCET of
1 millions cycles will hold one new step in its curve every 1000
cycles.

5.2 Comparison of contextual and
non-contextual memory access profiles

The addition of contextual information in Marmot’s equation sys-
tem is motivated by the gain of precision in the resulting profiles.
We emphasize the importance of this original feature by comparing
non-contextual profiles to contextual profiles. Contextual profiles
were obtained by using the original cache classification obtained
with Heptane. On the other hand, non-contextual profiles were
obtained by first modifying the cache classification obtained with
Heptane to modify all FM accesses to NC, thus loosing contextual
information, before applying Marmot’s equation system.

We extracted contextual and non-contextual profiles for all 76
benchmarks considered in the TACLe benchmark suite. For every
benchmark, we compared the cumulativeWCMA andWCET values
held by both profiles. On average, the WCET for non-contextual
profiles is 1.2 times higher than the WCET for contextual profiles
and the WCMA for non-contextual profiles is 4.5 times higher than
the WCMA for contextual profiles.

Integrating contextual information in the analysis can thus sig-
nificantly improve the precision of the profiles, and in turn tighten
the calculation of interference delays.

5.3 Example of use of profiles produced by
Marmot

This section demonstrates the interest of using Marmot’s pro-
files for IA-WCET computation using two TaCLE benchmarks,
complex_updates and statemate. This experiment was performed
through a pen-and-paper direct transposition of the IA-WCET cal-
culation technique of [8]. Moreover, we assume a time-triggered
off-line scheduling algorithm for the experiments. As mentioned
earlier, taking benefit of Marmot’s profiles in other scheduling
algorithms is left for future work.

5.3.1 Scheduling setup. Figure 8 displays the StAMP and Marmot
memory access profiles extracted from complex_updates and statem-
ate. On the left-most part (resp. right-most part), the profile obtained
for complex_updates (resp. statemate) by StAMP is depicted in blue
(resp. red) and the profile obtained by Marmot is depicted in light
blue (resp. light red). To keep our example concise, statemate’s
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Figure 8: StAMP and Marmot’s profiles for the complex_updates (left-most figure) and statemate (right-most figure) benchmark.
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Figure 9: Schedulability analysis results when relying on
StAMP’s (resp. Marmot’s) information for IA-WCET com-
putation on the top-most (resp. bottom-most) part of the
figure. WCET is drawn in solid color and interference delays
in stripes.

memory access profile was simplified by merging intervals preced-
ing the main interval 𝐶 in a single interval 𝐵. The merging was
done through the addition of the WCET and WCMA of all intervals
preceding 𝐶 . For the remainder of this section, the variants of the
profiles obtained with Marmot (resp. StAMP) are labeled with a𝑚
(resp. a 𝑠).

We choose to schedule interval 𝐴 of the complex_updates bench-
mark on a core in parallel with intervals 𝐵 and 𝐶 of the statemate
benchmark on another core. In our schedule, 𝐴 and 𝐵 share the
same starting date. Interval𝐶 , which takes place after 𝐵’s execution
in the flow of execution of statemate, is scheduled to start as soon
as 𝐵’s IA-WCET date is passed. We consider a simple Round-Robin
arbitration policy for the shared memory, meaning every shared
memory access requested by a core can suffer from at most one
contention per parallel core. We consider a 50 cycles delay per
contention that corresponds to the latency of a memory access in
isolation.

5.3.2 Computing IA-WCET using Marmot profiles. Following the
work described in [8], IA-WCET computation using Marmot’s pro-
files is performed iteratively.We present the first step in this process
when computing interference between intervals 𝐴 and 𝐶 .

• The initial end date of𝐴 is computed as its start date (0) plus
itsWCET in isolation (16258 cycles): 16258 cycles. As a result,
𝐴 finishes within the execution span of 𝐶 . To compute the
worst case number of contentions between both tasks, we

Table 2: IA-WCET computation steps by scheduling interval
A alongside interval C.

Step Total
number of

con-
tentions

𝐴𝑚 ’s
IA-WCET

𝐶𝑚 ’s curve
WCMA

Additional
con-

tentions

1 0 16258 103 103
2 103 21408 120 17
3 120 22258 122 2
4 122 22358 122 0

look at the worst-case number of memory accesses held by
the memory access profile 𝐶𝑚 at date 16258, here 103. Since
𝐴𝑚 holds a value of 214 WCMA at 16258 cycles, we keep
the value of 103 as the (temporary) worst-case number of
contentions between both intervals.

• This value is used to update the IA-WCET of𝐴 and𝐶 . Using a
penalty of 50 cycles per contention, the end of𝐴 is postponed
from cycle 16258 to 21408. In the same fashion, the end date
of 𝐶 is postponed by 5150 cycles.

• Now that the end date of 𝐴 has been postponed, we must
consider the effect of accesses that 𝐶 may perform between
the previous and the postponed end date of 𝐴. These po-
tential accesses can also interfere with the accesses of 𝐴,
postponing its end date again. We thus have to repeat the
previous steps until a fixed point is reached.

Table 2 shows all the steps for the computation of the IA-WCET
of 𝐴 in this example. For each step of the fixed point computation,
we display the total amount of contentions accounted for and the
current IA-WCET (ending date) at the start of the step, the WCMA
held by 𝐶𝑚 corresponding to the current end of 𝐴 and the amount
of contentions that must be added to 𝐴’s ending date.

5.3.3 IA-WCET comparison between profiles. Figure 9 displays on
the top-most part (resp. bottom-most part) the schedulability anal-
ysis result obtained using the StAMP’s (resp. Marmot’s) profiles
of intervals. The WCET is shown in solid color and the additional
interference delay cycles in stripes.
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Figure 10: Area gain in percentage for each multi-core use-case benchmarks when comparing Marmot to StAMP (in orange)
and coarse-grain profiles (in blue)

In the first schedule, the IA-WCETwas computed using the single
WCMA value held by the StAMP profile of intervals: 214 for 𝐴𝑠 ,
and 187 for 𝐶𝑠 . We account𝑚𝑖𝑛(214, 187) = 187 contentions for
𝐶 and𝑚𝑖𝑛(214, (187 + 50)) = 214 contentions for 𝐴 following the
interference caused by 𝐵. The finish date of the first core is 26958
cycles and the finish date of the second core is 119612 cycles.

In the second schedule, the IA-WCET of intervals was computed
using the technique presented in Section 5.3.3. Because𝐴 finishes at
a date where 𝐶𝑚 curve is lower than 𝐶𝑠 , the worst-case number of
contentions to consider can be effectively reduced. The finish date
of the first core is 24858 cycles and the finish date of the second core
is 116362, a reduction of 2100 cycles and 3250 cycles respectively.

Schedulability analysis can thus tighten its interference delay
result when relying on Marmot’s curve inside a memory access
profile.

5.4 Comparison of Marmot’s profiles with
state-of-the-art solutions

This section is devoted to a comparison between Marmot’s profiles
and state-of-the art contextual profiles, for all considered TACLe
benchmarks. The state-of-the-art profiles considered are coarse-
grain profiles holding a single WCMA value per task and StAMP
profiles holding multiple intervals per task with each interval hold-
ing a single WCMA value. All analyzed benchmarks can be found
in the Appendix.

To stay independent from the scheduling algorithm, the compar-
ison metric is only based on the difference of shapes of the profiles’
curves. The employed metric relates to the size of the areas under
the profile curves (the lower the better, as illustrated previously by
the light blue and light red curves in Figure 8). More precisely, if

𝑎𝑀𝑎𝑟𝑚𝑜𝑡 represents the area under Marmot’s curve and 𝑎𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
the area under a baseline solution, the metric we use to express the
gain is the difference of area expressed in percentage:

𝑔𝑎𝑖𝑛 = 1 − 𝑎𝑀𝑎𝑟𝑚𝑜𝑡

𝑎𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

Results for all tasks of the three multi-core use-case benchmarks
(namely Papabench, Rosace and debie1) are shown in Figure 10.
The figure shows the gain for each benchmark, when comparing
Marmot to StAMP in orange and to coarse-grained profiles (i.e.
profiles with a single WCMA for the entire task) in blue. For these
benchmarks, we observe an average gain of 77.9% when comparing
Marmot to the coarse-grain profiles and an average gain of 10.1%
when compared to StAMP.

For the sequential benchmarks, we observe an average gain of
75.8% when comparing Marmot to the coarse-grain profiles and an
average gain of 15.6% when compared to StAMP.

As can be seen in Figure 10, half of the benchmarks analyzed
show little to no difference between theMarmot and StAMP profiles,
with gains in area ranging from 0% to 5%. This lack of gain can
also be found in one out of three sequential benchmarks analyzed.
Following observations on the source code, we have identified two
categories of benchmarks where the code structure hinders the
extraction of a refined curve:

• A first category of benchmarks loads all the required data
from the shared memory once before entering a main loop
where most of the execution time is spent, or data-loading in-
struction in the main loop performs shared memory accesses
only on their first occurrence. Thus, the WCMA rapidly rises
at the start of the profile before stagnating at the highest
WCMA point reachable for the entirety of the profile as no
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new shared memory accesses can be described. This is the
case for the insertsort sequential benchmark, for example.

• A second category of benchmarks holds very small code size
with only one or two basic blocks per interval. As in EAC,
Marmot’s equation system neutralizes the timing contribu-
tion of the starting and ending basic block while keeping
their WCMA contribution to remain safe (see [20]). As the
code is only composed of these two basic blocks, the WCMA
contribution of the entire program is totally accounted for
even for the smallest time window considered. This results in
a profile holding a curve which instantly rises to the highest
WCMA point. This is the case for 12 out of 15 benchmarks
analyses from the Rosace use-case.

We believe Marmot’s potential compared to other techniques
lies in its ability to describe shared memory accesses during the
executions of loops. For tasks where no shared memory accesses
are performed inside of a loop, or where instructions in loops only
perform shared memory accesses on their first occurrence, the
contribution of Marmot is reduced.

6 Conclusion
This paper introduces Marmot, a static memory profile extraction
technique. Compared to state-of-the-art solutions, profiles com-
puted using Marmot are split in intervals, each holding a distri-
bution of WCMA in the interval instead of a single value. We il-
lustrated how the produced profiles can be leveraged to tighten
interference delays during IA-WCET computation and schedulabil-
ity analysis. We believe that further work should be focused on the
use of Marmot’s profiles for different scheduling algorithms. Off-
line schedulers can use the profiles to reduce the interference delays.
On-line schedulers can perform new estimations of interference
delays at run-time by using the interval-to-code correspondence
of our profiles. Future work can also focus on further refining the
information provided by Marmot’s profiles. For now, all memory
accesses performed along a path found by solving the equation
system contribute to the considered WCMA. However, accesses
performed at the start of these paths could be ignored after a certain
point of time when we are sure they have finished.
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A Appendix
Benchmarks are presented as follows: the coarse-grain profile is
drawn with a black solid line, the StAMP profile is drawn with a
purple solid line and Marmot’s profile is drawn with a light-blue
dashed line. Finally, vertical grey lines denote the points of passage
between intervals which are produced in StAMP and Marmot.
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