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In past decades, enormous effort has been expended to develop algorithms and even to construct
special-purpose computers in order to efficiently evaluate total energies and forces for long-range-
interacting particle systems, with the particle-mesh Ewald and the fast multipole methods as well
as the “Anton” series of supercomputers serving as examples for biomolecular simulations. Cutoffs
in the range of the interaction have also been used for large systems. All these methods require
extrapolations. Within Markov-chain Monte Carlo, in thermal equilibrium, the Boltzmann distri-
bution can however be sampled natively without evaluating the total interaction potential. Using
as an example the Lennard-Jones interaction, we review past attempts in this direction, and then
discuss in detail the class of cell-veto algorithms which make possible fast, native sampling of the
Boltzmann distribution without any approximation, extrapolation, or cutoff even for the slowly
decaying Coulomb interaction. The computing effort per move remains constant with increasing
system size, as we show explicitly. We provide worked-out illustrations and pseudocode represen-
tations of the discussed algorithms. Python implementations are made available in an associated
open-source software repository.

I. INTRODUCTION

One of the aims of computational science is to analyze,
and often solve, model systems in fields from subatomic
particles to condensed-matter physics and chemistry, to
galaxies and to the universe. The power of modern com-
puters appears without limits when compared to the
early electronic devices from only two generations ago.
Algorithms have also much developed, as has the ease
with which computers are interfaced and their output
processed. Nevertheless, certain limits persist. The first,
broadly speaking, is a limitation in space: One tries to
simulate large, possibly infinite systems, but is restricted
by the finite extent of computer memories. Second, one
may aim for long-time simulations but the necessary evo-
lution equations may not allow one to reach the relevant
temporal scales. The third limitation is in the type of
couplings between particles or fields. They may be of
many-body nature, including quantum and long-range
potentials and may require even today require simplifi-
cations [1].

In classical condensed-matter particle systems in ther-
mal equilibrium, the limitations on space, time, and what
could be called “range” can again be illustrated. In con-
texts from statistical mechanics to molecular simulation
in biochemistry, one may want to analyze large, almost
infinite systems, but only in exceptional cases is it pos-
sible to simulate them directly [2–6]. Prominent coarse-
graining strategies were developed [7] in order to reach
larger and larger sizes. On the other hand, it is the
change of behavior of finite systems with size, the famous
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finite-size scaling, which often provides crucial informa-
tion on a physical model [8]. One also may want to reach
essentially infinite simulation times, as the equilibrium
state is approached from an initial configuration only in
this limit. Computer computations are by definition of
finite duration and, within Markov-chain Monte Carlo, it
is only in exceptional cases possible to reach the infinite-
time limit directly [9, 10].

The approximation of complex interaction potentials,
the above “range” limitation, is what we are concerned
with in this paper, again in the framework of equilibrium
physics. We consider systems of particles at a given tem-
perature, and governed by the Boltzmann distribution.
Such systems can be simulated by molecular dynamics or
sampled by the Monte Carlo method. Particle systems
with Coulomb or Lennard-Jones interactions will serve as
examples. The former decay as 1/r with the distance r
between charged particles. Its long-range nature derives
from the masslessness of the photon. The Lennard-Jones
potential describes the interaction between uncharged,
non-polar atom. Repulsive at small distances, its at-
tractive 1/r6 behavior at large distances describes the
London dispersive force [11]. For both the Coulomb and
the Lennnard-Jones potentials, the long-range nature is
thus rooted in profound physical principles, and there is
a strong incentive to maintain it in the modeling. How-
ever, long-range potentials pose severe problems for com-
putation, which arise, naively, because the total energy
of a system of N particles interacting in pairs consists of
N(N − 1)/2 terms. Moving one particle changes N − 1
terms in the total energy. Likewise, the force on a given
particle is composed of N − 1 terms.

Computational science, in the past decades, has fo-
cused on how to evaluate long-ranged potentials or forces.
For the case of the Coulomb interaction, the potential or
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the forces are computed by interpolating charges to a
grid, then solving Poisson’s equation in discretized mo-
mentum space using fast Fourier transform. The “An-
ton” series of supercomputers has been designed in order
to optimize the interpolation and force evaluation [12],
yielding spectacular speedups [13]. The discretization er-
ror of these so-called particle-mesh Ewald methods dis-
appears only for vanishing grid size. The fast multipole
method [14] presents another extrapolation of the inter-
action in terms of moments of the charge distribution.
Very often also, the Coulomb interaction is cut off be-
yond a certain radius, although this profoundly modi-
fies the underlying physics of the models. Discretization
and cutoffs both call for extrapolations. For decades,
the Lennard-Jones potential was cut off at a finite dis-
tance, although artifacts introduced by the cutoff on
phase boundaries [15, 16] and on interface effects [17, 18]
were pointed out repeatedly. In recent years, this prob-
lem has been identified, and the particle-mesh Ewald ap-
proach extended to the Lennard-Jones system [19]. How-
ever, this creates an avalanche of problems, as the em-
pirical interaction potentials used for the sampling are
themselves fitted (originally with a cutoff) and then have
to be reparametrized [20].

A Monte Carlo algorithm typically consists in a se-
quence of simple proposed moves, that are sampled from
a certain probability distribution, and that are either ac-
cepted or rejected [21]. There is much liberty in which
moves to propose, and how to accept or reject them with
a “filter”. The only condition to be satisfied is that the
Boltzmann distribution be stationary with respect to the
move set encoded in a transition matrix. As the proposed
move is simple, Markov-chain Monte Carlo is a decision
problem in nature.

In this paper, we discuss methods for sampling the
Boltzmann distribution exp (−βU) without evaluating U .
This approach is conceptually distinct from the previ-
ously mentioned computational focus. It leads to the
fast native sampling (without any cutoffs, discretizations
or time-stepping errors) for long-range potentials. In the
main part of the paper, we discuss in detail the cell-veto
class of algorithms[22], which rely on two key ingredients:
First, the aforementioned accept/reject decision is split,
using the factorized Metropolis filter [23], into a large
number of independent factor decisions, which are coordi-
nated through a consensus principle rather than through
the computation of the system energy or its derivatives.
Second, the accept/reject decision for a factor is gener-
ally undertaken in two steps using two “pebbles” [24] that
correspond to the thinning of an inhomogeneous Poisson
process [25]: first, in an approximate (conservative) fash-
ion, that provisionally rejects “too many moves”, and,
second, in a correction step that accepts some of the pro-
visional rejects such that the overall rejection probability
is correct. We provide a step-by-step introduction to this
class of algorithms, together with heuristics, pseudocodes
and simplified Python implementations. We thus hope
to facilitate access to a class of algorithms which have

remained cryptic and have never been presented in the
context of decision problems and their possible exten-
sions [26–29].

II. FROM LONG-RANGE POTENTIALS TO
THE CELL-VETO ALGORITHM

We concentrate on long-range pair potentials, leav-
ing aside many-body terms that can be treated as
well [29, 30]. Several strategies for treating the long-
range nature are discussed in Sec. II A, such as solving the
accept/reject decision with approximate potentials [26],
and as factorizing the total energy into short-range and
long-range contributions [27]. The factorized Metropolis
filter generalizes this approach (Sec. II B). Together with
the concept of bounding potential, it lies at the heart of
the native O (1) cell-veto algorithms, of which we present
a naive version in Sec. II C before sharpening it in Sec. III.

A. Potentials, Metropolis algorithm

Specifically, we consider throughout this paper N par-
ticles inside a two-dimensional periodic box of size L in-
teracting via the Lennard-Jones interaction [31]:

ULJ(r) = 4ε

[(σ
r

)12

−
(σ
r

)6
]
, (1)

At large distances, its attractive tail vanishes as 1/r6

(see Fig. 1). Our sample programs are for this two-
dimensional system, but they generalize easily to higher
dimensions and to arbitrary long-range interactions (see
Appendix A). For the most part, a cutoff means that

FIG. 1: Lennard-Jones potential with short-range and
long-range parts separated by a cutoff rc and a shifted cutoff
variant which vanishes beyond rc. For large r, ULJ(r) ∼ r−6

is attractive.

one can divide the potential U into a short-range and a
long-range contribution:

U(r) = U(r)Θ(rc − r)︸ ︷︷ ︸
Ushort

+U(r)Θ(r − rc)︸ ︷︷ ︸
U long

, (2)
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where Θ(z) is the unit-ramp function, which is zero for
negative z and one for positive z. The Boltzmann distri-
bution of the potential U then becomes the product of
Boltzmann distributions of the constituents:

π(X) = πshort(X)πlong(X). (3)

Commonly, a cutoff replaces U(r) by its short-range
part, and the long-range part is set to zero (see Fig. 1,
for the Lennard-Jones potential). In that case, it is cus-
tomary to shift U short, so that the approximate potential
is continuous. More elaborate procedures are common in
order to render the approximate potential better behaved
around rc, as often required for molecular dynamics.

FIG. 2: Decisions in MCMC. In the Metropolis filter of
Eq. (4), the accept/reject decision for e−βU can often be

made from an approximation e−βUshort

with error bounds.

FIG. 3: Multi-step Metropolis algorithm. In Alg. 1, moves
are first made with U short only. Initial and final positions
are stored. The proposed move Yold → Ynew is subject to
the Metropolis filter with U long.

In the Metropolis algorithm, a random particle at po-
sition x ∈ X is often selected for random displacement
to x′ = x +∆x. The move from X to X′ (in the latter,
x is replaced by x′) is accepted with a probability given
by the Metropolis filter

PMet(X → X′) = min [1, exp (−β∆U)] . (4)

With a system-size independent cutoff, the number of
factors that have to be considered for each move remains
constant. These factors can be identified with a standard

cell system and evaluated in O (1) operations. However,
the essential long-range nature of the potential is then
sacrificed.
Strategies have been devised to improve the O (N)

scaling of the Metropolis algorithm natively. One nat-
ural approach exploits the decision-problem nature of
the Metropolis filter. The Bernoulli distribution giv-
ing rise to Eq. (4) is sampled with a uniform random
number ran(0, 1) = Υ, and the move is accepted if
Υ < exp (−βU) and rejected otherwise. For a given dy-
namical cutoff rc, the accept/reject decision may be taken
on the basis of U short(rc) if the neglected long-range con-
tribution U long(rc) can be proven not to change the de-
cision (see Fig. 2). The cutoff rc is then increased if re-
quired, adding particles in concentric layers around x or
x′. Under mild conditions on the maximum local density,
this approach can be made rigorous [26]. However, the
sheer number of evaluations (which can easily reach 1010

or 1012) renders it difficult to implement. Also, dynam-
ical cutoffs do not allow for long-range potentials which,
in d-dimensional space, decay as r−d or slower, as the
contribution of U long then remains unbounded for large
rc [22, 32].
In the multi-time-step Metropolis algorithm [27], the

Lennard-Jones system again splits the potential U into
long-range and short-range contributions, performing a
series of ns provisional moves on the basis of U short only.
This amounts to proposing a move of k < N particles
(with coordinates Y, see Fig. 3) from Yold to Ynew.
These “short-range” moves are then accepted/rejected
with the Metropolis filter for U long only. Calling for sim-
plicity the original configuration X (with the k particles
at Yold) and the target configuration X′ (with the k par-
ticles at Ynew), the composite probabilities are

p(X → X′) = pshort(X → X′)min

[
1,

πlong(X′)

πlong(X)

]
p(X′ → X) = pshort(X′ → X)min

[
1,

πlong(X)

πlong(X′)

]
.

(5)

Taking the ratio in Eq. (5) and noting that pshort, as
a sequence of ns reversible moves, satisfies the detailed-
balance condition with respect to πshort:

πshort(X)pshort(X → X′) = πshort(X′)pshort(X′ → X),

we see that the full transition matrix satisfies detailed
balance with respect to the full Boltzmann distribution
π = πshortπlong

π(X)p(X → X′) = π(X′)p(X′ → X), (6)

so that the algorithm is correct (see Alg. 1
(multi-step-metropolis) for an implementation).
In Alg. 1 (multi-step-metropolis)), short-range

moves can be implemented in O (1) with an appropri-
ate cell system [21, Sect. 2.4.1]). The construction of the
sets Yold and Ynew is also O (1) per element, so that the
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complexity of the entire short-range loop is O (ns). How-
ever, the complexity of the long-range decision in Alg. 1
is O (ns ×N), with an acceptance probability that plum-
mets with increasing ns, a parameter that should there-
fore be chosen to be as small as possible. This leads to
ns = 1, and this defeats the initial intention.

procedure multi-step-metropolis

input X (configuration at time t)

Yold ← ∅; Ynew ← ∅
for i = 1, . . . , ns: (short-range steps)

x← choice(X) (random particle)

U short
x ←

∑
x′′∈X\{x}:|x′′−x|<rc

U(|x′′ − x|)
x′ ← x+∆x (with |∆x| < δ)

U short
x′ ←

∑
x′′∈X\{x}:|x′′−x′|<rc

U(|x′′ − x′|)
Υ← ran(0, 1)
if Υ < exp

[
−β

(
U short

x′ − U short
x

)]
:

X← {x′} ∪X \ {x};Ynew ← Ynew ∪ {x′}
if x ̸∈ Ynew: Yold ← Yold ∪ {x}
else: Ynew ← Ynew \ {x}

∆U long ←
∑′

x∈Ynew,x′∈X
|x−x′|>rc

U(|x− x′|)−
∑′

x∈Yold,x′∈Yold∪X\Ynew

|x−x′|>rc

U(|x− x′|)

Υ← ran(0, 1) (long-range decision)

if Υ > exp
(
−β∆U long

)
:{

X← Yold ∪X \Ynew

output X (configuration at time t+ 1)

——

Algorithm 1: multi-step-metropolis. Composite
iteration of the algorithm of Ref. [27]. The calculation of
U short

x is O (1) with the use of a grid. The prime in
∑′

eliminates double counting of pairs (x,x′) and (x′,x). For
large ns, this algorithm has many long-range rejections.

Algorithm 1 (multi-step-metropolis), in spite of its
serious limitations, illustrates the split of U into U short(r)
and U long(r) that effectively leads to a factorization of
the interaction. The concept will be extended in the
following sections, where it leads to native O (1) long-
range algorithms. The split of the interactions also
echoes Hamiltonian Monte Carlo [33–35], where provi-
sional moves X → X′ are proposed from a sequence of
molecular-dynamics iterations rather than from a num-
ber of Metropolis steps. In Hamiltonian Monte Carlo,
accumulated finite-time-step errors are also eliminated
by a Metropolis filter, and the Boltzmann distribution is
again sampled without approximations. This works be-
cause the errors are small, but it fails for large long-range
systems because the errors are extensive in N even for
ns = 1.

B. Factorized Metropolis filter

The multi-time-step Metropolis appoach of Alg. 1 sep-
arates the interactions into two factors, one short-range
and one long-range. More generally, potentials U can

often be written as

U(X) =
∑

M∈M
UM , (7)

with factors M in a set M, so that the Boltzmann dis-
tribution is

π(X) = exp [−βU(X)] =
∏

M∈M
exp (−βUM ) . (8)

We can then replace the Metropolis filter of Eq. (4), writ-
ten as

PMet(x → x′) = min

[
1,

∏
M∈M

exp (−β∆UM )

]
, (9)

with the factorized Metropolis filter [23]

P fact(x → x′) =
∏

M∈M
min [1, exp (−β∆UM )]︸ ︷︷ ︸

Pfact
M (x→x′)

. (10)

That the factorized filter also satisfies the detailed-
balance condition can be shown just as in Eqs (5) and (6).
In our context, the use of pair factors M = {i, j} with

UM = U(|xi − xj |) is natural (even though the concept
is easily generalizable [23, 24, 32]). A proposed move
of a single particle then involves N − 1 factors (that is,
N − 1 pairs). It is accepted by consensus, that is, if all
factors accept it (see Alg. 2 (factorized-metropolis)
and Fig. 4; see Ref. [24] for a general discussion of the
consensus principle). We will show below how to imple-
ment this by evaluating O (1) pairs, thus with only O (1)
operations.

procedure factorized-metropolis

input X (configuration at time t)

x← choice(X) (random particle)

x′ ← x+∆x (with |∆x| < δ)

for x′′ ∈ X \ {x}:{
Υ← ran(0, 1)
if Υ > exp [−β (Ux′′x′ − Ux′′x)] : goto 1

X← {x′} ∪X \ {x}
1 output X (configuration at time t+ 1)

——

Algorithm 2: factorized-metropolis. Proposing a move,
and accepting it in case of consensus, also samples the
Bolzmann distribution of Eq. (8).

C. Bounding the potential, cell-veto algorithm

The factorized Metropolis filter replaces the accept/re-
ject decision based on the total energy U(x) with in-
dependent decisions for all factor potentials UM with
M ∈ M. This replacement carries enormous poten-
tial for speedup as, for a given distant pair of par-
ticles x and x′′, we need not systematically evaluate
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FIG. 4: Factorized Metropolis filter using the consensus principle (see Alg. 2). (a): The active particle x may interact with
all other particles. (b,c,d, . . . ): Every factor of the factorized Metropolis filter in Eq. (10) independently decides whether to
veto a proposed move. The conjunctions ∧ denote the consensus: the move x→ x′ is accepted if no factor vetoes it.

all the rejection probabilities [22], applying a principle
called “thinning” [25]. Heuristically, let us suppose that,
at a distance between x and x′′, the veto probability
q = 1− exp (−β∆UM ) can be bounded by ϵ ≪ 1. Rather
than check the factor at each proposed move, we check
it with probability ϵ (on average every 1/ϵ times). Only
when we check it, we evaluate q, and veto with prob-
ability q/ϵ. Because of q = ϵ × (q/ϵ), the overall veto
probability is correct, but the bound has allowed us to
drastically reduce the number of evaluations.

FIG. 5: For a pair of far-away particles x and x′′, the
factor rejection probability for a move x→ x′ can be
bounded by a constant qZ depending on the target cell Z
relative to the active cell 0.

The cell-veto algorithm [22] puts the above heuristic
into practice by dividing the periodic simulation box into
cells that usually contain at most one particle (see Fig. 5).
Rather than the particle x′′, one addresses a target cell Z
relative to the active cell 0 containing the active particle
x. The upper bound qZ for the rejection plays the role of
ϵ in the heuristic. It satisfies:

qZ ≥ max
x∈0,x′′∈Z
x′:|x′−x|<δ

{1− exp [−β (Ux′′x′ − Ux′′x)]} . (11)

‘To yield the correct rejection probability
[1− exp [−β (Ux′′x′ − Ux′′x)]] qZ, a veto called by
cell Z, with probability qZ, must be confirmed with
probability

[1− exp [−β (Ux′′x′ − Ux′′x)]]

qZ
, (12)

Two complications must be solved. First, a cell Z
neighboring the active cell 0 does not allow for a finite
upper bound qZ. Second, the cell Z may contain more
than one particle. Both cases can be easily treated with
the second requiring a set of “surplus” particles. The
“two-pebble” decision [24], first for the cell Z, then for
the particle x′′ ∈ Z, is illustrated in Alg. 3 (cell-veto),
which also implements a first loop over neighbor and sur-
plus particles, as in Alg. 2 (factorized-metropolis),
and a cell-veto loop over far-away cells that form a set F
(see Fig. 6). This loop over the elements of F is naive.

procedure cell-veto

input X (configuration of N particles)

x← choice(X)
x′ ← x+∆x (with |∆x| < δ)

for x′′ ∈ {neighbor} ∪ {surplus}: (see Fig. 6b){
Υ← ran(0, 1)
if Υ > exp [−β (Ux′′x′ − Ux′′x)] : goto 1

for Z ∈ F , non-empty: (loop over far-away cells F)

Υ1 ← ran(0, 1)
if Υ1 > qZ:

Υ2 ← ran(0, 1)
x′′ ← particle in cell Z

if Υ2 <
1− exp [−β (Ux′′x′ − Ux′′x)]

qZ
: goto 1

X← {x′} ∪X \ {x}
1 output X

——

Algorithm 3: cell-veto. Naive cell-veto algorithm. The
far-away cells Z use a two-pebble veto, one for the cell, one
for the particle (see patch in Alg. 4).

III. CELL-VETO LOOP

The loop over the far-away cells F in the naive Alg. 3
(cell-veto) scales linearly with N . It can be avoided by
sampling the subset Sveto of cells vetoing the proposed
move (Sec. III A). Two different scenarios are possible.
For infinitesimal moves, when the cell-veto algorithm is
implemented for a continuous-time Morkov process, as
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FIG. 6: Naive cell-veto algorithm for a move x→ x′, as implemented in Alg. 3 (cell-veto). (a): The box is divided into
cells which rarely contain more than one particle. (b): Neighbor and surplus particles are handled directly, as in Alg. 2. (c,d,
. . . ): Cell-veto loop. The far-away cells F are iterated over. Each cell Z, then the particle x′′ inside it, may veto the move.

in the event-chain Monte Carlo algorithm [36], the veto
probabilities are themselves infinitesimal and, most of the
time, the set Sveto is empty. Otherwise, if Sveto ̸= ∅, this
set contains a single cell, which can be sampled in O (1)
using Walker’s algorithm [37] (Sec. III B). In contrast,
for finite moves, the set Sveto may contain more than one
element, in which case it can be sampled without iter-
ating over all cells [28]. We present an algorithm which
reduces the sampling problem to the infinitesimal-move
case (Sec. III C).

A. The set Sveto of veto cells

In Alg. 3 (cell-veto), all cells are looped over, but
the veto must be confirmed in a second step only for
the subset Sveto ⊂ F of vetoing cells. The “cell-accept”
decisions are confirmed automatically [24]. Clearly, the
probability of any such subset is

π(Sveto) =
∏

Z∈Sveto

qZ︸ ︷︷ ︸
veto

∏
Z ̸∈Sveto

(1− qZ)︸ ︷︷ ︸
no veto

. (13)

Given Sveto, the loop over far-away cells becomes super-
fluous, and the cell-veto algorithm can be patched as in
Alg. 4.

B. Infinitesimal moves, event-chain Monte Carlo

In the non-reversible event-chain Monte Carlo algo-
rithm [23, 36, 38], the move

x → x′ = x+ vdt (14)

is infinitesimal and it is repeated until vetoed by a factor
M (in our case a pair). The particle originally at x thus
moves in continuous time along a ray indicated by the
velocity v in Eq. (14). This velocity can often be taken

procedure cell-veto(patch)

. . .
(treating neighbor and surplus particles as in Alg. 3)

. . .
Sveto ← sampled from π(Sveto) (see Eq. (13))

for Z ∈ Sveto, non-empty: (patch of cell-veto loop)
Υ← ran(0, 1)
x′′ ← (unique) particle ∈ Z

if Υ <
1− exp [−β (Ux′′x′ − Ux′′x)]

qZ
: goto 1

X← {x′} ∪X \ {x}
1 output X

——

Algorithm 4: cell-veto(patch). Patch of Alg. 3. The
iteration over the the far-away cells F is replaced by the
iteration over the vetoing cells Sveto ⊂ F .

of unit norm |v| = 1 and the inverse move need not
be proposed. After the veto, the other element in the
pair factor becomes the active particle, and this situation
that can be easily generalized to larger factors describing
for example many-body interactions or groups of atoms
indide a pair of molecules [29, 30, 39, 40].
Within the active cell “0”, a large number of subse-

quent infinitesimal moves along the ray are not vetoed
by any cell, with the probability

1−
∑
Z∈F

qZ︸ ︷︷ ︸
qF

, (15)

giving rise to a waiting-time distribution

P(t)dt = qF exp (−qF t) dt. (16)

This waiting time for the next cell event can be sampled
as t = log [ran(0, 1)] /qF . At the event time, the cell
responsible for the veto can be sampled in O (1) using
Walker’s algorithm, as is illustrated in Figs 7 and 8 for
far-away cells F = {A, . . . ,P}. In a periodic simulation
box, the Walker table concerns relative cell locations, and
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FIG. 7: Subsets of cells. (a): An infinitesimal move, vetoed by at most a single cell. (b): A finite move x→ x′, vetoed by a
non-trivial subset of cells. (c): With periodic boundary conditions, the set F is defined relative to the active cell.

FIG. 8: Walker’s algorithm for sampling the subset Sveto ⊂ F = {A,B, . . . ,P} of vetoing cells (see Fig. 7). The probabilities
shown correspond to {qA, . . . , qP} for infinitesimal moves or {λA, . . . , λP}, for finite moves. (a): The probabilities reflect the
spatial symmetry of the cells. (b): The probabilities are rearranged into a rectangle, with at most two elements stacked on top
of each other. After a O (|F|) preparation (from (a) to (b)), each sample takes two random numbers, so is O (1) for |F| → ∞.

it is prepared at the beginning of the simulation and then
translates together with the active particle (see Fig. 7c).
The method outlined above can be integrated into Alg. 4
for a native constant-time event-chain Monte Carlo al-
gorithm for the Lennard-Jones model and many other
models (see Fig. 10 for run-time data, and Appendix A
for a Python implementation).

C. Finite displacements

For a finite proposed move x → x′, in discrete time and
with finite cell-veto probabilities qZ for Z ∈ F , more than
one cell can veto, leading to a non-trivial subset Sveto.
While the cell-accepts are definite, the vetoes are not.
They must be confirmed by a second “pebble”. The set
Sveto, with the probability distribution given in Eq. (13),
can be sampled naively by iterating over the elements of
F .

To sample the set Sveto more efficiently, we consider a

procedure poisson-veto

input {qA, . . . , qP} (qZ: veto probability of cell Z)

Sveto ← ∅
for Z ∈ {A, . . . ,P}: λZ ← − log (1− qZ)

t← − log [ran(0, 1)] /λZ

if t < 1: Sveto ← Sveto ∪ {Z}
output Sveto
——

Algorithm 5: poisson-veto. Sampling the set Sveto
through |F| Poisson processes. See patch in Alg. 6 for an
equivalent, faster, version with a single Poisson process.

Poisson process of intensity λZ in the time interval [0, 1],
with a distribution of the number of events as

P(n events) =
λn
Z

n!
e−λZ . (17)

If we identify qZ with the probability that one or more
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events take place in the time interval [0, 1], we have:

qZ = P(≥ 1 events), (18)

= 1− P(0 events) = 1− e−λZ , (19)

which gives λZ = − log (1− qZ). The waiting-time dis-
tribution of this Poisson process is

P(t)dt = λZ exp (−λZt) dt, (20)

and events from this process can be sampled as t =
log [ran(0, 1)] /λZ. Naively, we might loop over the
cells in F , translate the cell-veto probabilities qZ into
the intensities λZ of associated Poisson processes and
check whether the waiting times are smaller than 1
(see Alg. 5 (poisson-veto)). Integrated into Alg. 4
(cell-veto(patch)), this exactly reproduces the factor-
ized Metropolis algorithm.

FIG. 9: Sampling the veto cells Sveto (see Fig. 7b). (a):
Using subsequent Poisson processes for {A, . . . ,P} (see
Alg. 5 (poisson-veto). (b): Using a single Poisson process,
together with Walker’s algorithm. Each cell may veto
repeatedly (see Alg. 6 (poisson-veto(patch))).

As the Poisson processes in Alg. 5 (poisson-veto) are
independent, one may run them in parallel (see Fig. 9). A
single Poisson process with intensity λ =

∑
Z∈F λZ then

controls the time at which one of the |F| Poisson pro-
cesses, that is, one of the cells, holds a veto. Walker’s al-
gorithm can again be used to identify this cell (see Alg. 6
(poisson-veto(patch))). This algorithm avoids the it-
eration over the set F of far-away cells, and as Walker’s
algorithm is of complexityO (1), the complexity of our al-
gorithm is essentially O (|Sveto|). The time interval of the
Poisson process may be adjusted so that Sveto contains
only few elements. Algorithm 6 (poisson-veto(patch))
can be integrated into Alg. 4 for a native constant-time
Monte Carlo algorithm for the Lennard-Jones model (see
Fig. 10 for run-time data, and Appendix A for a Python
implementation).

procedure poisson-veto(patch)

input {qA, . . . , qP} (qZ: veto probability of cell Z)

{λA, . . . , λP} ← {− log (1− qA) , . . . ,− log (1− qP)}
λ←

∑
Z∈F λZ (total intensity of all Poisson processes)

Sveto ← ∅
t← 0
while True:

t← t− log [ran(0, 1)] /λ (waiting time to next event)

if t > 1: break
Z← walker({λA, . . . , λP})
Sveto ← Sveto ∪ {Z}

output Sveto
——

Algorithm 6: poisson-veto(patch). Efficient sampling of
the set Sveto of veto cells through a single Poisson processes.

FIG. 10: Number of pair-potential evaluations per
unit-distance traveled by a single particle. The results were
obtained using the Python programs of Appendix A. The
lines are guides to the eye.

IV. CONCLUSIONS

In this paper, we have discussed the role of long-range
potentials within molecular simulation and, especially,
within the Monte Carlo approach to sampling. In a sit-
uation where enormous effort has been dedicated to the
efficient evaluation of the total energy and its gradient,
we point out that Monte Carlo sampling of the Boltz-
mann distribution exp (−βU) does not generally require
knowledge of the total energy U . The cell-veto algo-
rithms that we presented here use a “two-pebble” de-
cision that is akin to the thinning of Poisson processes,
and they can be extended in many directions. In related
research [29, 32, 41], we have shown that the SPC/Fw
water model frequently used in biomolecular simulations
can be sampled exactly in the canonical ensemble, with-
out relying on thermostats, discretization, cutoffs, and
grids. It remains to be seen whether our native methods
can be applied more generally to molecular applications
and whether it can solve the problems posed by trucating,
smoothing out, or discretizing interactions in long-time
simulations. In our examples, the long-range nature of
the potentials relate to the physics of the photon (rather
than the meson) for the Coulomb interaction, and the
London dispersion force for the Lennard-Jones potential
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of great importance for the physics of interfaces and sur-
faces in soft condensed matter.
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Appendix A: Computer programs

The present work is accompanied by the MCLongRange
software package, which is published as an open-source
project under the GNU GPLv3 license. MCLongRange is
available on GitHub as a part of the JeLLyFysh orga-
nization. The package contains Python implementations
of many algorithms discussed in this paper and has been
used to produce the numerical results of Fig. 10. The url
of the repository is https://github.com/jellyfysh/
MCLongRange.git.
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