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Abstract

We study the stochastic sandpile model on Z
d and demonstrate that the critical density is strictly

less than one in all dimensions. This generalizes a previous result by Hoffman, Hu, Richey, and Rizzolo
(2022), which was limited to the one-dimensional case. In addition, we show that the critical density is
strictly positive on any vertex-transitive graph, extending the earlier result of Sidoravicius and Teixeira
(2018) and providing a simpler proof.

1 Introduction

Many natural and complex phenomena, such as earthquakes, snow avalanches, forest fires, and others, exhibit
sudden large-scale events triggered by small disturbances. Bak, Tang, and Wiesenfeld proposed a general
explanation for these phenomena, which they referred to as self-organized criticality [4]. Their research
brought about a major shift in understanding and became one of the most frequently referenced papers in
physics throughout the following decade.

Various processes have been suggested as universal models of self-organized criticality [3]. Bak, Tang,
and Wiesenfeld introduced the abelian sandpile model, which operates through a deterministic process of
redistribution [4]. The model’s intricate mathematical framework has been studied extensively by various
branches of mathematics. However, physicists later observed that the model lacks the universality typically
expected from systems displaying self-organized criticality. For example, it is highly dependent on the initial
conditions and other details [10, 8, 17].

Manna introduced a probabilistic variant of the abelian sandpile model [21], later known as the stochas-
tic sandpile model (SSM). This version demonstrates more robust universality properties compared to the
abelian sandpile. It is widely believed that this model is the appropriate framework for investigating the
phenomenon of self-organized criticality and its universal characteristics [9, 20, 16]. However, its rigorous
mathematical analysis presents various challenges. For this reason, despite some progress, in recent years,
the focus of the mathematics community has shifted to a close variant of SSM, the activated random walk
model (ARW), which is more tractable mathematically and is believed to belong to the same universality
class as SSM [20]. In particular, progress has been made toward understanding the properties of the crit-
ical curve for ARW. These advancements include the demonstration that it is strictly between zero and
one [2, 11, 15, 5, 14, 25, 28], continuity as a function of the deactivation parameter [29] and universality [26].
Furthermore, the equivalence of critical thresholds has been established in one dimension [13] and explored
in wider generality [19]. Additionally, some bounds on the mixing time of the so-called ’driven-dissipative’
dynamics have been provided [18, 6].

In contrast, our understanding of the stochastic sandpile model remains more limited. In particular, one
of the key open questions for this class of models — whether the critical density is below one — remains
unresolved for any graph beyond Z [12]. In this paper, we resolve this conjecture for Z

d in any dimension
d ≥ 1. Additionally, we provide a new, simplified proof that the critical density is strictly positive on any
vertex-transitive graph, thereby extending previous results [22, 25, 27].
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The central tool in deriving the upper bound for the critical threshold is a novel stochastic comparison
with a variant of the activated random walk model. This comparison enables us to apply recently developed
techniques from the analysis of ARW to the stochastic sandpile model. We hope that this new stochastic
comparison may help to make further progress in the rigorous understanding of the stochastic sandpile model
in the future.

1.1 Definition and main results

Let us consider a finite graph G = (V,E). At time zero, each vertex has a number of particles, which is
an independent Poisson random variable with mean µ > 0. At any time, each vertex is declared stable if it
hosts at most one particle and unstable otherwise. The dynamics evolve in continuous time. Each vertex is
associated with an independent Poisson clock with rate one. When the clock rings, if the vertex is unstable,
two particles from that vertex perform an independent simple random walk step, while if the vertex is stable,
nothing happens.

On infinite vertex-transitive graphs (like, for example, Zd), the dynamics can be defined by taking the
limit of large finite balls with absorbing boundary conditions [1, 25]. Criticality of the SSM on infinite graphs
is defined with respect to whether the system remains active or not. We say that the system locally fixates
if every vertex is visited only finitely many times by the particles and eventually becomes stable; otherwise,
we say that the system stays active.

Rolla and Sidoravicius [25] showed in wide generality the existence of a critical value µc ≥ 0 such that
if µ > µc, the system is almost surely active, and if µ < µc, the system fixates almost surely. They proved
that µc ∈ [ 14 , 1] in Z. The lower bound in Z was then improved to µc ≥ 1

2 in [22]. Sidoravicius and Teixeira
[27] employed renormalisation techniques to show that µc > 0 in Z

d for each d ∈ N.

Our first theorem shows that the critical density of the stochastic sandpile is strictly positive on vertex-
transitive graphs.

Theorem 1.1. For any vertex-transitive graph G of degree at least two, the critical density of the stochastic
sandpile model satisfies

µc > 0.

The novelty of the result is not only in extending the class of graphs for which it holds but also in
presenting a simpler proof.

Our second theorem shows that the critical density of SSM is strictly below one in Z
d for each dimension

d ≥ 1, thus extending previous results from [12], which are restricted to one dimension.

Theorem 1.2. In any dimension d ≥ 1, the critical density of the stochastic sandpile model on Z
d satisfies

µc < 1.

Theorem 1.2 is one of the main results of our paper. Together with Proposition 4.1 below, which presents
the new coupling argument, these form the core contributions of our work.

1.2 Proof outline

The proof of Theorem 1.1 requires the adaptation to the stochastic sandpile model of the “weak stabilisation”
method, which was introduced in [28] for the activated random walk model. The proof is short and is
presented in Section 3, together with a short description of the method.

For the proof of Theorem 1.2, the new central idea is a stochastic comparison between the SSM and a ver-
sion of the activated random walk model, which we refer to as the activated random walk with instantaneous
deactivation (in short: ARWD), see Proposition 4.1 below.

Similarly to the activated random walk model, in ARWD, particles can be either active or sleeping.
Active particles get activated whenever they share a vertex with other active particles, and they fall asleep
with probability λ

1+λ independently at each discrete step if they are alone, where λ > 0. Informally, the
main difference with the activated random walk model is that, in addition, the active particles fall asleep
instantaneously whenever they jump to a vertex.
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The coupling between the two models requires moving particles ‘in parallel’ by using the same jump
instructions. Even though in SSM particles can only be of one type, we can view each particle as ‘sleeping’
if it has just jumped to a vertex that has been toppled an even number of times. We think of a particle
as ‘activated’ whenever such a vertex is visited by some other particle afterward. The coupling is then
constructed in such a way that, whenever a particle becomes stable in SSM, the corresponding particle also
falls asleep in ARWD. In some cases, it may happen that we are allowed to move a particle in SSM, but we
are not allowed to move the corresponding particle in ARWD since it is sleeping. The opposite, however,
never happens. This allows us to dominate from below the activity in SSM by the activity in ARWD.

For the coupling to work, we need to restrict the set of vertices where the reactivation of sleeping
particles is possible in both models, ignoring the fact that particles outside this set may still be active. Such
a restriction is necessary to dominate from below using independent random variables the reactivation of
sleeping particles in SSM within this set. The proof method also requires disallowing the deactivation of
particles outside a certain arbitrary set of vertices A in both models (for SSM, this is formalized through
the introduction of the so-called ’A-stabilisation’, see Section 2.3 below) and then considering all possible
choices of A. We refer to Section 5.1 for a more formal description of the coupling argument.

Once the stochastic comparison is established, it remains to show that ARWD is active, thus deducing
by the stochastic comparison that SSM is also active. For this, we adapt to ARWD the strategy which was
developed in [2]. We first show that for µ close enough to 1 and less than one, the stabilisation time of the
SSM on the torus is exponentially large:

Theorem 1.3. For every d ≥ 1, for µ ∈ (0, 1) close enough to 1, the stabilisation time Tn of the stochastic
sandpile model on the torus Zdn = (Z/nZ)d started with i.i.d. Poisson numbers of particles on each site, with
parameter µ, satisfies

∃ c > 0 ∀n ≥ 1 P
(

Tn < ecn
d)

< e−cn
d

. (1)

Theorem 1.3 implies Theorem 1.2 through the following result, which is an analog of Theorem 4 in [11]:

Theorem 1.4. For every d ≥ 1, for every µ < µc, where µc is the critical density of the stochastic sandpile
model on Z

d, the property (1) does not hold.

This theorem can be proved by adapting the proof of Theorem 4 in [11]. Since it is already known that
µc < 1 for the stochastic sandpile model in dimension d = 1 [12], we provide the detailed proof only for
d ≥ 2.

While the overall strategy to prove that ARWD is active is similar to that in [2], the adaptation requires
addressing some technical challenges. These include the fact that, unlike in [2], not all particles are active at
time zero, the reactivation of sleeping particles is restricted to a certain set of sites, and there is an additional
rule in ARWD governing when particles fall asleep. These features make it harder for the model to be active
in comparison to the activated random walk. We believe these generalizations may have some relevance on
their own. We also remark that ARWD is an example of a non-abelian particle system, and exploring this
model may offer further insights.

Notation. We let dG(·, ·) be the graph distance in G = (V,E), B(x, r) be the set of vertices which have
graph distance at most r from x. We use the notation B(r) for B(o, r), where o ∈ V is the root of G. We
also use the notation N0 = {0, 1, . . .} and N = {1, 2, . . .}.

2 Diaconis-Fulton representation

In this section we describe the Diaconis-Fulton graphical representation for the dynamics of SSM and intro-
duce several stabilisation procedures.

2.1 Stabilisation

Let G = (V,E) be an undirected, locally finite, finite or infinite graph. A configuration of the stochastic
sandpile model on G can be represented by a vector η : V → N0, with N0 = N ∪ {0}, where η(x) = k ∈ N0

3



means that there are k particles on the site x. A site x ∈ V is stable in the configuration η if η(x) = 0 or 1,
and it is unstable if η(x) ≥ 2. We say that a configuration η is stable in a subset V ′ ⊂ V if η(x) ≤ 1 for all
x ∈ V ′. We now define, for every x ∈ V and every y neighbour of x in the graph G, an operator τxy which
corresponds to one particle jumping from x to y: namely, if η ∈ N

V
0 is such that η(x) ≥ 1, we define

τxyη(z) =











η(x)− 1 if z = x

η(y) + 1 if z = y

η(z) otherwise.

Let us fix for now an array of instructions τ = (τx,j : x ∈ V, j ∈ N), where for every x ∈ V and j ∈ N,
τx,j ∈ {τxy : y ∼ x}. Once this array is fixed, the configuration of the model at a certain time may be
encoded in a couple (η, h), where η : V → N0 is the current configuration and h : V → N0 is a function
which counts the number of pairs of instructions already used at each site. We say that we topple x when
we act on this couple (η, h) through the operator Φx, which is defined as

Φx(η, h) = (τx,2h(x)+2τx,2h(x)+1η, h+ 1x) ,

provided that x is unstable in η. The toppling operation Φx at x is termed legal for a couple (η, h) when
x is unstable in η, and illegal otherwise. We let h = 0 indicate h(y) = 0 for all y ∈ V , and we abbreviate
Φx(η, 0) as Φxη.

Given a sequence α = (x1, x2, . . . , xk) of sites, we denote by Φα = Φxk
Φxk−1

· · ·Φx2Φx1 the composition
of the topplings at the sites x1, x2, . . . , xk−1, xk, in that order. We call Φα legal for a configuration (η, h)
if Φx1 is legal for (η, h) and Φxℓ

is legal for Φ(x1, ..., xℓ−1)(η, h) for each ℓ = 2, . . . , k. In this case we call α
a legal sequence of topplings for (η, h).

For every x ∈ V , we define

mα(x) =

k
∑

ℓ=1

1{xℓ=x} .

In other words, mα(x) indicates the number of times that the site x appears in the sequence α. Given a
toppling sequence α = (x1, x2, . . . , xk) and a subset V ′ of V , we say that α is contained in V ′, and we write
α ⊂ V , if all its elements are in V ′, and we say that α stabilises a given configuration η in V ′ if every site
x ∈ V ′ is stable in the particle configuration of Φαη.

For any subset V ′ ⊂ V , any particle configuration η and any array of instructions τ , we define the
odometer

mV ′,η = 2 sup
α⊂V ′, α legal for (η, 0)

mα.

In the particular case V ′ = V , we simply write mη = mV,η. It follows from the Abelian property (see [25,
Lemma 2]) that, if there exists a legal sequence α ⊂ V ′ which stabilises η in V ′, then mV ′,η = 2mα, that is
to say, mV ′,η counts the number of times that a particle jumps from x in the stabilisation of V ′ starting from
configuration η using the instructions in τ , using whatever legal stabilising sequence. For any V ′′ ⊂ V ′ ⊂ V ,
we write

‖mV ′,η‖V ′′ =
∑

x∈V ′′

mV ′,η(x)

for the number of topplings on the sites of V ′′ during the stabilisation of η in V ′. In the particular case where
V ′′ = V ′, we simply write ‖mV ′,η‖ = ‖mV ′,η‖V ′ and, if V ′′ = V ′ = V , we write ‖mη‖. If ‖mV ′,η‖ < ∞,
then the Abelian property ensures that the configuration reached when stabilising η in V ′ does not depend
on the toppling sequence used and thus we can denote by ηV ′,∞ the final configuration. In the case where
V ′ = V , we simply write η∞.

We now introduce a probability measure on the space of instructions and of particle configurations. Let
P be a probability measure on the set of all possible fields of instructions, which is such that the instructions
(τx,j)x∈V,j∈N, are independent, with, for every x ∈ V and any j ∈ N, P(τx,j = τxy) = 1

dx
for any y ∈ V

neighboring x, where dx is the degree of the vertex x in G.

The initial distribution η is i.i.d. with a Poisson number of particles with parameter µ on each site. Let
us denote by Pµ the corresponding probability measure on the set N

V
0 . We write Pµ = P ⊗ Pµ for the
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joint law of τ and η, and we let Pµ denote the probability measure induced by the SSM process. That is to
say, compared to Pµ, the measure P

µ also contains the randomness relative to the times at which each site
topples. Write E, Eµ, Eµ for the expectations with respect to the measures P , Pµ, Pµ.

The following lemma gives a 0-1 law for local fixation and relates it to a property of the stabilisation
odometer mη:

Lemma 2.1 (Lemma 4 in [25]). Let G = (V,E) be an infinite vertex-transitive graph and let x ∈ V be
arbitrary. Then,

P
µ(the system locally fixates) = Pµ(mη(x) <∞) ∈ {0, 1} .

This lemma tells us that, in order to establish local fixation almost surely, it is enough to show that a
site is toppled a finite number of times with positive probability.

2.2 Stabilisation with half-topplings

Given an array of instructions τ = (τx,j : x ∈ V, j ∈ N) and a configuration η, we introduce a stabilisation
strategy with the half-toppling operation, which moves the particles one by one.

A half-toppling consists in sending only one particle to a neighboring site chosen at random (i.e., following
the appropriate instruction) and is possible when η(x) ≥ 1. Fix an array of instructions τ . We say we half-
topple x when we act on a particle configuration η satisfying η(x) ≥ 1 and on the vector h through the
operator φx, which is defined as

φx(η, h) = (τx,2h(x)+1η, h+
1

2
1x) .

As before, we abbreviate φx(η, 0) by φxη. For a particle configuration η : V → N0 and an odometer h : V →
(1/2)N0, we say that a site x is half-unstable in (η, h) if either η(x) ≥ 2 or η(x) = 1 and h(x) /∈ N0 (and
otherwise the site is said half-stable). For a sequence α = (x1, . . . , xk) we denote, for any ℓ ∈ {1, . . . , k},
α(ℓ) = (x1, . . . , xℓ), and we define the operator φα as the composition φxk

φxk−1
· · ·φx1 . We say that the

sequence α = (x1, . . . , xk) is admissible for (η, h) if for any ℓ ∈ {1, . . . , k}, the particle configuration
of φα(ℓ)(η, h) contains at least one particle at xℓ. Given α admissible for η, we say that α = (x1, . . . , xk) is
legal for the stabilisation with half-topplings of (η, h) (in short: half-legal) if for every ℓ ∈ {1, . . . , k}, the
site xℓ is half-unstable in φα(ℓ)(η, h). Moreover, we say that the sequence of topplings α stabilises (η, h) in
V ′ via half-topplings (in short: it is half-stabilising) if it is half-legal for η, it is contained in V ′ and every
site x ∈ V ′ is half-stable in φα(η, h). We have

mV ′,η = sup
α⊂V ′, α half-legal for η

mα,

for any V ′ ⊂ V and the Abelian property also holds for the stabilisation with half-topplings (see [25, Section
6] for details). Thus, mV ′,η counts the number of times that a particle jumps from x both in the stabilisation
and in the half-stabilisation of η in V ′ using the instructions in τ , using whatever stabilising or half-stabilising
sequence α.

2.3 Modified stability rules with respect to a fixed settling set

Definition 2.1. Given a subset A ⊂ V , a site x ∈ A is said A-stable for a couple (η, h) if η(x) = 0 or if
η(x) = 1 and h(x) ∈ N0, whereas a site x ∈ V \A is said A-stable for (η, h) if η(x) = 0. Otherwise, the site
is said A-unstable. We call an admissible sequence of half-topplings α = (x1, . . . , xk) A-legal for η if for any
ℓ ∈ {1 . . . , k}, the site xℓ is A-unstable in φα(ℓ)η. We say that a couple (η, h) is A-stable in a set V ′ ⊂ V if
all the sites of V ′ are A-stable for (η, h).

Definition 2.2. We say that a sequence of half-topplings α A-stabilises η in V ′ ⊂ V if α is admissible and
φαη is A-stable in V ′. We also define the odometer of the A-stabilisation of V ′ as

mA
V ′,η = sup

α⊂V ′, α is A-legal
mα .

In the particular case V ′ = V , we omit V ′ and simply write mA
η .
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Similarly to stabilisation and half-stabilisation, the Abelian property also holds for the A-stabilisation
with minor changes in the proofs (see [25, Section 3]). For any V ′′ ⊂ V ′, denote by

‖mA
V ′,η‖V ′′ =

∑

x∈V ′′

mA
V ′,η(x)

the number of half-topplings on the sites of V ′′ during the A-stabilisation of η in V ′. In the particular
case where V ′′ = V ′, we simply write ‖mA

V ′,η‖ = ‖mA
V ′,η‖V ′ and, if V ′′ = V ′ = V , we write ‖mA

η ‖. If
‖mA

V ′,η‖ <∞, which means that η can be A-stabilised in V ′ with a finite number of half-topplings, then the
Abelian property ensures that the configuration reached when stabilising η in V ′ does not depend on the
toppling sequence used, which allows us to write this final configuration ηAV ′,∞. In the case where V ′ = V ,

we simply write ηA∞. Note that if V ′ = V = A then mA
η = mη and ηA∞ = η∞.

Lemma 2.2. If η∞ = 1A then mη = mA
η .

Proof. If η∞ = 1A then there exists a half-legal sequence α such that φαη = (1A, h) with h(x) integer for
every x ∈ A. Then we have mη = mα.

Yet, this final configuration (1A, h) is not only stable but also A-stable. Besides, as any half-legal
sequence, this sequence α is also A-legal. Thus, α is a A-legal sequence which A-stabilises η, whence by the
Abelian property mA

η = mα = mη.

3 Proof of Theorem 1.1

The proof of Theorem 1.1 requires the introduction of the weak stabilisation technique for the stochastic
sandpile model. This method was introduced for the activated random walk model in [28].

3.1 Weak stabilisation

We introduce the weak stabilisation strategy for the stochastic sandpile model. Given an array of instructions
τ = (τx,j : x ∈ V, j ∈ N), a configuration η and α a legal sequence for (η, 0), we use the notation ηα for the
particle configuration which is obtained by toppling the vertices of the sequence α, i.e., the first component
of the pair Φα(η), using the convention that η∅ = η. For any x ∈ V , let Ix = B(x, 1) be the set of vertices
whose graph distance from x is at most one.

Definition 3.1 (Weakly stable configurations). Given a set V ′ ⊂ V , we say that the configuration η is
weakly stable in V ′ with respect to x ∈ V ′ if one of the following two conditions is fulfilled:

(i) η is stable in V ′,

(ii) η is stable in V ′ \ Ix, there exists a site z ∈ Ix such that η(z) = 2 and the other sites of Ix are empty
in η.

For conciseness, we simply say that η is weakly stable in (x, V ′).

Definition 3.2 (Weak stabilisation). Given a set V ′ ⊂ V , a vertex x ∈ V ′, and an array τ , we say that
the sequence of topplings α = (x1, . . . , xk) is legal for the weak stabilisation of η in V ′ with respect to x (in
short: x-weakly legal) if it is legal for (η, 0) and if

xℓ ∈ Ix and ηα(ℓ−1)(xℓ) = 2 =⇒ ∃z ∈ Ix : z 6= xℓ and ηα(ℓ−1)(z) ≥ 1,

for each ℓ ∈ {1, 2, . . . , k}. We say that the sequence of topplings α = (x1, . . . , xk) weakly stabilises η in
(x, V ′) if it is contained in V ′, it is x-weakly legal for (η, 0), and ηα is weakly stable in (x, V ′).

Similarly to stabilisation, half-stabilisation and A-stabilisation, the Abelian property holds also for the
weak stabilisation with minor changes in the proofs (see [21, Section 3]). An x-weakly legal sequence ensures
that, whenever a vertex in Ix is toppled, there will still be a particle in Ix in the subsequent step. This
observation leads to the following lemma.
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Lemma 3.1. For arbitrary V ′ ⊂ V and x ∈ V ′, let α = (x1, . . . , xk) be a sequence which weakly stabilises
η in (x, V ′). Suppose that there exists ℓ ∈ {0, 1, . . . , k} such that ηα(ℓ)(z) ≥ 1 for some z ∈ Ix. Then there
exists z ∈ Ix such that ηα(z) ≥ 1.

Proof. The lemma follows from the definition of weakly legal sequence. Indeed, according to the definition
of a (x, V ′)-weakly legal sequence, we can only topple a vertex in Ix if it contains at least three particles,
or if it contains exactly two particles and another vertex in Ix hosts at least one particle. These conditions
ensure that, if a particle jumps to Ix at any point, Ix will continue to host at least one particle at the end
of the weak stabilisation, when we obtain a weakly stable configuration.

Weak stabilisation is used for the proof of the next proposition, providing a lower bound for the probability
that stabilisation ends with at least one particle in Ix.

Proposition 3.2. Let G = (V,E) be a regular graph with degree d. Let Ax,L be the event that there is at
least one particle in Ix at the end of the stabilisation of B(L). Then, for any L ∈ N and x ∈ B(L),

Pµ(Ax,L) ≥
d− 1

d3
− Pµ(mB(L),η(x) = 0).

The strategy for the proof of Proposition 3.2 is to stabilise B(L) by first weakly stabilising (x,B(L)),
which gives a weakly stable configuration ηw for (x,B(L)). Then either Ix was never visited during the weak
stabilisation, or Ix was visited and ηw is stable in B(L), in which case Lemma 3.1 ensures that we finish
the stabilisation procedure with one particle in Ix, or there exists z ∈ Ix such that ηw(z) = 2, all the other
vertices of Ix are empty and ηw is stable in V ′ \ Ix. In the latter case, with some positive probability, we
stabilise B(L) in at most two steps in such a way that some particle remains in Ix.

Proof of Proposition 3.2. Let η be the initial particle configuration. We stabilise η in B(L) by first performing
a weak stabilisation of (x,B(L)), thus obtaining a weakly stable configuration ηw, and then, if ηw is not
stable in B(L), by proceeding with the stabilisation.

Let Qx,L be the event that at least one particle has been in Ix during the weak stabilisation of (x,B(L)),
i.e., there exists ℓ ∈ {0, 1, . . . , k} such that ηα(ℓ)(z) ≥ 1 for some z ∈ Ix, where α = (x1, . . . , xk) is a sequence
which stabilises the initial configuration weakly in (x,B(L)). We observe that

Pµ(Ax,L) ≥ Pµ(Ax,L ∩Qx,L ∩ {ηw is stable in B(L)}) + Pµ(Ax,L ∩ {ηw is not stable in B(L)}). (2)

Consider the second term on the right-hand side of (2). If ηw is not stable in B(L), by definition of a weakly
stable configuration this implies that there exists a site z ∈ Ix such that ηw(z) = 2 and ηw(y) = 0 for all
y ∈ Ix \ {z}. If z ∈ Ix \ {x}, it then happens with probability d−1

d3 that such two particles both jump to x in
one step and, at the next step, they jump to two distinct neighbours of x, thus giving a stable configuration
in B(L) with two particles in Ix. Instead, if z = x, it happens with probability d−1

d that such two particles
jump to two distinct neighbours of x, again giving a stable configuration in B(L) with two particles in Ix.
Hence,

Pµ(Ax,L ∩ {ηw is not stable in B(L)}) ≥ d− 1

d3
Pµ(ηw is not stable in B(L)).

We consider now the first term on the right-hand side of (2). By Lemma 3.1 we have that

Qx,L ∩ {ηw is stable in B(L)} ⊂ Ax,L.

Hence,

Pµ(Ax,L ∩Qx,L ∩ {ηw is stable in B(L)}) = Pµ(Qx,L ∩ {ηw is stable in B(L)})
≥ 1− Pµ(Qcx,L)− Pµ(ηw is not stable in B(L)).

By replacing the previous expression in (2), we then obtain that

Pµ(Ax,L) ≥ 1− Pµ(Qcx,L)− Pµ(ηw is not stable in B(L)) +
d− 1

d3
Pµ (ηw is not stable in B(L))

≥ 1− Pµ(Qcx,L)−
(

1− d− 1

d3

)

Pµ (ηw is not stable in B(L))

≥ 1− Pµ(Qcx,L)−
(

1− d− 1

d3

)

=
d− 1

d3
− Pµ(Qcx,L).
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The proof is then concluded by observing that the event Qcx,L implies that mB(L),η(x) = 0.

The next corollary is central in the proof of Theorem 1.1. The corollary implies that, if we assume that
the stochastic sandpile model is active, then the probability that any ball Ix which is far enough from the
boundary of B(L) hosts at least one particle after stabilisation is bounded from below.

Corollary 3.3. Let G = (V,E) be an infinite vertex-transitive graph with degree d, and suppose that the SSM
in G is active. Then, for any ε > 0, for r large enough, for any L ∈ N and x ∈ B(L) with B(x, r) ⊂ B(L),

Pµ(Ax,L) ≥
d− 1

d3
− ε. (3)

Proof. Since the system is active and the graph is vertex-transitive, Lemma 2.1 implies that we can find
r = r(ε) > 0 such that for any x ∈ V ,

Pµ(mB(x,r),η(x) = 0) ≤ ε.

By monotonicity [25, Lemma 3], we have that for every x ∈ V such that B(x, r) ⊂ B(L),

Pµ(mB(L),η(x) = 0) ≤ Pµ(mB(x,r),η(x) = 0) ≤ ε.

This concludes the proof, using Proposition 3.2.

3.2 Concluding the proof of Theorem 1.1

Let us briefly present the idea of the proof of Theorem 1.1 for SSM in Z
d. Corollary 3.3 implies that, if the

system is active, then the density of particles on large balls after stabilisation is at least a positive constant
c, which depends only on d and does not depend on µ (this argument fails on non-amenable graphs, since (3)
does not hold at vertices which are “too close’e to the boundary of the ball, and such graphs have too many
vertices on the boundary). Since the density of particles cannot increase during stabilization, this implies
that µ ≥ c, and this being true for every µ such that SSM is active, we deduce that µc ≥ c.

The proof on general vertex-transitive graphs (which are not necessarily amenable) requires an additional
tool, namely the method of ghost particles. We will still look for a lower bound on the density of particles
after stabilization, using Corollary 3.3, to obtain in fine a lower bound on µ such that SSM stays active.

We let X(t) denote a simple random walk in G, and Px denote its law when X(0) = x ∈ V . We let Ex
denote the corresponding expectation. Given a set Z ⊂ V , we define τZ := inf{t ≥ 0 : X(t) ∈ Z}. For any
x, y ∈ V , we define the Green’s function,

GZ(x, y) := Ex

[

τZc−1
∑

t=0

1{X(t)=y}

]

.

We state an auxiliary result from [7] which will be used in the proof.

Lemma 3.4 (Lemma 4.1 in [7]). Given an infinite vertex-transitive graph G = (V,E), for any r ∈ N there
exists L0 = L0(r) such that, for any L ≥ L0,

∑

x∈B(L)

GB(L)(x, o) < 10
∑

x∈B(L):
B(x,r)⊂B(L)

GB(L)(x, o).

Proof of Theorem 1.1. Let µ > 0 such that the SSM is active. We will show that this implies a lower bound
on µ.

Let L ∈ N. We perform a stabilisation of the set B(L). Once the stabilisation of B(L) is complete,
we let each stable vertex in B(L) with precisely one particle perform a ghost simple independent random
walk starting from that vertex and being killed upon leaving B(L). Let m̄L(o) be the number of particles or
ghosts jumping from the root vertex o ∈ V , let wL(o) be the number of ghosts jumping from o and recall that
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mB(L),η(o) denotes the odometer, namely the number of particles jumping from o during the stabilisation of
B(L). We then have that

m̄L(o) = mB(L),η(o) + wL(o) ≥ wL(o). (4)

Denote by P̄µ the probability measure in the enlarged probability space of particles and ghosts, by Ēµ

the expectation with respect to P̄µ, and recall that ηB(L),∞ denotes the particle configuration after the
stabilisation of B(L).

It follows from the definition of ghosts that

Ēµ[m̄L(o)] = µ
∑

x∈B(L)

GB(L)(x, o), (5)

Ēµ[wL(o)] =
∑

x∈B(L)

P̄µ
(

ηB(L),∞(x) = 1
)

GB(L)(x, o). (6)

The first identity holds since, in order to sample m̄L(o), we need to start an independent simple random
walk trajectory killed upon leaving B(L) for each initial particle in B(L) and count the number of visits at
o. The second identity holds since a ghost starts from a vertex x if and only if a particle is at x after the
stabilisation of B(L).

Let ε > 0. We define the set KL := {x ∈ B(L) : B(x, r) ⊂ B(L)}, choosing the constant r large enough
so that, by Corollary 3.3, Pµ(Ax,L) ≥ d−1

d3 − ε for every L ∈ N and x ∈ KL. Note that we can identify a set
of vertices U ⊂ KL such that for each x, y ∈ U , if x 6= y then Ix ∩ Iy = ∅, and

∀x ∈ KL ∃ y ∈ U dG(x, y) ≤ 2 (7)

(indeed, if there was x ∈ KL such that dG(x, y) > 2 for each y ∈ U , we could simply take x in U). Moreover,
we observe that from the Markov property, for x, y ∈ V such that dG(x, y) = k we have that

1

dk
GB(L)(y, o) ≤ GB(L)(x, o) ≤ dk GB(L)(y, o). (8)

From (7) and (8) we deduce the crude bound

∑

x∈KL

GB(L)(x, o) ≤
∑

y∈U

∑

x∈KL:
d(x,y)≤2

GB(L)(x, o)

≤
∑

y∈U

∑

x∈KL:
d(x,y)≤2

d2GB(L)(y, o) ≤ d2(d2 + 1)
∑

y∈U
GB(L)(y, o). (9)

Finally, note that, by the Markov property, for any y ∈ U we have that

∑

x∈Iy
P̄µ (η∞(x) = 1)GB(L)(x, o) ≥ 1

d
P̄µ (Ay,L)GB(L)(y, o), (10)

where we used that the expected number of visits at o from ghosts starting in Iy is at least the expected
number of visits from one of the ghosts starting from Iy assuming that, if such ghost starts from x ∈ Iy with
x 6= y, then in the first step it jumps to y.

Thus, we have that, for any large enough L,

9



Ēµ[m̄L(o)] ≥ Ēµ[wL(o)] ≥
∑

y∈U

∑

x∈Iy
P̄µ
(

ηB(L),∞(x) = 1
)

GB(L)(x, o)

≥ 1

d

∑

y∈U
P̄µ (Ay,L) GB(L)(y, o)

≥ 1

d

(

d− 1

d3
− ε

)

∑

y∈U
GB(L)(y, o)

≥ 1

d3(d2 + 1)

(

d− 1

d3
− ε

)

∑

x∈KL

GB(L)(x, o)

≥ 1

10d3(d2 + 1)

(

d− 1

d3
− ε

)

∑

x∈B(L)

GB(L)(x, o)

where the first inequality follows from (4), for the second inequality we use (6), for the third inequality we
use (10), for the fourth inequality we use that r was given by Corollary 3.3, for the fifth inequality we use
(9) and for the last inequality we use Lemma 3.4. Then, using (5) we deduce that

Ēµ[m̄L(o)] ≥
1

10d3(d2 + 1)

(

d− 1

d3
− ε

)

× 1

µ
Ēµ[m̄L(o)],

which, given that Ēµ[m̄L(o)] 6= 0, implies that

µ ≥ 1

10d3(d2 + 1)

(

d− 1

d3
− ε

)

.

This being true for every ε > 0 and for every µ > 0 such that the SSM is active, we obtain that

µc ≥
d− 1

10d6(d2 + 1)
, (11)

which concludes the proof that µc > 0.

4 Stochastic comparison

In this section we introduce the activated random walks with instantaneous deactivation (ARWD) and we
present one of our main results, namely the stochastic comparison between SSM and ARWD.

4.1 Definition of the ARWD process

Our strategy to obtain the upper bound is based on a comparison with another model, which we call activated
random walks with instantaneous deactivation (ARWD). As for activated random walks, a configuration of
the ARWD model on G can be represented by a vector η : V → Ns, with Ns = N0∪{s}, where η(x) = k ∈ N0

means that there are k active particles on the site x, while η(x) = s means that there is one sleeping particle
on the site x. A site x ∈ V is said to be stable in the configuration η if η(x) ∈ {0, s}, otherwise it is called
unstable. We say that a configuration η is stable in a subset U ⊂ V if η(x) ∈ {0, s} for all x ∈ U .

For η ∈ N
V
s
, we denote by |η| = ∑

x∈V |η(x)| the total number of particles in η (using the convention
that |s| = 1). We equip the set Ns with the order 0 < s < 1 < 2 < · · · and, for η, η′ ∈ N

V
s , we write η ≤ η′

if η(x) ≤ η′(x) for every x ∈ V .

Given η ∈ N
V
s
, U ⊂ V , we denote by ηU and ηU the configurations respectively obtained by waking up

the particles in U or making them fall asleep, that is to say, for every x ∈ V ,

ηU (x) =

{

1 if x ∈ U and η(x) = s ,

η(x) otherwise
and ηU (x) =

{

s if x ∈ U and η(x) = 1 ,

η(x) otherwise.
(12)
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We now present the ARWD process, first informally, before giving the precise definition below. This process
is associated with a certain fixed subset A ⊂ V , and is a variant of the loop representation of ARW introduced
in [2]. At each time step of this process, an unstable site x ∈ V is chosen, with a certain deterministic rule
which depends on the past history of the process. This rule is given by what we call a toppling strategy:

Definition 4.1. A toppling strategy is an application f : ∪t≥0(N
V
s )

t+1 → V such that for every t ≥ 0 and
every configurations η0, . . . , ηt with ηt unstable, the site f(η0, . . . , ηt) is unstable in ηt.

Note that we will indeed use a strategy that depends not only on the current configuration but on the
whole history of the process (see Section 6.1 for the precise definition of the toppling strategy used during
the so-called ping-pong rally).

Then, if the chosen unstable site x belongs to A and contains one single particle, this particle falls asleep
with probability λ/(1 + λ). Otherwise, if it does not fall asleep, one particle at x makes a random walk
on V until it finds an empty site of A and is left there, sleeping. This is a key difference with respect to the
process considered in [2], where the particle was left active after its walk. Besides, along this walk made by
the particle, the sleeping particles met are waken up, but only if they belong to a certain set which is given
by the sleep mask, defined as follows:

Definition 4.2. A sleep mask is an application g : N0 × ∪t≥0(N
V
s )

t+1 → P(V ) = {W ⊂ V }.
The sleep mask is used to ignore some reactivation events during the process. It depends on an integer

parameter which is the color of the step: at each step we draw a random color in N0 and the set of sites that
the walk can reactivate depends on this color (see Section 6.1 for more explanations). The idea is that this
sleep mask enables us to gain some independence at certain key steps of the process. It is used in particular
in the proofs of Proposition 4.1 and Lemma 6.5.

We now turn to the formal definition of the ARWD process.

Definition 4.3. Let G = (V, E) be a finite connected graph, and let A ⊂ V be fixed. We consider the state
space S = {η ∈ N

V
s

: |η| = |A|}. For a given parameter λ ≥ 0, a toppling strategy f , a sleep mask g and
an initial configuration η0 ∈ S, we call ARWD(λ, A, f, g, η0) the process (ηt)t≥0 with state space S and
deterministic initial configuration η0, which is such that for every t ≥ 0 and η′ ∈ S, we have

P
(

ηt+1 = η′
∣

∣ η0, . . . , ηt
)

=
∑

j≥0

1

2j+1
Q
(

ηt, f(η0, . . . , ηt), g(j, η0, . . . , ηt), η
′) ,

where Q is defined as follows:

• The stable configurations are absorbing, i.e., for every η ∈ S ∩ {0, s}V and every x ∈ V and W ⊂ V
we have Q(η, x, W, η) = 1.

• Let η ∈ S be an unstable configuration, let x ∈ V andW ⊂ V . We write p = 1{x∈A}∩{η(x)=1} λ/(1 + λ).
Then, we have Q(η, x, W, η′) = pQsleep(η, x, η

′) + (1 − p)Qwalk(η, x, W, η
′), with Qsleep and Qwalk

defined as follows.

On the one hand, recalling the notation η{x} defined in (12), we have

Qsleep

(

η, x, η{x}
)

= 1 ,

that is to say, if the site x belongs to A and contains one single particle, this particle falls asleep with
probability p = λ/(1 + λ).

On the other hand, with probability 1− p the particle at x walks until it finds an empty site of A and
is left there sleeping, having woken up the sleeping particles met along its path, but only those which
are in W . Thus, for every y ∈ A and R ⊂ V , we have

Qwalk

(

η, x, W, ηR∩W − 1x + s1y) = Px
(

X(τ+B ) = y and {X(t), 0 ≤ t < τ+B } = R
)

,

where, under Px, (X(t))t≥0 is a simple random walk on G started at x and τ+B is its first hitting time
of the set B of the empty sites of A, that is to say,

B =
{

z ∈ A : (η − 1x)(z) = 0
}

and τ+B = inf{t ≥ 1 : X(t) ∈ B}, which is almost surely finite because we work with configurations
with exactly |A| particles (and the graph is connected).
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Note that this model is not abelian: to our knowledge, there is no monotonicity property of the number
of steps before stabilisation, with respect to the initial configuration or with respect to the sleep mask.

Definition 4.4. For given parameters A, λ, f, g, η0, we denote by T (A, η0) the stabilisation time of
the ARWD(λ, A, f, g, η0) process, that is to say, T (A, η0) = inf{t ≥ 0 : ηt stable} where (ηt)t≥0 is an
instance of the ARWD(λ, A, f, g, η0) process. The dependence on λ, f and g is omitted to shorten the
notation.

4.2 Connection between SSM and ARWD

Our interest for ARWD lies in the comparison established by Proposition 4.1 below, between A-stabilisation
for the SSM and the stabilisation time for ARWD. For a technical reason we need to restrict ourselves to a
subset B ⊂ A, and only consider the time for ARWD to stabilise this subset.

Proposition 4.1. Let G = (V,E) be a finite connected graph with maximal degree ∆ ≥ 2 and let B ⊂ A ⊂ V
such that each site of B has degree at least 2 (in G) and B is totally disconnected, i.e., it does not contain any
pair of neighbouring sites. Let η ∈ N

V
0 be a SSM configuration such that |η| = |A| and let η̃ ∈ N

V
s
be the ARW

configuration with one particle on each site of A defined by η̃ = 1U + s1A\U , where U = {x ∈ A : η(x) ≥ 2}.
Let λ = ∆3, let f be whatever toppling strategy and let g be whatever sleep mask. Then we have that ‖mA

η ‖
(the number of half-topplings to A-stabilise the SSM configuration η, see Definition 2.2) stochastically dom-
inates T (B, η̃1B), the stabilisation time of the ARWD process on B starting from η̃1B (see Definition 4.4).

The proof of this proposition is the object of Section 5. It relies on a coupling between the ARWD process
and the A-stabilisation for the SSM such that the topplings made in ARWD are A-legal for the SSM. To
construct this coupling we show that, conditioned on the evolution of the SSM process, each time that we
start a walk at a site x ∈ B which contains one single active particle, then with probability at least 1/(1+λ)
the odometer at this site is odd, which implies that this walk is A-legal for the SSM.

4.3 Bound on the stabilisation time of ARWD

Once the problem is reduced to the study of the stabilisation time of ARWD, we show the following result:

Proposition 4.2. Let d ≥ 2. For every λ ≥ 0, µ ∈ (0, 1) and ρ ∈ (0, 1), there exists κ > 0 such that, for
every n ≥ 1, for every A ⊂ Z

d
n such that |A| ≥ µnd, there exists an toppling strategy f and a sleep mask g

such that, starting with a random initial configuration η0 with one particle on each site of A, each particle
being active with probability ρ and sleeping with probability 1 − ρ, independently of other particles, we have
that 1 + T (A, η0) dominates a geometric variable with parameter exp(−κnd).

We prove this result in Section 6, adapting the strategy developed in the context of ARW by [2]. This
strategy consists in a multiscale argument, constructing a hierarchical structure on the set A with “well
connected” components at the first level of the hierarchy and pairs of clusters which merge at each level of
the hierarchy. We first show that the clusters at the first level have a stabilisation time which is exponentially
large in their size, before showing that this property is inherited at further levels of the hierarchy, loosing
only a little in the constant in the exponential.

Then, in Section 7, we explain how Theorem 1.3 follows from Propositions 4.1 and 4.2.

5 Connection SSM-ARWD: proof of Proposition 4.1

This section is devoted to the proof of Proposition 4.1 which relates the number of toppling for the A-
stabilisation of the SSM to the stabilisation time of the ARWD process.

5.1 Strategy: sleep if the odometer is even

To prove this proposition, we construct a so-called coupling between the ARWD process and the SSM, at
least up to a certain stopping time T . More precisely, we construct the ARWD process using a field of
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instructions τ from which the random walks used at each step are read, and uniform random variables which
are used to decide whether the site falls asleep or performs a random walk.

We want to show that, following these dynamics, we obtain at each time step a toppling sequence which
is A-legal for the SSM. The key point there is that, to show that the sequence of topplings performed is A-
legal, we need to show that each time that we choose a site x ∈ A with only one particle and that the particle
at x makes a random walk, the odometer at this site is odd (which is a condition for the toppling at x to be
legal).

The idea is to show that, in this case, knowing the configurations up to this time (but not the field τ
nor the odometers), the odometer at x is odd with probability at least 1/(1 + λ), allowing us to couple the
Bernoulli variable which decides whether the particle sleeps so that when the odometer is even this variable
tells to sleep and when the odometer is odd then we have a sleep with a certain probability, so that the
overall probability to sleep, whatever the odometer, is λ/(1 + λ). This bound on the conditional probability
that the odometer is odd is the content of Lemma 5.2 below.

The proof uses the fact that if x ∈ A is active and ηt(x) = 1 6= η0(x), then it entails that the site x was
visited since the last time that we chose x (because upon its last arrival on x the particle fell asleep, so it
must have been reactivated by the visit of another particle), or since the beginning if x was not chosen yet.
Then, once we know that the site was visited, we can bound from below the probability that the number of
visits was odd, by showing that one visit can be added with a reasonable probabilistic cost.

5.2 Coupled ARWD dynamics

Definition 5.1. Let G = (V,E) be a finite connected graph with maximal degree ∆, let B ⊂ A ⊂ V ,
let f be a toppling strategy, g a sleep mask, let η ∈ N

V
0 be a fixed SSM configuration with |η| = |A| and

let U = {x ∈ A : η(x) ≥ 2}.
Then the coupled ARWD process (ηt, αt)t≥0 associated with these parameters is defined as follows.

Using an arbitrary order on V , we define another toppling strategy f ′ by writing, for every t ≥ 0 and
every η0, . . . , ηt ∈ N

V
s
,

f ′(η0, . . . , ηt) =































min
{

x ∈ V \A : ηt(x) ≥ 1
}

if not empty;

min
{

x ∈ A : ηt(x) ≥ 2
}

else if not empty;

f(ηS1B, . . . , ηt1B) with S = min
{

s ≤ t : ηs ≤ 1A

}

else if ηt is unstable in B;

f(η0, . . . , ηt) else if ηt is unstable;

min V if ηt is stable.

Note that the value minV in the last case has no importance, and nor does the value in the penultimate
case, apart from the fact that it is an unstable site in ηt, to match the definition of a toppling strategy.

We also define a modified sleep mask g′ be writing, for any t, j ≥ 0 and η0, . . . , ηt ∈ N
V
s
,

g′(j, η0, . . . , ηt) =

{

∅ if ηt 6≤ 1A ,

g(j, ηS1B , . . . , ηt1B) with S = min
{

s ≤ t : ηs ≤ 1A

}

otherwise.

In other words, as long as there is not one particle on each site of A, no sleeping particle can be awakened,
while once this is the case we follow the sleep mask g.

Let λ = ∆3. Let τ = (τx,j)x∈V, j≥0 be a random field of toppling instructions distributed according
to P , that is to say, each instruction at x is a jump to a uniformly chosen neighbour of x (as defined in
Section 2). We also consider two independent sequences of i.i.d. variables (Zt)t≥0 and (Jt)t≥0, independent
of τ , where Z0 has uniform distribution on [0, 1] and 1 + J0 is geometric with parameter 1/2.

Now, we define recursively a sequence of configurations (ηt)t≥0 and a sequence of half-toppling se-
quences (αt)t≥0. For every t ≥ 0 we will denote by mt the odometer of αt, i.e., mt = mαt

.

We start by taking η0 = ηA, that is to say, the configuration obtained from η by declaring sleeping the
particles which stand alone on a site of A, and we let α0 be the empty toppling sequence. Then, let t ≥ 0
be such that η0, . . . , ηt and αt are constructed.
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If ηt ≤ 1A\B + s1B, that is to say, if each site of A already contains one particle with all the particles
on B being asleep, then we do nothing and simply let ηt+1 = ηt and αt+1 = αt.

Assume now that ηt 6≤ 1A\B + s1B, and let Xt = f ′(η0, . . . , ηt) and Wt = g′(Jt, η0, . . . , ηt). Writing

πt = P
(

mt(Xt) odd
∣

∣ η1, . . . , ηt
)

,

we consider the variable It which can take two values, sleep and walk, defined as

It =











sleep if Xt ∈ B , ηt(Xt) = 1 and mt(Xt) is even,

sleep if Xt ∈ B , ηt(Xt) = 1 , mt(Xt) is odd and Zt >
1

(1+λ)πt
,

walk otherwise.

On the one hand, if It = sleep, then the particle at Xt falls asleep: we let ηt+1 = (ηt){Xt} and αt+1 = αt.

On the other hand, if It = walk, then we let the particle at Xt walk with successive topplings drawn
from τ and applied to (ηt, mt), until it reaches a site of A which is empty (in the configuration ηt − 1Xt

).
Let Yt be the first such site reached by the particle, let βt be the sequence of sites toppled along this
walk, and let Rt be the set of sites visited by this walk, namely Rt = {x ∈ V : mβt

(x) ≥ 1}. We then
let ηt+1 = (ηt)

Rt∩Wt − 1Xt
+ s1Yt

, that is to say, the particle falls asleep at Yt at the end of its walk, and
we define αt+1 as the concatenation of αt and βt.

The process (ηt, αt)t≥0 defined above is called the coupled ARWD process associated with G, A, B, f, g
and η0.

Note that, with this toppling strategy f ′ and this sleep mask g′, the evolution of the process consists in
the following three successive stages, which correspond to the three first cases in the definition of f ′:

• During a first stage, we move the particles from V \A to vacant sites of A until all particles are in A,
and particles cannot wake up during this stage.

• Then comes a second stage during which we move particles from sites of A with two or more particles
to empty sites of A, until each site of A contains exactly one particle. Reactivation events are also
ignored during this stage.

At the end of this second stage, the particles in U are all active, because a site in U has no chance to
fall asleep during these first two phases, while the particles in A \U are all sleeping, that is to say, we
have reached the configuration η̃ = 1U + s1A\U .

• Then, during the third and last stage, active particles on sites of B perform loops and come back to
their position, sleeping, until all particles on B are sleeping. Then, once all particles on B are sleeping,
the process does not evolve anymore.

5.3 The coupling lemma

We now show that the coupled process defined above enjoys the following properties:

Lemma 5.1. Let G = (V,E) be a finite connected graph with maximal degree ∆ ≥ 2, let B ⊂ A ⊂ V with B
totally disconnected and dx ≥ 2 for every x ∈ B. Let η ∈ N

V
0 be a SSM configuration with |η| = |A|. We

also define the ARW configuration η̃ = 1U + s1A\U , where U = {x ∈ A : η(x) ≥ 2}. Let λ = ∆3, let f be
a toppling strategy and let g be a sleep mask. Let (ηt, αt)t≥0 be the coupled ARWD process defined above,
with f ′ the modified toppling strategy, g′ the modified sleep mask and τ the associated array of instructions.
Then, defining the two stopping times S = inf{t ≥ 0 : ηt ≤ 1A} and T = inf{t ≥ S : ηt stable in B}, the
following hold:

(i) the stopping times S and T are almost surely finite;

(ii) for every t ≥ 0, the half-toppling sequence αt is A-legal for η (with respect to the field of instructions τ);

(iii) the stopped process (ηt∧T )t≥0 is distributed as the ARWD(λ, A, f ′, g′, ηA) process stopped at time T ;
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(iv) we have ηS = η̃ (if S <∞) and (ηS+t1B)t≥0 is distributed as the ARWD(λ, B, f, g, η̃1B) process;

(v) for every t ≥ 0 we have |mt| ≥ 1{t≥S}
(

(t ∧ T )− S +Nt
)

, where Nt = |{x ∈ A : ηt(x) = 1}|.

Before turning to the proof of Lemma 5.1, we first explain how Proposition 4.1 follows from it.

Proof of Proposition 4.1. Recall that the notation and hypotheses of Proposition 4.1 are the same as that
of Lemma 5.1. First, note that point (i) ensures that the half-toppling sequence αT is almost surely well
defined. Point (ii) of Lemma 5.1 tells us that this half-toppling sequence is A-legal for η. By definition of
mA
η , this implies that mA

η ≥ mαT
= mT , whence ‖mA

η ‖ ≥ |mT |. Yet, by virtue of (v), we have |mT | ≥ T −S.
Then, point (iv) entails that T − S is distributed as T (B, η̃1B). Combining all this, we obtain that ‖mA

η ‖
stochastically dominates T (B, η̃1B), as claimed.

5.4 Proof of the coupling lemma

As explained in Section 5.1, one key point to obtain Lemma 5.1, and in particular (iii) and (iv), is to establish
the following:

Lemma 5.2. With the notation and hypotheses of Lemma 5.1, for every t ≥ 0 and x ∈ B we have the
implication

{

ηt(x) = 1
}

⊂
{

P
(

mt(x) odd
∣

∣ η1, . . . , ηt
)

≥ 1

1 + λ

}

.

Let us postpone the proof of Lemma 5.2 to Section 5.5 and first prove Lemma 5.1 admitting this Lemma.

Proof of Lemma 5.1. First, point (i) follows from our assumptions that |η| = |A| and that G is connected,
along with the fact that λ > 0.

Point (ii) follows from the fact that, when we topple a site of B which contains only one particle, we
never topple it if the odometer at this point is even (because in this case It = sleep and we do not topple,
marking the particle as sleeping) and by definition of f ′ we never topple a site of A \B which contains only
one particle (because we stop at T , i.e., before being forced to do so). Also, recall that topplings at sites
in V \A with at least one particle or at sites of A with at least two particles are always A-legal. Yet, along a
random walk, apart from the very first toppling, we never topple a site of A which contains only one particle,
because we stop as soon as the particle reaches a site of A where it is alone. Hence, point (ii) holds.

We now prove point (iii). To this end, we first show that, for every t ≥ 0, we have the implication

{t < T } ⊂
{

P(It = sleep | η1, . . . , ηt) =
λ

1 + λ
1{Xt∈B, ηt(Xt)=1}

}

. (13)

Let t ≥ 0 and let η̄0, . . . , η̄t ∈ S with η̄0 = η0. Let us write A = {η1 = η̄1, . . . , ηt = η̄t} and assume
that P(A) > 0. Let x = f ′(η̄0, . . . , η̄t). We also assume that η̄t 6≤ 1A\B + s1B, so that A ⊂ {t < T }. By
definition of our strategy f ′, this implies that x ∈ B ∪ (V \A).

First, if x /∈ A or η̄t(x) ≥ 2, then P(It = sleep | A) = 0 by definition of It, which shows (13) in this case.

Assume now that x ∈ B and that η̄t(x) = 1. Let π = P(mt(x) odd | A). It follows from Lemma 5.2
that π ≥ 1/(1 + λ). Hence, we have

P
(

It = walk
∣

∣ A
)

= P

(

mt(x) odd, Zt ≤
1

(1 + λ)πt

∣

∣

∣

∣

A
)

= π×P

(

Zt ≤
1

(1 + λ)π

)

= π× 1

(1 + λ)π
=

1

1 + λ
.

Thus, we proved (13).

Let now t ≥ 0, let η̄0 = η0, let η̄1, . . . , η̄t ∈ S and take an integer j ≥ 0. Let us assume that the
event A = {η1 = η̄1, . . . , ηt = η̄t, Jt = j} has positive probability. We also assume that η̄t 6≤ 1A\B + s1B,
so that A ⊂ {t < T }. Let us write x = f ′(η̄0, . . . , η̄t) and W = g′(j, η̄0, . . . , η̄t). To obtain (iii), we have to
show that for every η′ ∈ S,

P
(

ηt+1 = η′
∣

∣ A
)

= Q(η̄t, x, W, η
′) , (14)
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with Q given by Definition 4.3. Let η′ ∈ S. Writing p = λ/(1 + λ) if x ∈ A and η̄t(x) = 1 (in which
case we have in fact x ∈ B, by definition of our strategy f ′), and p = 0 otherwise, it follows from (13)
that P(It = sleep | A) = p. Thus, we have

P
(

ηt+1 = η′
∣

∣ A
)

= pP
(

ηt+1 = η′
∣

∣ A, It = sleep
)

+ (1− p)P
(

ηt+1 = η′
∣

∣ A, It = walk
)

.

Therefore, (14) follows if we show that

P
(

ηt+1 = η′
∣

∣ A, It = sleep
)

= Qsleep(η̄t, x, η
′) and P

(

ηt+1 = η′
∣

∣ A, It = walk
)

= Qwalk(η̄t, x, W, η
′) .

First, if η′ = (η̄t){x} then we have

P
(

ηt+1 = η′
∣

∣ A, It = sleep
)

= 1 = Qsleep(η̄t, x, η
′) ,

with both members being equal to 0 for all other values of η′. The case of Qwalk works similarly, using
that the instructions in τ used to construct the random walk at step t are independent of A. Thus, we
proved (14), which concludes the proof of (iii).

Let us now check (iv). First note that, since |η| = |A|, the definition of S implies that at time S
there is exactly one particle on each site of A. Then, note that by definition of U , for each x ∈ A \ U
we have η0(x) ∈ {0, s}. For each of these sites which starts empty, the first particle which visits the site
settles there, sleeping. Moreover, recall that by definition of the sleep mask g′, sleeping particles cannot be
awakened before time S. Therefore, we must have ηS(x) = s for every x ∈ A\U . Besides, note that the sites
of U start with at least two particles in η0 and before time S they are never toppled when they contain only
one particle (by definition of our strategy f ′). Thus, these sites cannot become stable before time S, so that
we have ηS(x) = 1 for every x ∈ U . In the end, provided that S <∞, the only possibility is that ηS = η̃.

Then, recalling the definition of f ′ and g′ (see Definition 5.1), note that for every t ≥ 0, we have

{S ≤ t < T } ⊂
{

f ′(η0, . . . , ηt) = f(ηS1B, . . . , ηt1B) and g′(Jt, η0, . . . , ηt) = f(Jt, ηS1B, . . . , ηt1B)
}

.

Combined with point (iii), this implies (iv).

We now turn to point (v), that we prove by induction on t. Recall that by construction no site of A starts
with one single active particle, whence N0 = 0. Thus, for t = 0 there is nothing to prove, both sides being
equal to 0. Let now t ≥ 0 be such that (v) holds at time t and let us check that (v) also holds at time t+1.

If t ≥ T then (v) at time t+ 1 is identical to (v) at time t.

If t+ 1 < S then there is nothing to prove, the right-hand side being equal to zero.

If t + 1 = S then we have to show that |mS | ≥ NS . Recall that (iv) ensures that ηS = η̃, which entails
that NS = |{x ∈ A : η̃(x) = 1}| = |U |. Yet, for every x ∈ U we have ηS(x) = 1 < η0(x), whence mS(x) ≥ 1:
each site of U must have been toppled at least once before time S because it has lost at least one particle.
Hence, we have |mS | ≥ |U | = NS .

Assume now that S ≤ t < T . Thus, we have Xt ∈ B and ηt(Xt) = 1. If moreover It = sleep, then we
have mt+1 = mt and Nt+1 = Nt − 1, so that both members of the inequality do not change between rank t
and rank t+ 1. Otherwise if It = walk, we have

Nt+1 = Nt − 1 + |Rt ∩Wt ∩ {y ∈ A : ηt(y) = s}|
≤ Nt − 1 + |Rt \ {Xt}| ≤ Nt − 1 + |βt| − 1 = Nt + |mt+1| − |mt| − 2 ,

which, combined with (v) at rank t, yields (v) at rank t+ 1. This concludes the proof of Lemma 5.1, given
Lemma 5.2 that we prove in the next section.

5.5 Proof of Lemma 5.2: adding jump instructions to make the odometer odd

We now prove Lemma 5.2. Note that the proof crucially relies on the facts that the coupling is restricted
to the totally disconnected set B and that in the dynamics considered, the particles first move to occupy all
the sites of A.
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Proof of Lemma 5.2. Let t ≥ 0, let η̄0 = η0, let η̄1, . . . , η̄t ∈ S and let also j0, . . . , jt ∈ N0. Let us
write A = {η1 = η̄1, . . . , ηt = η̄t} and B = {J0 = j0, . . . , Jt = jt} and assume that P(A∩B) > 0. Let x ∈ B
and assume that η̄t(x) = 1. We want to show that

P
(

mt(x) odd
∣

∣ A ∩B
)

≥ 1

∆3 + 1
=

1

λ+ 1
. (15)

Note that, in the process, there are three random ingredients: the field of instructions τ , the uniform
variables (Zt) and the colors (Jt), recalling that the initial configuration is fixed and equal to η0. Thus, on
the event B we may express the process until time t with deterministic functions of τ and Z = (Z0, . . . , Zt−1),
writing ητ,Z1 , . . . , ητ,Zt , mτ,Z

0 , . . . , mτ,Z
t and Rτ,Z0 , . . . , Rτ,Zt−1, with the convention Rs = ∅ when Is = sleep.

Let us denote the set of all possible fields of instructions by

I =
{

τ̄ = (τ̄z,j)z∈V, j≥1 : ∀z ∈ V, ∀j ≥ 1, τ̄z,j ∈ {τzz′ , z′ ∼ z}
}

and, for every z = (z0, . . . , zt−1) ∈ [0, 1]t, let us consider

Iz =
{

τ̄ ∈ I : ητ̄ ,z1 = η̄1, . . . , η
τ̄ ,z
t = η̄t

}

,

so that

P
(

A
∣

∣B
)

=

∫

[0,1]t
P(Iz) dtz .

Similarly, defining
Iz

odd =
{

τ̄ ∈ I : ητ̄ ,z1 = η̄1, . . . , η
τ̄ ,z
t = η̄t and m

τ̄ ,z
t (x) odd

}

,

we have

P
(

A, mt(x) odd
∣

∣B
)

=

∫

[0,1]t
P(Iz

odd) d
tz .

Hence, to obtain (15) it is enough to show that for every z = (z0, . . . , zt−1) ∈ [0, 1]t, we have

P(Iz

odd) ≥
1

∆3 + 1
P(Iz) . (16)

Henceforth, we fix z = (z0, . . . , zt−1) ∈ [0, 1]t. We want to use a counting argument, but a small difficulty
lies in the fact that the probability P has no atoms: the probability of every single field τ̄ is zero. Thus, we
reason instead with truncated fields: for every τ̄ ∈ I and m ∈ N

V
0 , let us denote the m-truncation of the

array τ̄ by
τ̄≤m = (τ̄z,j)z∈V, j≤m(z) .

For every m ∈ N
V
0 , we call Iz

m the subset of truncated arrays of Iz with odometer m, namely,

Iz

m =
{

τ̄ = (τ̄z,j)z∈V, j≤m(x) : ∃ τ̄0 ∈ Iz, τ̄≤m0 = τ̄ and mτ̄0,z
t = m

}

,

so that, writing w(m) = P
(

τ≤m ∈ Iz

m

)

= P
(

τ ∈ Iz, mτ,z
t = m

)

, we have

P(Iz) =
∑

m∈NV
0

w(m) and P(Iz

odd) =
∑

m∈N
V
0 :

m(x) odd

w(m) . (17)

We now claim that, for every m ∈ N
V
0 such that m(x) is even, we have

w(m) ≤ ∆2
∑

y∼x
w(m+ 1x + 1y) . (18)

Admitting this claim for now and plugging it into (17), we can write

P(Iz \ Iz

odd) =
∑

m∈N
V
0 :

m(x) even

w(m) ≤
∑

m∈N
V
0 :

m(x) even

∆2
∑

y∼x
w(m + 1x + 1y)

= ∆2
∑

y∼x

∑

m′∈N
V
0 :

m′(x) odd,m′(y)≥1

w(m′) ≤ ∆3 P(Iz

odd) ,
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which implies the desired inequality (16).

Thus, to conclude the proof of the lemma, there only remains to prove the claim (18). Note that, for
every m ∈ N

V
0 , we have

w(m) =
∑

τ̄∈Iz

m

P
(

τ≤m = τ̄
)

= |Iz

m|
∏

z∈V

(

1

dz

)m(z)

,

where we recall that dz is the degree of z in the graph G, so that the claim (18) will follow if we show that
for every m ∈ N

V
0 such that m(x) is even,

|Iz

m| ≤
∑

y∼x
|Iz

m+1x+1y
| . (19)

We now fix m ∈ N
V
0 with m(x) even and we construct an injective mapping from Iz

m to ∪y∼xIz

m+1x+1y
.

The idea is to modify the array of instructions by adding two jump instructions at x and at a well chosen
neighbouring site y, at a well chosen position in the array.

Note that our assumption that η̄t(x) = 1 implies that x was visited at least once before time t, because
by definition η̄0(x) 6= 1. Thus, for every τ̄ ∈ Iz

m we can define σ(τ̄ ) = max{s < t : Rτ̄ ,zs ∋ x}.
Now, for every τ̄ ∈ Iz

m, writing σ = σ(τ̄ ) and u = u(τ̄) = f ′(η̄0, . . . , η̄σ) we define, using an arbitrary
order on the sites of V ,

y(τ̄ ) = min
(

{

y ∼ x : y /∈ A
}

∪
{

y ∼ x : η̄σ(y)− 1u(y) 6= 0
}

)

.

Let us explain why the above set cannot be empty, distinguishing between two cases.

One the one hand, if the above set is empty and u ∼ x, then we have u ∈ A and η̄σ(u) = 1, while the
other neighbours of x are empty in η̄σ, but also belong to A. This situation is impossible due to the priority
rules of our toppling strategy f ′ and to the fact that |η0| = |A|, because a site of A with one single particle
can be chosen by f ′ only once that each site of A is occupied by one particle (in other words, only after
time S). Note that we used here that x has at least two neighbours, following our assumption that each site
of B has degree at least 2 in the graph G.

One the other hand, let us now assume that u is not a neighbour of x and that the set in the definition
of y(τ̄ ) is empty. Then for every y neighbour of x we have y ∈ A and η̄σ(y) = 0. Note that it also follows
from the priority rules of f ′ (and from the fact that |η0| = |A|) that an occupied site of A cannot become
empty in a later configuration of the ARWD process. Therefore, our assumptions imply that no particle
can have visited x before time σ, i.e., mτ̄ ,z

σ (x) = 0 (otherwise this particle would have visited one of the
neighbours of x, and would have settled there). Moreover, since η̄t(x) = 1 and σ is the last visit of x before t,
we have η̄σ+1(x) = η̄t(x) = 1. Yet, by definition of σ the site x must be visited at step σ, so that we must
have u = x and η̄σ(x) = 2, so that in the next step one particle at x jumps to one of the neighbouring
sites and then terminates its walk there (because we assumed that all the neighbouring sites are in A and
empty in η̄σ). This entails that mτ̄ ,z

σ+1(x) = 1. Yet, by definition of σ we have m(x) = mτ̄ ,z
t (x) = mτ̄ ,z

σ+1(x),
whence m(x) = 1, which contradicts our assumption that m(x) is even. Therefore, we checked that the set
in the minimum defining y(τ̄) is never empty.

Now, once y(τ̄ ) is well defined, we are ready to construct our application ϕ : Iz

m → ∪y∼xIz

m+1x+1y
. For

every τ̄ ∈ Iz

m, every z ∈ V and every 1 ≤ j ≤ (m+ 1x + 1y)(z), writing σ = σ(τ̄ ) and y = y(τ̄ ), we set

ϕ(τ̄ )z,j =































τ̄z,j if z /∈ {x, y} ,
τ̄z,j if z ∈ {x, y} and j ≤ mτ̄ ,z

σ (z) ,

τxy if z = x and j = mτ̄ ,z
σ (x) + 1 ,

τyx if z = y and j = mτ̄ ,z
σ (y) + 1 ,

τ̄z,j−1 if z ∈ {x, y} and j ≥ mτ̄ ,z
σ (z) + 2 .

The application ϕ consists in adding two jump instructions from x to y = y(τ̄ ) and from y to x so that
these instructions add one round trip between these two vertices in the path of the random walk at step σ,
thus changing the parity of the odometer mt at x and y, but leaving the resulting configuration unchanged.
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Note that, using the field of instructions τ̄ (i.e., before applying ϕ), the walk at step σ did not termi-
nate at x because, if it was the case, then the particle would have settled at x, sleeping, i.e., we would
have η̄σ+1(x) = s, which would imply that η̄t(x) = s, since x is no longer visited in the steps between σ + 1
and t (by definition of σ). This would contradict our assumption that η̄t(x) = 1. Hence, since the walk
at step σ visits x but does not terminate there, although x ∈ A, we must have η̄σ(x) − 1u(x) 6= 0. As a
consequence, also after adding the two jump instructions, the walk at step σ still cannot stop at x.

Moreover, by definition of y, we have either y /∈ A or η̄σ(y)−1u(y) 6= 0. Thus, the walk cannot terminate
neither at y. Hence, the two added instructions are indeed used during the step σ: if before applying ϕ, the
walk visited x before y, then ϕ adds a round trip x→ y → x, while if it visited y first, then it adds a round
trip y → x→ y.

Moreover, this added round trip does not change anything else than this increase in the odometer at x
and y, so that for every s ≤ t we have η

ϕ(τ̄),z
s = ητ̄ ,zs = η̄s. Indeed, by definition of σ, the site x is never

visited again. The site y may be visited again between time σ and time t but, since y /∈ B (recall that we
assumed that B does not contain neighbouring points), the change of odometer at y has no impact on the
evolution of the coupled ARWD process (which looks at the parity of the odometer only when we topple a
site of B with one particle). All this shows that ϕ(τ̄ ) ∈ Iz

m+1x+1y
.

Lastly, note that applying ϕ does not change the value of σ, i.e., σ(ϕ(τ̄ )) = σ(τ̄ ), and neither does it
change the value of y or mσ. Hence, the initial array τ̄ may be recovered from the knowledge of ϕ(τ̄ ) by
simply removing the two instructions on x at index mσ(x)+1 and on y at index mσ(y)+1, and renumbering
the other instructions. This shows that ϕ is injective, which concludes the proof of the claim (19), and
therefore of the lemma.

6 The stabilisation time of ARWD: proof of Proposition 4.2

We now prove Proposition 4.2 which states that the stabilisation time of the ARWD model is exponentially
large. The proof is an adaptation of the technique developed in [2] in the context of the activated random
walk model. Yet, since there are some important differences and the proof is technical, we present it in
details, stressing the differences with respect to [2].

6.1 Some notation and preliminaries

For convenience, in this section we use the following notion of distance on the torus, which does not correspond
to the graph distance. Let d, n ≥ 1 and G = Z

d
n. Denoting by πn : Zd → Z

d
n the standard projection from Z

d

onto the torus, we define the distance between two points x, y ∈ Z
d
n as

d(x, y) = inf
{

‖a− b‖∞ : a, b ∈ Z
d, πn(a) = x, πn(b) = y

}

. (20)

We consider this distance because we rely on some results of [2] which use this distance (the reason behind
being that then the volume of balls has a simple expression), but things would work equally with the graph
distance. For every non-empty set C ⊂ Z

d
n, we define its diameter

diamC = max
x,y∈C

d(x, y).

If r ∈ N, a set C ⊂ Z
d
n is said to be r-connected if, for any two points x, y ∈ C, there exists k ∈ N and a

sequence x0, . . . , xk ∈ C such that x0 = x, xk = y and d(xj , xj+1) ≤ r every j < k.

For ρ ∈ (0, 1) and C ⊂ Z
d
n, we denote by PC, ρ the Bernoulli site percolation measure on C with

parameter ρ, that is to say, the probability measure on P(C) defined by PC, ρ(U) = ρ|U|(1 − ρ)|C\U| for
each U ⊂ C.

Since in this section we are only concerned with the setting in which there is always one particle on each
site of A, we choose to represent configurations with the subset U ⊂ A of the unstable sites. We change
accordingly the notation for the toppling strategy f and for the sleep mask g, writing f : ∪t≥0P(A)t+1 → V
(in fact taking values in A) and g : N0 × ∪t≥0P(A)t+1 → P(V ). Then, for U0 ⊂ A, instead of (ηt)t≥0 we
denote by (Ut)t≥0 the ARWD(λ, A, f, g, U0) process, i.e., for every t ≥ 0 we write Ut = {x ∈ A : ηt(x) = 1}.
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Hitting probabilities on the torus

We need to introduce the following function, which measures the chance to wake up a distant site in a loop
on the torus Zdn, for d ≥ 1:

Υd : r ∈ N → inf
{

Px(τy < τ+x ), n ∈ N, x, y ∈ Z
d
n : d(x, y) ≤ r

}

.

We use the following estimates on this function (this lemma is identical to Lemma 2.5 of [2]):

Lemma 6.1. We have the following estimates:

• In dimension d = 1, we have Υ1(r) = 1/(2r) for every r ≥ 1;

• In dimension d = 2, there exists K > 0 such that Υ2(r) ≥ K/ ln r for every r ≥ 2;

• In dimension d ≥ 3, there exists K = K(d) > 0 such that Υd(r) ≥ K for every r ≥ 1.

6.2 The dormitory hierarchy

As explained in [2], given a settling set A ⊂ Z
d
n, we introduce a hierarchical structure called the dormi-

tory hierarchy which is deterministically associated to the set A and also depends on some parameters v
and (Dj)j∈N0 .

Definition

A dormitory hierarchy is defined as follows, exactly as in [2]:

Definition 6.1. Let d, v, n ≥ 1 and let D = (Dj)j∈N0 ∈ N
N0 . For every A ⊂ Z

d
n we call we call a (v,D)-

dormitory hierarchy on A a non-increasing sequence of subsets A ⊃ A0 ⊃ · · · ⊃ AJ , with J ∈ N0 and, for
every j ≤ J , a partition Cj of Aj such that:

(i) For 0 ≤ j ≤ J , for every C ∈ Cj , we have |C| ≥ 2⌊j/2⌋v;

(ii) For 0 ≤ j ≤ J − 1, for every C ∈ Cj+1 \ Cj , we have diamC ≤ Dj and there exists two sets C0, C1 ∈ Cj
such that C = C0 ∪ C1;

(iii) The last partition CJ contains one single set.

Given a dormitory hierarchy (Aj , Cj)j≤J , for every j ≤ J and every x ∈ Aj , we define Cj(x) to be the
set C ∈ Cj such that x ∈ C. When x ∈ Z

d
n \ Aj or j > J , we set Cj(x) = ∅. The sets C ∈ Cj are called

clusters at the level j. The parameter v ∈ N controls the volume of the clusters at each level of the hierarchy,
while the sequence of diameters Dj ensures that we only merge clusters which are not too far apart.

Construction of the hierarchy for the two-dimensional case

We now build the dormitory hierarchy used for our proof in dimension 2. Compared with [2], we can afford
to use a simpler hierarchy because we only aim to show that the critical density is less than one, whereas
in [2] the parameters were optimized to obtain good bounds on the critical density. Note that in the simpler
case of dimension at least 3 we use the trivial hierarchy with only one level.

Lemma 6.2. Let d = 2, let µ ∈ (0, 1) and v ∈ N. Let us write r = 2
⌊√

2v/µ
⌋

and Dj = 6j × 12vr for
every j ∈ N0. For every n ≥ r + 1 and every A ⊂ Z

2
n with |A| ≥ µn2, there exists J ∈ N0 and a (v,D)-

dormitory hierarchy (Aj , Cj)j≤J on A, with |AJ | ≥ |A|/4 and where every set C ∈ C0 is r-connected.

Proof. Let d, µ, v, r, Dj , n and A be as in the statement. First, we simply let C0 be the set of the r-
connected components of A of cardinality at least v, and A0 = ∪C∈C0C. Recall that we consider the distance
coming from the infinite norm, as defined in (20). Thus, each square of side r + 1 can intersect at most
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one r-connected component of A. Since each of the r-connected components of A\A0 contains at most v− 1
vertices, we have

|A \A0| ≤
⌈

n

r + 1

⌉2

(v − 1) ≤
(

n

r + 1
+ 1

)2

v ≤ 4n2v

(r + 1)2
≤ µn2

2
≤ |A|

2
,

whence |A0| ≥ |A|/2. Then, we apply Lemma 5.1 of [2] to obtain the remainder of the hierarchy. The
conditions required for this lemma are satisfied because D0/(12v) = r and

|A0| ≥
|A|
2

≥ µn2

2
≥ 2n2

r2v
= 8v

(

6n

D0

)2

.

This lemma completes (A0, C0) into a (v,D)-dormitory hierarchy (Aj , Cj)j≤J on A, with the final set satis-
fying

|AJ | ≥ |A0| − 4v

(

6n

D0

)2

≥ |A0| −
µn2

4
≥ |A|

4
,

as announced.

Distinguished vertices

Let A ⊂ Z
d
n, and let (Aj , Cj)j≤J be a dormitory hierarchy on A. We define recursively a distinguished vertex

in each set of the partitions. The distinguished point of a set C is written x⋆C and the particle sitting in x⋆C
is called the distinguished particle of the cluster C. For every C ∈ C0, we simply set x⋆C = minC, for an
arbitrary order on the vertices of the torus. Then, for 1 ≤ j ≤ J , if C ∈ Cj \ Cj−1, the property (ii) of the
hierarchy tells us that C is the union of two clusters of Cj−1. In this case, we let x⋆C be the distinguished
vertex of the biggest of these two clusters (in terms of number of vertices, and with an arbitrary rule to break
ties). We say that a vertex x is distinguished at the level j ≤ J if there exists C ∈ Cj such that x = x⋆C ,
that is to say, if x = x⋆Cj(x)

. If j > J , we say that no vertex is distinguished at level j. Note that if x is
distinguished at a certain level j, then it is also distinguished at all levels j′ for j′ < j.

6.3 Construction of the toppling strategy and sleep mask

We now explain which toppling strategy and sleep mask we choose to consider. Let A ⊂ Z
d
n, and let (Aj , Cj)j≤J

be a fixed dormitory hierarchy on A.

At the first level of the hierarchy, we use a Markovian strategy, that is to say, a strategy which only looks
at the current configuration. More precisely, we use the notion of C-toppling procedure, which was already
used in [2]:

Definition 6.2. For every level j ≤ J and every cluster C ∈ Cj , a C-toppling procedure is an applica-
tion p : P(C) \ {∅} → C which is such that for every U ∈ P(C) \ {∅}, we have p(U) ∈ U and, if x⋆C ∈ U
then p(U) = x⋆C .

In words, a C-toppling procedure is a rule to choose an active site of C in a configuration which is
unstable on C, with the rule that the distinguished particle is chosen in priority, as soon as it is unstable.

We construct in Lemma 6.3 below a collection of C-toppling procedures pC for each C ∈ C0. Let us assume
for the moment that this collection of C-toppling procedures is constructed, and let us define recursively
for every j ≤ J and every C ∈ Cj a toppling strategy fC to stabilise the set C. Recall that we change the
notation, denoting the configurations by subsets of A instead of elements of NV

s
, which is made possible by

the fact that we only consider configurations with one particle on each site of A.

First, if C ∈ C0, then for every t ≥ 0 and U0, . . . , Ut ∈ P(A) we simply define fC(U0, . . . , Ut) = pC(Ut∩C)
if Ut ∩ C 6= ∅, and whatever site of Ut else if Ut 6= ∅, and whatever site of V otherwise if Ut = ∅.

Now, let 0 ≤ j < J , assume that we defined a toppling strategy fC for each C ∈ Cj , and let C ∈ Cj+1.
If C also belongs to Cj then fC is already constructed. Otherwise, if C = C0 ∪ C1 with C0, C1 ∈ Cj, then
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for every t ≥ 0 and every U0, . . . , Ut ∈ P(A), for k ∈ {0, 1} we denote by Tk the last instant before t when
the cluster Ck was stable, that is to say,

Tk = sup
{

s ∈ {0, . . . , t} : Us ∩Ck = ∅
}

,

with the convention that Tk = −∞ if the set is empty, and we let

fC(U0, . . . , Ut) =

{

fC0(U0, . . . , Ut) if T0 ≤ T1 ,

fC1(U0, . . . , Ut) otherwise.

The above definition encodes the so-called ping-pong rally used in [2]: we first stabilise C0 using the strat-
egy fC0 , until C0 is stable, and then stabilise C1 using the strategy fC1 . Then, if some sites of C0 have been
reactivated during the stabilisation of C1, we stabilise again C0, and then again C1 if necessary, and so on
until both sets are stabilised.

This recursive procedure yields a toppling strategy fC for every cluster C ∈ Cj at every level 0 ≤ j ≤ J .
Then, the global toppling strategy that we consider is fAJ

, the strategy associated to the top-level cluster AJ
with the above recursive construction. We simply denote it by f .

We now define the sleep mask associated with this strategy. For every j ∈ N0, every t ≥ 0 and ev-
ery U0, . . . , Ut ∈ P(A), writing x = f(U0, . . . , Ut), we define

g(j, U0, . . . , Ut) =



















∅ if x is distinguished at level j + 1 and Us ∩ Cj(x) 6= ∅ for all s ≤ t ,

Cj+1(x) \ Cj(x) otherwise if x is distinguished at level j ,

∅ if x is distinguished at level 0 but not at level j ,

C0(x) if x is not distinguished at any level.

Compared to the definition of the sleep mask w(x, j) in [2], we added the exception of the first case, which
is meant to prevent the distinguished vertex of C0 to wake up sites in C1 during the first stabilisation of C0

in the ping-pong rally, if C0 and C1 are two clusters which merge in the hierarchy. This will be useful for
the proof of Lemma 6.5, to avoid a dependence issue which comes from the fact that we do not start from a
fully active configuration.

Given this toppling strategy f and this sleep mask g, for every j ≤ J and every C ∈ Cj, we denote the
total number of steps (sleeps or loops) performed by the distinguished vertex of C during the stabilisation
of C, starting with the configuration U0, by

H⋆(C, U0) =
∣

∣

{

t < T (C, U0) : f(U0, . . . , Ut) = x⋆C
}∣

∣ ,

where (Ut)t≥0 is the ARWD(λ, A, f, g, U0) process and T (C, U0) is the stabilisation time of C, as given by
Definition 4.4.

6.4 Initialization: stabilisation of an elementary cluster

We now show that, for every cluster of the first level of the hierarchy constructed in Section 6.2, the number
of steps made at the distinguished vertex is exponentially large in the size of this cluster.

Lemma 6.3. Assume that d = 2 and let λ > 0, µ ∈ (0, 1) and ρ0 ∈ (0, 1]. There exists v0 ∈ N such that
for every integer v ≥ v0 and every sequence D ∈ N

N0 , writing r = 2⌊
√

2v/µ⌋, for every n ≥ 1, if A ⊂ Z
2
n

and (Aj , Cj)j≤J is a (v,D)-dormitory hierarchy on A such that every set C ∈ C0 is r-connected, then there
exists a collection of C-toppling procedures pC for each C ∈ C0 such that, with the toppling strategy f and
the ARWD sleep mask g defined in Section 6.3, for every C ∈ C0 and ρ ∈ [ρ0, 1], starting from a random
initial configuration U0 with distribution PC,ρ, the variable 1 + H⋆(C,U0) dominates a geometric variable
with parameter exp

(

− |C|/√v
)

.

This lemma is an analog of Lemma 3.4 of [2], and our proof follows the same strategy, but with some
differences. In particular, we start with a random initial configuration instead of starting fully active, and
after each loop, the particle falls asleep. Also, the stochastic domination concerns the total number of steps
performed by the distinguished vertex, whereas in [2] we needed an estimate on the number of loops of
color 0.
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The metastability phenomenon

We first show the following result, which is the analog of Lemma 6.2 in [2]. The difference with respect to [2]
lies in the fact that, after each loop, the particle which performed the loop falls asleep. This results in a slight
change in the assumption (21) below, but is in fact harmless. For completeness, we include nevertheless the
proof. As in [2], we use the convention that Υd(∞) = limr→∞ Υd(r) (we also use this lemma with r = ∞ to
deal with the transient case).

Lemma 6.4. Let d ≥ 1, λ > 0, α > 0, β ∈ (0, 1), v ∈ N, r ∈ N ∪ {∞}, D ∈ N
N0 and assume that

(1 + λ)(1 − e−α) ≤ Υd(16vr)
(

1− e−α(1−β)v
)

. (21)

Let n ∈ N and A ⊂ Z
d
n, let (Aj , Cj)j≤J be a (v,D)-dormitory hierarchy on A such that every set C ∈ C0

is r-connected, then there exists a collection of C-toppling procedures pC for each C ∈ C0 such that, with
the toppling strategy f and the sleep mask g defined in Section 6.3, for every C ∈ C0 and every fixed
subset U0 ⊂ C with |U0| = ⌊β|C|⌋, denoting by (Ut)t≥0 the ARWD(λ, C, f, g, U0) process and defining the
stopping time τ = inf{t ≥ 0 : |Ut| > β|C|}, it holds that

P(τ = ∞) ≤ e−α(β|C|−2) ,

that is to say, with probability at least 1 − e−α(β|C|−2), the proportion of active sites in C exceeds β before
hitting 0, i.e., before the stabilisation of C.

Proof. Let d, λ, α, β, v, r, D, n, A and (Aj , Cj)j≤J be as in the statement. For every C ∈ C0, Lemma 6.1
of [2] (applied with vr instead of r) tells us that there exists a function πC : P(C) \ {∅} → C such that, for
every U ⊂ C with 0 < |U | ≤ β|C|, we have πC(U) ∈ U and

∣

∣(C \ U) ∩B
(

πC(U), 16vr
)∣

∣ ≥ (1 − β) v . (22)

We turn these functions πC into C-toppling procedures pC by writing, for every U ∈ P(C) \ {∅},

pC(U) =

{

x⋆C if x⋆C ∈ U ,

πC(U) otherwise.

Then, we let f and g be the toppling strategy and sleep mask derived from these toppling procedures, as
explained in Section 6.3.

We now fix a particular cluster C ∈ C0, we let U0 ⊂ C be such that |U0| = ⌊β|C|⌋, we denote by (Ut)t≥0

the ARWD(λ, C, f, g, U0) process and we let τ be the stopping time defined in the statement. Then, for
every t ≥ 0, we consider

Mt = e−αNt where Nt =
∣

∣Ut \ {x⋆C}
∣

∣

and we show that the stopped process (Mt∧τ )t≥0 is a supermartingale with respect to the natural filtra-
tion (Ft)t≥0 of (Ut)t≥0. On the one hand, on the event {t ≥ τ} ∪ {x⋆C ∈ Ut}, we have M(t+1)∧τ = Mt∧τ ,
because our toppling procedure pC chooses the distinguished particle in priority, and this particle is not
allowed to wake up anyone in C, by definition of the sleep mask g.

On the other hand, on the event {t < τ}∩ {x⋆C /∈ Ut}, recalling that at each step the chosen particle falls
asleep with probability λ/(1+λ) and makes a loop otherwise, falling asleep at the end of its loop, and noting
that, on this event, our assumption (22) ensures that there are at least k = ⌈(1 − β)v⌉ sleeping particles in
the ball of radius 16vr around the chosen particle, we may write, on this event,

E
[

M(t+1)∧τ
∣

∣Ft
]

= E
[

Mt+1

∣

∣Ft
]

=Mt E

[

e−α(Nt+1−Nt)
∣

∣

∣
Ft
]

≤Mt e
α

(

λ

1 + λ
+

1

1 + λ
E

[

e−α(Y1+···+Yk)
]

)

, (23)

where the variables Y1, . . . , Yk are Bernoulli with parameter Υd(16vr), but non necessarily independent.
Then, using Lemma 6.3 of [2], we have

E

[

e−α(Y1+···+Yk)
]

≤ 1−Υd(16vr)
(

1− e−αk
)

≤ 1−Υd(16vr)
(

1− e−α(1−β)v
)

.
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Using our assumption (21), this becomes

E
[

e−α(Y1+···+Yk)
]

≤ 1− (1 + λ)(1 − e−α) .

Plugging this into our computation (23), we deduce that, still on the event {t < τ} ∩ {x⋆C /∈ Ut},

E
[

M(t+1)∧τ
∣

∣Ft
]

≤Mt e
α

(

λ

1 + λ
+

1

1 + λ
− (1− e−α)

)

=Mt =Mt∧τ ,

which concludes the proof that (Mt∧τ )t≥0 is a supermartingale.

Hence, using Doob’s optional stopping theorem, we deduce that

P(τ = ∞) = P
(

T (C, U0) < τ
)

≤ E[Mτ∧T (C,U0)] ≤M0 ≤ e−α(β|C|−2) ,

which concludes the proof of the lemma.

Consequence on the number of steps performed by the distinguished particle

We are now ready to show Lemma 6.3.

Proof of Lemma 6.3. Let d = 2, λ > 0, µ ∈ (0, 1) and ρ0 ∈ (0, 1]. Let β = ρ0/2 and let K be the constant
given by Lemma 6.1. We claim that, for v large enough, we have

(1 + λ)

[

1− exp

(

− 4

β
√
v

)]

≤ K

ln
(

64v3/2/
√
µ
)

[

1− exp

(

− 4(1− β)
√
v

β

)]

. (24)

Indeed, when v → ∞ the left-hand side of (24) is equivalent to 4(1 + λ)/(β
√
v), while the right-hand side is

equivalent to 2K/(3 lnv). Hence, we can fix v1 ∈ N such that (24) holds for all v ≥ v1.

Let also v2 ∈ N be such that, for every v ≥ v2,

8v2 e−
√
v ≤ 1 and

(

1− K

(1 + λ) ln
(

2v3/2
√

2/µ
)

)v2

≤ e−v

4
. (25)

We then let v0 = v1 ∨ v2 ∨ ⌈1/β4⌉, we take v ≥ v0, D ∈ N
N0 and r = 2⌊

√

2v/µ⌋ and we let n ≥ 1 and we
consider a set A ⊂ Z

2
n equipped with a (v,D)-dormitory hierarchy (Aj , Cj)j≤J such that every set C ∈ C0

is r-connected.

Then, the inequality (24) allows us to use Lemma 6.4 with α = 4/(β
√
v). Let (pC)C∈C0 be the collection

of toppling procedures given by this lemma, and let f and g be the toppling strategy and sleep mask derived
from this collection, as detailed in Section 6.3.

Let C ∈ C0. As in [2] we consider the set

B =
{

U ⊂ C : |U | > β|C|
}

and its so-called boundary, defined as

∂B =
{

U ⊂ C \ {x⋆C} : |U | =
⌊

β|C|
⌋

}

.

Let us fix a deterministic initial configuration U0 ∈ ∂B, and denote by (Ut)t≥0 the ARWD(λ, C, f, g, U0)
process. By Lemma 6.4, starting from this configuration U0, the probability that the process stabilises
without ever visiting B is P(τ = ∞) ≤ e−α(β|C|−2). Using that β|C| ≥ βv ≥ 1/β3 ≥ 8 ≥ 4, we may deduce
that

P(τ = ∞) ≤ e−αβ|C|/2 ≤ e−2|C|/√v , (26)

Furthermore, note that, since a C-toppling procedure only depends on the current configuration, the pro-
cess (Ut)t≥0 is in fact a Markov chain. Thus, since (26) holds for all U0 ∈ ∂B, denoting by NB the number
of times that the process enters B (from a configuration outside this set) before the complete stabilisation
of C, the variable 1 +NB dominates a geometric variable with parameter e−2|C|/√v.
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Still starting from a fixed U0 ∈ ∂B, let us introduce two random times: first,

T⋆ = inf
{

t ∈ N0 : x⋆C ∈ Ut
}

recalling that x⋆C /∈ U0 by definition of ∂B and, for t ∈ N0,

T tB = inf
{

t′ ≥ t : Ut′ ∈ B
}

.

We also define a deterministic time t0 = |C|2, and we consider the event

E =
{

T⋆ ≤ t0
}

∩
{

T T⋆

B <∞
}

.

We then control the probability of this event E as in Section 6.3 of [2], obtaining

P
(

Ec
)

≤ 2t0 e
−2|C|/√v +

(

1− Υ2

(

r|C|
)

1 + λ

)t0

≤ 2|C|2 e−2|C|/√v +

(

1− K

(1 + λ) ln
(

2|C|
√

2v/µ
)

)|C|2

≤ 2|C|2 e−
√

|C| e−|C|/√v +

(

1− K

(1 + λ) ln
(

2|C|3/2
√

2/µ
)

)|C|2

,

where in the last inequality we used that |C| ≥ v. Then, since |C| ≥ v ≥ v2 we may use the two inequalities
in (25) to get

P
(

Ec
)

≤ e−|C|/√v

4
+
e−|C|

4
≤ e−|C|/√v

2
.

If this event E is realized, it means that, starting from U0 ∈ ∂B, the distinguished particle is awakened
within time t0, after which we reach the set B. As explained above, when we exit B, we necessarily end up
on a configuration in ∂B.

Thus, since the bound on the probability of Ec is uniform over all U0 ∈ ∂B, we deduce that, starting from
any configuration in ∂B, one plus the number of times that the distinguished vertex is waken up dominates
a geometric variable with parameter (e−|C|/√v)/2.

Since each time that the distinguished vertex is waken up, it is toppled at the next step, we deduce
that, still starting from any fixed configuration U0 ∈ ∂B, the variable 1 +H⋆(C, U0) dominates a geometric
variable with parameter (e−|C|/√v)/2.

There now remains to go back to the case of a random initial configuration U0 with distribution PC,ρ,
that is to say, with i.i.d. particles on C, each unstable with probability ρ, where ρ ≥ ρ0. In this setting,
Hoeffding’s inequality entails that

PC,ρ
(

U0 /∈ B
)

= PC,ρ
(

|U0| ≤
ρ

2
|C|
)

≤ e−ρ
2|C|/2 ≤ e−2|C|/√v ≤ e−|C|/√v

2
,

where in the second inequality we used our assumption that v ≥ 1/β4 ≥ 16/ρ4 and in the last inequality we
used that

√
v ≥ ln 2.

Now recall that if U0 ∈ B, then the process will visit at some time the boundary set ∂B. Thus, what we
showed above implies that, conditioned on the event that U0 ∈ B, the variable 1 +H⋆(C, U0) dominates a
geometric variable with parameter (e−|C|/√v)/2.

Therefore, without this conditioning, writing

H⋆(C, U0) ≥ 1{U0∈B}H
⋆(C, U0)

and using that ifX is a Bernoulli variable with parameter 1−a andG is a geometric variable with parameter b,
independent of X , then 1 +X(G− 1) dominates a geometric variable with parameter a+ b− ab ≤ a+ b, we
conclude that the variable 1 +H⋆(C, U0) dominates a geometric with parameter

PC,ρ
(

U0 /∈ B
)

+
e−|C|/√v

2
≤ e−|C|/√v ,

which concludes the proof.
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6.5 The induction step: two clusters playing ping-pong

Recall that for every cluster C of our hierarchy we denote by H⋆(C,U0) the number of steps performed by
the distinguished vertex x⋆C during the stabilisation of C starting from an initial configuration U0 ⊂ C.

The induction hypothesis P(j): Let ρ0 ∈ (0, 1] and let (αj)j∈N0 be a sequence of positive real numbers,
to be chosen later. Our induction hypothesis, written P(j), is the following: for every j ∈ {0, . . . , J}, we
define

P(j) : ∀C ∈ Cj ∀ρ ∈ [ρ0, 1] U0 ∼ PC, ρ =⇒ 1 +H⋆(C,U0) � Geom
(

e−αj |C|) . (27)

Note that, the ARWD model being a priori non-abelian, we have no monotonicity property with respect
to the initial distribution at our disposal. This is why the induction hypothesis is stated for every ρ ≥ ρ0
instead of just taking U0 with distribution PC, ρ0 . In practice, at each level of the hierarchy, we will only use
the cases ρ = ρ0 (during the first ping-pong round) and ρ = 1 (for the successive ping-pong rallies).

Note that Lemma 6.3 showed P(0), under certain hypotheses.

Here is now the induction step of our proof, which is adapted from Lemma 3.1 of [2]. The constant p̄
is a universal constant which comes from an elementary property of geometric sums of Bernoulli variables,
given by Lemma 6.6 below.

Lemma 6.5. Let p̄ ∈ (0, 1) be given by Lemma 6.6. Let d ≥ 1, ρ0 ∈ (0, 1], v ≥ 1, (Dj)j≥0 ∈ N
N0 and

let (αj)j≥0 be a non-increasing sequence of positive real numbers and (pj)j≥0 ∈ (0, 1)N0 be such that for
every j ≥ 0,

pj ≤ p̄ ∧ 1

2j+1(1 + λ)
∧
(

32αj(Dj + 1)d
)−1/2

(28)

and
2j/2+2v ≤ p6j Υd(Dj) exp

(

(αj − αj+1)2
j/2v

)

. (29)

For every n ≥ 1 and every A ⊂ Z
d
n equipped with a (v,D)-dormitory hierarchy (Aj , Cj)j≤J and with a

collection of toppling procedures (pC)C∈C0 , with the toppling strategy f and sleep mask g defined in Section 6.3,
if the property P(0) holds, then P(j) also holds for every j ≤ J .

The proof being similar to the proof of Lemma 3.1 in [2], but with some important changes, we concentrate
on the novelties in our setting and refer to [2] for more detailed explanations.

General setting for the proof of Lemma 6.5

Let d, ρ0, v, (Dj)j≥0, (αj)j≥0, (pj)j≥0, n, A, (Aj , Cj)j≤J , (pC)C∈C0, f and g be as in the statement. We
assume that 0 ≤ j < J is such that the property P(j) holds and we wish to establish the property P(j +1),
i.e., that for every C ∈ Cj+1 and ρ ∈ [ρ0, 1], if U0 ∼ PC, ρ then

1 +H⋆(C,U0) � Geom
(

e−αj+1|C|) . (30)

We start by distinguishing between two cases. First, if C ∈ Cj+1 ∩ Cj , then (30) directly follows from
induction hypothesis P(j), using our assumption that αj+1 ≤ αj .

Suppose now that C ∈ Cj+1\Cj. Following property (ii) of the dormitory hierarchy, we have diamC ≤ Dj

and we can write C = C0 ∪C1 with C0, C1 ∈ Cj. To simplify the notation, we write x⋆0 = x⋆C0
and x⋆1 = x⋆C1

.
Exchanging the names C0 and C1 if necessary, we may assume that |C0| ≥ |C1| and x⋆C = x⋆0.

To stabilise C we perform a ping-pong rally, namely, we first stabilise C0 then stabilise C1. Then, some
sites of C0 may have been reactivated during the stabilisation of C1, so we stabilise again C0, and then
again C1 if necessary, going on until both sets are stabilised.

As explained before, the dynamics contains the following exception, which is encoded into the sleep
mask g defined in Section 6.3: the loops emitted during the first stabilisation of C0 are not allowed to wake
up the sites of C1, so that the first stabilisation of C1 starts from the initial configuration inside C1.
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As in [2], denoting by Ui the set of unstable sites of C before the stabilisation number i (starting the
numbering at 0, with U0 the random configuration defined above), we define

N = inf
{

i ≥ 1 : C0 6⊂ U2i or C1 6⊂ U2i+1

}

,

which indicates the first stabilisation which does not wake up all the sites of the other cluster (with the
exception that we do not require anything on the first stabilisation of C0, which in any case is not allowed
to wake up anyone in C1). Our notation Ui corresponds to the notation Ri in [2].

Key differences with respect to [2]

We now explain the main differences with respect to the proof of Lemma 3.1 in [2].

The first difference is that, while in [2] we were interested in the stabilisation time starting with all the
particles active (i.e., U0 = C), here we start instead with an i.i.d. initial configuration, where each site of A
is unstable with probability ρ. This difference comes from the fact that, in ARW, we may let the particles
walk until each site of A contains one particle, and then obtain the configuration with one active particle
sitting on each site of A, whereas in ARWD, due to the fact that a particle falls asleep at the end of its loop,
the configuration reached once all the sites of A are occupied is not necessarily fully active.

Another difference is that, during the first stabilisation of C0, the configuration in C1 is frozen with no
reactivation possible, due to the exception inserted in the definition of the sleep mask g (see Section 6.3).
Thus, in our setting the first stabilisation of C0 and the first stabilisation of C1 both start with an i.i.d.
configuration with parameter ρ. Then, as in [2], each of the subsequent stabilisation rounds of C0 or C1,
until the N -th round, starts with the corresponding set fully active.

As a consequence, the variable N is no longer exactly geometric. Nevertheless, this difference is harmless.
Indeed, we will show that N dominates a geometric variable, using that at each stabilisation round we can
use the induction hypothesis (with initial fraction of active particles ρ for the first round and 1 for the
successive rounds).

Another crucial difference is that, in our setting, we do not have an equivalent of Lemma 2.3 of [2]. This
lemma states that, in the ARW case, knowing the total number T of sleeps and loops of colour 0, . . . , j − 1
produced by the distinguished site of a cluster C ∈ Cj during the stabilisation of this cluster (starting from
all the sites active), then the number of loops of colour j produced by x⋆C is distributed as a sum of T
geometric variables (minus one) with an explicit parameter, independent of T . This comes from the key
observation that, during the stabilisation of a cluster C ∈ Cj , the loops of colour at least j have no effect
on T , because these loops are not allowed to wake up anyone inside C. Thus, in ARW, to determine T one
does not care about how many loops of colour j are inserted between any two loops of colour less than j.

In [2], the induction hypothesis was formulated in terms of the number of loops of colour j produced by
the distinguished site of a cluster C ∈ Cj . Thus, we used this lemma to go from one colour to the next one,
translating an information about the loops of colour j into an information about the loops of colour j + 1.

Now recall that ARWD differs from ARW in that, after each loop, the particle is forced to fall asleep.
Thus, all the loops have an effect on the stabilisation of C ∈ Cj because, even if a loop is not allowed to
wake up anyone, it has the effect of making the distinguished particle fall asleep. This dependency makes it
more difficult to translate a statement on the number of loops of colour j into a statement of colour j + 1.

To circumvent this, our induction hypothesis is simply formulated with the total number of steps and,
at each step, we translate the lower bound on the total number of steps into a lower bound on the loops of
colour j. Knowing that H⋆(C,U0) = h, the number of loops of colour j is a sum of h independent Bernoulli
variables with parameter 1/((1+λ)2j+1), but these Bernoulli variables are not independent ofH⋆(C,U0). Yet,
loosing on the parameter of the geometric variables, we are able to obtain a lower bound, using Lemma 6.6
below, whose elementary proof is deferred to Section 6.6.

Lemma 6.6. There exists p̄ ∈ (0, 1) such that, for every p ∈ (0, p̄), for every ε such that

exp

(

− 1

32p2

)

≤ ε < p3 , (31)

if T +1 is a geometric variable with parameter ε and (Xn)n≥1 are i.i.d. Bernoulli variables with parameter p,
not necessarily independent of T , then the variable 1 +X1 + · · ·+XT stochastically dominates a geometric
variable with parameter ε/p3.
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Then, to obtain the induction hypothesis at rank j +1 we simply bound from below the total number of
steps by the number of loops of colour j.

The loop representation

As explained above, we want to study the number of loops of colour j produced by the distinguished vertex
during the successive rounds of the ping-pong rally. Yet, as ARWD is defined, the number of loops of colour j
cannot be expressed as a function of the ARWD process. Thus, we use the loop representation presented
in [2], adapting it to our setting, which enables us to study these coloured loops.

This representation is based on independent random variables

(

I(x, h)
)

x∈A,h∈N0
∈ {0, 1}A×N0,

(

J(x, ℓ)
)

x∈A,ℓ∈N
∈ N

A×N0 and
(

R(x, ℓ, j)
)

x∈A,ℓ∈N0,j∈N0
∈ P(A)A×N

2
0 ,

where the variables I(x, h) are Bernoulli with parameter λ/(1+λ), the variables 1+J(x, ℓ) are geometric with
parameter 1/2 and R(x, ℓ, j) is distributed as the support of a symmetric random walk on the torus started
and killed at x. Probabilities and expectations are simply denoted by P and E, which depend implicitly on
the set A.

We now describe the update rules of the model. Recall that a configuration is a subset U ⊂ A indicating
which sites are active. To update the configuration we need to recall the numbers of visits and loops already
used at each vertex. This is the role of what we call the odometer function m : A → N0 and the loop
odometer function ℓ : A→ N0.

Let k ∈ {0, 1} and let us describe the procedure to stabilise the cluster Ck using these variables. Let fCk
be

the toppling strategy associated with this cluster Ck and let g be the sleep mask, both defined in Section 6.3.

Given a fixed configuration U0 ⊂ A, an odometer m0 : A → N0 and a loop odometer ℓ0 : A → N0,
we define a process (Ut, mt, ℓt)t≥0 as follows. Let t ≥ 0 and assume that (Us, ms, ℓs) is constructed for
every s ≤ t. If Ut∩Ck = ∅ then we define (Ut+1, mt+1, ℓt+1) = (Ut, mt, ℓt). Otherwise, if Ut∩Ck 6= ∅ then,
writing x = fCk

(U0, . . . , Ut), i = I(x, mt(x)), j = J(x, ℓt(x)), R = R(x, ℓt(x), j) and W = g(j, U0, . . . , Ut),
we define the new odometer mt+1 = mt + 1x, the new loop odometer ℓt+1 = ℓt + 1{i=0}1x, and the next
configuration

Ut+1 =

{

Ut \ {x} if i = 1,

(Ut ∪ (R ∩W )) \ {x} otherwise.

Then, we define the stabilisation operator

Stabk :

{

P(A)× (NA0 )
2 −→ P(A)× (NA0 )

2

(U0, m0, ℓ0) 7−→ (Uτ , mτ , ℓτ ) ,

where
τ = inf{t ∈ N0 : Ut ∩ C = ∅} ,

which is almost surely finite (we restrict ourselves to the event on which it is always finite). This notation
allows us to define, for every k ∈ N0, the number of loops of colour k produced by the distinguished vertex
of k during the stabilisation of C, which is

L(C, U0, k) =
∣

∣

{

ℓ < ℓτ (x
⋆
C) : J(x⋆C , ℓ) = k)

}∣

∣ .

Then, with this notation, it turns out that mτ (x
⋆
C) is distributed as H⋆(C, U0).

Translating the induction hypothesis

Going back to our cluster C = C0 ∪ C1 with C0, C1 ∈ Cj , our induction hypothesis P(j) tells us that
for k ∈ {0, 1}, for any random subset U0 ∼ PCk, ρ with ρ ≥ ρ0, the variable 1 + H⋆(Ck, U0) dominates a
geometric random variable with parameter exp(−αj |Ck|).
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We wish to translate this information in terms of the number of loops of colour j. Recall that each step
made by the distinguished particle is a loop of colour j with probability 1/((1 + λ)2j+1). Hence, we may
write

L(Ck, U0, j) =

H⋆(Ck,U0)
∑

i=1

Xi �
H⋆(Ck,U0)
∑

i=1

X ′
i,

where (Xi)i≥1 are i.i.d. Bernoulli random variables with parameter 1/((1 + λ)2j+1) and (X ′
i)i≥1 are i.i.d.

Bernoulli random variables with parameter pj (recall that pj ≤ 1/((1 + λ)2j+1)), but not necessarily inde-
pendent of H⋆(Ck, U0).

We now check that the conditions required to apply Lemma 6.6 are satisfied. On the one hand, since Ck is
included into C which has diameter at most Dj , we have |Ck| ≤ (Dj+1)d. Thus, using our assumption (28),
we have

αj |Ck| ≤ αj(Dj + 1)d ≤ 1

32p2j
. (32)

On the other hand, it follows from our assumption (29) that

exp
(

− αj |Ck|
)

≤ exp
(

− αj2
j/2v

)

≤
p6j
4

≤
p3j
2
. (33)

These two bounds (32) and (33) allow us to apply Lemma 6.6 with pj and ε = e−αj |Ck| to deduce that,
for an initial configuration U0 ∼ PCk, ρ, the variable 1 + L(Ck, U0, j) dominates a geometric variable with
parameter

qk =
1

p3j
exp

(

− αj |Ck|
)

. (34)

The ping-pong rally and the infinite Sisyphus sequence

For every i ∈ N0, we write ε(i) = 0 if i is even and ε(i) = 1 if i is odd. Then, starting with U0 distributed
as PC, ρ and m0 = ℓ0 = 0, we define, for every i ≥ 0,

(Ui+1, mi+1, ℓi+1) = Stabε(i)(Ui, mi, ℓi) .

For every i ≥ 0, we denote by Li the number of loops of colour j performed by the distinguished site of Cε(i)
during the i-th stabilisation (the first stabilisation of C0 having number 0).

Besides, we also consider another sequence which is built by instead assuming that each stabilisation
(except the first stabilisation of C0) wakes up all the sites of the other cluster. Namely, for i ≤ 2 we
let (U ′

i , h
′
i, ℓ

′
i) = (Ui, mi, ℓi), and for i ≥ 2 we let

(U ′
i+1, h

′
i+1, ℓ

′
i+1) = Stabε(i)(Cε(i), mi, ℓi) .

We define L′
i similarly with this new sequence and, as in [2] we note that L′

i = Li for every i < 2N , allowing
us to write

H⋆(C, U0) ≥ L(C, U0, j) ≥
N−1
∑

i=0

L2i =
N−1
∑

i=0

L′
2i .

Note that the sequence (L′
i)i≥0 is independent, with L′

0 distributed as L(C0, U0, j), L′
1 distributed as

L(C1, U0, j) and, for every i ≥ 2, L′
i distributed as L(Cε(i), C, j). Thus, as explained above, for every i ≥ 0,

the variable 1 + L′
i dominates a geometric variable with parameter qε(i) given by (34). And, as in [2], we

have the key property that this sequence is independent of
(

R(x⋆k, ℓ, j)
)

k∈{0,1}, ℓ≥0
, i.e., the sets visited by

the loops of colour j emitted by the two distinguished vertices. Note that this independence property would
not hold if we had not introduced the exception that during the first stabilisation of C0, the distinguished
particle of C0 is not allowed to wake up anyone in C1: because then the first stabilisation of C1 would
start with a configuration which depends on the first stabilisation of C0. Note also that we use here the
assumption that the initial configuration U0 is i.i.d., so that U0 ∩ C0 and U0 ∩ C1 are independent.
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Resulting stochastic domination

Using this independence property and proceeding as in [2], we have a positive correlation inequality which
allows us to write, for every m ≥ 1,

P
(

H⋆(C, U0) ≥ m
)

≥
+∞
∑

k=1

P

({

k−1
∑

i=0

L′
2i ≥ m

}

∩
{

N = k
}

)

≥
+∞
∑

k=1

P

(

k−1
∑

i=0

L′
2i ≥ m

)

P
(

N = k
)

.

Thus, taking N ′ a copy of N which is independent of L′, we get the stochastic domination

H⋆(C, U0) �
N ′−1
∑

i=0

L′
2i .

Then, as explained above, this variable N ′ is not exactly a geometric variable, but it dominates a geometric
variable with parameter 1− π0π1, with

π0 = E
[

ψ0(L′
0)
]

∧ E
[

ψ0(L′
2)
]

and π1 = E
[

ψ1(L′
1)
]

∧ E
[

ψ1(L′
3)
]

,

where the function ψ0 is defined by

ψ0 : x ∈ N 7−→ E

(

C1 ⊂
⋃

0≤ ℓ< x

R
(

x⋆0, ℓ, j
)

)

and ψ1 is defined similarly, replacing C1 with C0 and x⋆0 with x⋆1. Now, we use the following elementary
result (Lemma 2.4 in [2]):

Lemma 6.7. Let N be a geometric random variable with parameter a ∈ (0, 1), and let (Xn)n∈N be i.i.d.
geometric variables with parameter b ∈ (0, 1), independent of N . Then, the variable

S = 1 +

N
∑

n=1

(

Xn − 1
)

is geometric with parameter
ab

1− b+ ab
.

Using this, we deduce that 1 +H⋆(C, U0) dominates a geometric variable with parameter

q′ =
(1− π0π1)q0
1− π0π1q0

.

Then, the same computations as in the end of Section 7 of [2] yield

q′ ≤ |C|
(1− q0)Υd(Dj)

q0q1 =
|C| exp

(

− αj |C|
)

(1− q0)Υd(Dj) p6j
≤ 2 |C| exp

(

− αj |C|
)

Υd(Dj) p6j
, (35)

using the expression (34) of q0 and q1 and then the crude bound q0 ≤ 1/2 which follows from (33). Then,
using our assumption (29), we have

1 ≤ (αj − αj+1)2
j/2v ≤ (αj − αj+1)|C| ,

which, using that x 7→ xe−x decreases on [1, ∞), implies that

|C| exp
(

− (αj − αj+1)|C|
)

≤ 2j/2v exp
(

− (αj − αj+1)2
j/2v

)

.

Plugging this into (35), we obtain

q′ ≤ 2j/2+1v exp
(

− (αj − αj+1)2
j/2v

)

Υd(Dj) p6j
exp

(

− αj+1|C|
)

≤ exp
(

− αj+1|C|
)

where in the last inequality we used again our assumption (29). This concludes the proof of Lemma 6.5.
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6.6 Proof of Lemma 6.6

Proof of Lemma 6.6. Let us consider the function

f : p ∈ (0, 1) 7−→ ln p− ln(1− p+ p2)

8p3
.

When p → 0, we have f(p) ∼ 1/(8p2). Hence, we can find p̄ ∈ (0, 1) such that f(p) ≥ 1/(16p2) for
every p ∈ (0, p̄). Upon decreasing p̄ if necessary, we can assume that p̄ ≤ 1/8.

Let now p ∈ (0, p̄) and ε satisfying (31), and let T and (Xn)n≥1 be as in the statement. For every n ≥ 1,
let us write Sn = X1 + · · ·+Xn. To prove the result, we have to show that

∀k ≥ 1 , P
(

ST ≥ k
)

≥
(

1− ε

p3

)k

. (36)

Let k ≥ 1. Defining n = ⌈k/(8p3)⌉, we simply write

P
(

ST ≥ k
)

≥ P

(

{

T ≥ n
}

∩
{

Sn > k
}

)

≥ P
(

T ≥ n
)

− P
(

Sn < k
)

. (37)

We then bound separately these two terms.

On the one hand, we have

P
(

T ≥ n
)

= (1− ε)n = exp

(⌈

k

8p3

⌉

ln(1− ε)

)

.

First, note that
⌈

k

8p3

⌉

≤ k

8p3
+ 1 ≤ k

4p3
,

using that p ≤ 1/2. Besides, since ε ≤ p3 6 1/2, we have, by concavity of the logarithm function,

ln(1− ε) ≥ 2ε ln

(

1

2

)

≥ −2ε .

Hence, we obtain

P
(

T ≥ n
)

≥ exp

(

− kε

2p3

)

= exp

(

kε

2p3

)

× exp

(

−kε
p3

)

≥
(

1 +
kε

2p3

)

exp

(

−kε
p3

)

≥ (1 + ε) exp

(

−kε
p3

)

. (38)

On the other hand, it follows from Chebychev’s inequality that

P
(

Sn < k
)

≤ E
[

pSn
]

p−k = (1 − p+ p2)np−k ≤ exp
(

− kf(p)
)

≤ exp

(

− k

16p2

)

≤ exp

(

− 1

32p2

)

exp

(

− k

32p2

)

≤ ε exp

(

−kε
p3

)

(39)

where, in the last inequality, we used our hypotheses ε ≥ exp(−1/(32p2)) and ε ≤ p3 6 p/32.

Now, plugging (38) and (39) into (37), we get

P
(

ST ≥ k
)

≥ exp

(

−kε
p3

)

≥
(

1− ε

p3

)k

,

using the inequality ln(1 − ε/p3) ≤ −ε/p3. This concludes the proof of (36), which is the claim of the
Lemma.

31



6.7 Concluding proof of Proposition 4.2 in two dimensions

We now put the pieces together to obtain the lower bound on the stabilisation time of ARWD on the
two-dimensional torus.

Proof of Proposition 4.2, case d = 2. Let d = 2, λ > 0, µ ∈ (0, 1) and ρ ∈ (0, 1). We start by tuning the
various parameters. Let K be the constant given by Lemma 6.1, let p̄ be the constant given by Lemma 6.6
and let

p = p̄ ∧
√
µ

384
∧ 1

2(1 + λ)
.

Let v0 be given by Lemma 6.3 (applied with ρ0 = ρ), and let v1 ∈ N be such that for all v ≥ v1, we have

2v10 ln

(

1152v3

µ

)

≤ p6K exp

(

1− 2−1/4

2
v1/8

)

. (40)

Let now v = v0 ∨ v1 and r = 2
⌊
√

2v/µ
⌋

. Then, for j ∈ N0 we define

αj =
1 + 2−j/4

2
√
v

, Dj = 6j × 12vr and pj =
p

6jv3/2
.

Lastly, we take κ = α0µ/8.

Let now n ≥ r+1 and A ⊂ Z
2
n such that |A| ≥ µn2. Using Lemma 6.2, we can consider a (v, D)-dormitory

hierarchy (Aj , Cj)j≤J on A such that |AJ | ≥ |A|/4 and every set C ∈ C0 is r-connected.

Then, for every C ∈ C0 Lemma 6.3 provides us with a C-toppling procedure pC such that the induction
hypothesis P(0) defined in (27) holds, with ρ0 = ρ. We then consider the toppling strategy f and the sleep
mask g derived from this hierarchy and these toppling procedures, as explained in Section 6.3.

Let us now check that the assumptions of Lemma 6.5 are satisfied. For every j ≥ 0 have pj ≤ p̄
and pj ≤ 1/(2j+1(1 + λ)) and, moreover, using the definitions of p, of r and of Dj, along with the fact
that αj ≤ 1, we can write

pj ≤
√
µ

384× 6jv3/2
≤ 1

96
√
2× 6jvr

=
1

8
√
2Dj

≤ 1

4
√
2 (Dj + 1)

≤ 1
√

32αj(Dj + 1)
,

which shows that the condition (28) is satisfied. To check the condition (29), we write

p6j Υ2(Dj) exp
(

(αj − αj+1)2
j/2v

)

2j/2+2v
≥ p6K

66j+j/2+2v10 ln
(

6j × 12vr
) exp

(

1− 2−1/4

2
2j/4

√
v

)

≥ p6K

4(4jv)10
[

ln
(

24
√

2/µ
)

+ (3/2) ln(4jv)
] exp

(

1− 2−1/4

2
(4jv)1/8

)

≥ 1

following (40) applied with 4jv instead of v. This shows that the condition (29) is also satisfied, allowing us
to apply Lemma 6.5, to deduce that P(j) holds for all j ≤ J . In particular we deduce that, starting with an
initial configuration U0 ∼ P(A, ρ), the variable 1 +H⋆(AJ , U0 ∩ AJ ) dominates a geometric variable with
parameter

exp
(

− αJ |AJ |
)

≤ exp

(

− α0

2
× |A|

4

)

≤ exp
(

− κn2
)

.

Then, writing η0 = 1U0 + s1A\U0
and recalling that our toppling strategy f chooses sites in AJ in priority

and that both the toppling strategy and the sleep mask do not depend on the configuration outside AJ , we
have T (A, η0) � T (AJ , η01AJ

) ≥ H⋆(AJ , U0∩AJ), so that the stochastic domination also holds for T (A, η0).
Decreasing the constant κ if necessary so that the result also holds when n ≤ r, the proof of Proposition 4.2
in the two-dimensional case is complete.
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6.8 Concluding proof of Proposition 4.2 in the transient case

We now study the case of dimension at least 3.

Proof of Proposition 4.2, case d ≥ 3. Let d ≥ 3, λ > 0, µ ∈ (0, 1) and ρ ∈ (0, 1). Let β = ρ/2, let K be the
constant given by Lemma 6.1 applied in dimension d and let

v =

⌊

(1 + λ)

(1 − β)K

⌋

+ 1 .

By definition of v, for α small enough we have

(1 + λ)(1 − e−α) ≤ K
(

1− e−α(1−β)v
)

.

Let us fix such an α, and let κ < (αβµ) ∧ (ρ2µ/2).

Then, given n ≥ ⌈(v/µ)1/d⌉ and A ⊂ Z
d
n such that |A| ≥ µnd, we consider the trivial hierarchy with

only one level, defined by J = 0, A0 = A and C0 = {A} and we apply Lemma 6.4 with r = ∞ (note
that |A| ≥ µnd ≥ v). Thus, we obtain an A-toppling procedure pA such that, for every fixed U0 ⊂ A
with |U0| =

⌊

β|A|
⌋

, the numberNB of times that the number of unstable sites passes above the threshold β|A|
is such that 1+NB dominates a geometric random variable with parameter e−α(β|A|−2) (applying a reasoning
similar to that used in the proof of Lemma 6.3). Since T (A, U0) ≥ Nβ , we deduce that this stochastic
domination also holds for T (A, U0).

Then, to obtain the claimed result starting from a random initial configuration U0 distributed as PA, ρ, we
proceed as in the end of the proof of Lemma 6.3 using Hoeffding’s inequality to estimate PA,ρ(|U0| < β|A|).
We then obtain that, starting from U0 ∼ PA, ρ, the variable T (A, U0) dominates a geometric with parameter

e−α(β|A|−2) + eρ
2µnd/2 ≤ e−κn

d

,

provided that n is taken large enough. Decreasing κ so that the estimate holds for any n ∈ N, we obtain
Proposition 4.2 in the transient case.

7 Exponential stabilisation time on the torus: proof of Theo-

rem 1.3 given Propositions 4.1 and 4.2

Proof of Theorem 1.3. Let d ≥ 2, let λ = (2d)3 and let κ be given by Proposition 4.2 applied with µ0 = 1/5
and ρ0 being the probability that a Poisson variable with parameter 4/5 is at least 2, i.e.,

ρ0 = 1− 1 + 4/5

e4/5
. (41)

Let us consider the function

ψ : µ ∈ (0, 1) 7→ −µ lnµ− (1− µ) ln(1− µ) .

Since ψ(µ) → 0 when µ→ 1, we can find µ1 ∈ (4/5, 1) such that ψ(µ1) < κ/8.

Let now µ ∈ (µ1, 1). Let u > 0 be such that J(u) > 0, where the function J is given by

J : u 7→ µ(1− e−u)− µ1u .

The existence of such a u follows from the fact that J(0) = 0 and J ′(0) = µ− µ1 > 0.

Let n ∈ N be large enough so that
(n− 2)d

2
≥ 2nd

5
(42)

and let η be a random SSM configuration on the torus Zdn with i.i.d. Poisson numbers of particles on each
site, with parameter µ. Let M ∈ N. Let us start by writing

Pµ
(

‖mη‖ < M
)

≤ Pµ
(

|η| < µ1n
d
)

+

nd

∑

k=⌈µ1nd⌉
Pµ
(

‖mη‖ < M, |η| = k
)

. (43)
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Note that if |η| > nd then ‖mη‖ = ∞: this is why we consider the sum only until k = nd.

To handle the first term in (43), recalling that |η| is a Poisson variable with parameter µnd, we use the
following Chernoff bound:

Pµ
(

|η| < µ1n
d
)

≤ Eµ
(

e−u|η|
)

euµ1n
d

= e−J(u)n
d

. (44)

We now deal with the second term of (43). Let us take ⌈µ1n
d⌉ ≤ k ≤ nd. We first write

Pµ
(

‖mη‖ < M, |η| = k
)

=
∑

A⊂Zd
n : |A|=k

Pµ
(

‖mη‖ < M, |η| = k, η∞ = 1A

)

. (45)

Let us fix a set A ⊂ Z
d
n with |A| = k. Then, recall that Lemma 2.2 tells us that if η∞ = 1A then mη = mA

η ,
whence

Pµ
(

‖mη‖ < M, |η| = k, η∞ = 1A

)

≤ Pµ
(

‖mA
η ‖ < M, |η| = k

)

. (46)

Then, conditioning on the initial configuration, we get

Pµ
(

‖mA
η ‖ < M, |η| = k

)

=
∑

η0∈NV
0 : |η0|=k

Pµ
(

η = η0
)

P
(

‖mA
η0‖ < M

)

(47)

We wish to apply Proposition 4.1. To this end, we need a totally disconnected subset of A. Considering the
standard projection application πn : Zd → Z

d
n, we consider the subset B0 of the “even sites” of the torus,

removing a line to avoid problems if n is odd, namely

B0 = πn

(

{

(x1, . . . , xd) ∈ {0, . . . , n− 2}d : x1 + · · ·+ xd even
}

)

.

This set is totally disconnected and we have |B0| ≥ (n − 2)d/2 ≥ 2nd/5, following our assumption (42)
on n. Then, we simply consider the set B = A ∩ B0, so that B is also totally disconnected and satis-
fies |B| ≥ |A| − 3nd/5 ≥ nd/5. Let f be a toppling strategy and g be a sleep mask provided by Proposi-
tion 4.2 applied with λ, µ0 and ρ0 defined above, with κ already fixed above and with this set B, so that
if U is distributed according to PB, ρ0 then 1 + T (B, 1U + s1B\U ) dominates a geometric with parame-
ter exp

(

− κnd
)

.

At this point, Proposition 4.1 entails that, for every fixed η0 ∈ N
V
0 with |η0| = k, we have

P
(

‖mA
η0‖ < M

)

≤ P
(

T (B, η′0) < M
)

,

where η′0 = 1U + s1B\U , with U = {x ∈ B : η0(x) ≥ 2} and T (B, η′0) is the stabilisation time of
the ARWD(λ, B, f, g, η′0) process. Plugging this into (47) leads to

Pµ
(

‖mA
η ‖ < M, |η| = k

)

≤
∑

η0∈NV
0 : |η0|=k

Pµ
(

η = η0
)

P
(

T (B, η′0) < M
)

≤
∑

η0∈NV
0

Pµ
(

η = η0
)

P
(

T (B, η′0) < M
)

=
∑

U⊂B
ρ|U|(1− ρ)|B\U|

P
(

T (B, 1U + s1B\U ) < M
)

,

where ρ is the probability that a Poisson variable with parameter µ is at least 2. Note that since µ ≥ 4/5 we
have ρ ≥ ρ0, with ρ0 defined by (41). Now, since the toppling strategy f and the sleep mask g were provided
by Proposition 4.2, we have

∑

U⊂B
ρ|U|(1− ρ)|B\U|

P
(

T (B, 1U + s1B\U ) < M
)

≤ P
(

Gn ≤M
)

,

where Gn is a geometric variable with parameter exp(−κnd). Now, taking M = ean
d

with a = κ/2, we have

P
(

Gn ≤ ean
d)

= 1− exp
(⌊

eκn
d/2
⌋

ln
(

1− e−κn
d)) ≤ e−κn

d/4 ,
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provided that n is large enough. Combining all this and going back to (45) and (46), we obtain

Pµ
(

‖mη‖ < ean
d

, |η| = k
)

≤
(

nd

k

)

e−κn
d/4 .

Plugging this and (44) into (43) then yields

Pµ
(

‖mη‖ < ean
d) ≤ e−J(u)n

d

+

nd

∑

k=⌈µ1nd⌉

(

nd

k

)

e−κn
d/4 ≤ e−J(u)n

d

+ nd
(

nd

⌈µ1nd⌉

)

e−κn
d/4 .

Using now that
(

nd

⌈µ1nd⌉

)

= O
(

eψ(µ1)n
d)

,

along with our assumption that ψ(µ1) < κ/8, we deduce that, taking b = min(J(u)/2, κ/16), provided
that n is large enough,

Pµ
(

‖mη‖ < ean
d) ≤ e−bn

d

.

Then, adapting Section 3.10 of [11] to deal with the continuous-time model with the exponential clocks, we
obtain the claimed property (1).

8 Proof of Theorem 1.4

Theorem 1.4 is an analog of Theorem 4 of [11], which concerns activated random walks. The proof extends
to the SSM with only one minor change that we explain below.

The proof of Theorem 4 of [11] relies on a criterion for non-fixation for ARW established by Rolla and
Tournier (Proposition 3 in [23]). As explained by Rolla in [24], this result extends to the SSM with no
substantial change in the proof. The proof of Theorem 4 of [11] also uses a rough upper bound for the
stabilisation time of a box in ARW (Lemma 13 of [11]), which also holds for the SSM, with the same proof
(apart from the point dealing with sleep instructions, but this is harmless).

Then, the proof of Theorem 4 of [11] extends to the SSM without problem, apart from the fourth step
of the procedure, which uses the property that, in activated random walks, a configuration with k sites each
containing one active particle, all other sites being stable, can be stabilised with no particle moving, with
probability at least (λ/(1 + λ))k: this simply happens if at each of these k sites, the particle falls asleep
before moving.

Thus, to adapt the proof to the SSM, it is enough to show the following Lemma, which is an analog of
this property for the SSM:

Lemma 8.1. For every graph G = (V, E) with maximal degree ∆, for every A ⊂ V finite and connected, for
every SSM configuration η : V → N0 with at most one particle on each site of A and at least one empty site
in A, for every odometer h : V → (1/2)N0, the probability that no particle exits A during the stabilisation
of (η, h) in A with half-legal topplings is at least ∆−2|A|.

Proof. Let G = (V, E) be a graph with maximal degree ∆. We prove the result by induction on |A|.
If |A| = 1 then there is nothing to show, since we assume that at least one site of A is empty.

Assume that k ∈ N is such that the result holds for every A ⊂ V with cardinality |A| = k.

Then, let A ⊂ V connected with |A| = k + 1, let η : V → N0 with at most one particle on each site of A
and at least one empty site in A, and let h : V → (1/2)N0. Let x and y be two distinct sites of A such that
both A \ {x} and A \ {y} remain connected (take for example two leaves of a rooted spanning tree of A, or
the root and the leaf if the tree has only one leaf).

If η(x) = η(y) = 0, then the result follows from the induction hypothesis applied to A \ {x}.
Assume now that at least one of these two points contains a particle: assume for example that η(x) = 1.

If h(x) is integer, then the result also follows from the induction hypothesis applied to A \ {x}, because x is
already half-stable in (η, h). Assume now that h(x) is not integer. Let z be a neighbour of x in A. Then, we
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perform one half-legal half-toppling at x. With probability at least 1/∆, a particle jumps from x to z. Then,
we perform an admissible half-toppling at z. With probability at least 1/∆, a particle jumps back from z
to x, and we obtain the configuration (η, h+ 1

21x +
1
21z), in which the site x is now half-stable. Applying

the induction hypothesis to this configuration in A \ {x}, we know that with probability at least ∆−2k,
the configuration stabilises in A \ {x} with no particle jumping out of A \ {x}. Thus, with probability at
least ∆−2k−2, there exists an admissible half-toppling sequence which half-stabilises (η, h) in A with no
particle jumping out of A. This implies the result by monotonicity (noting that the number of particles
which jump out of A is a non-decreasing function of the odometer).

With the notation of the proof of Theorem 4 in [11], this lemma enables to lower bound the success
probability of the fourth step of the procedure described in [11], applying the lemma to A = B0 \B3 (or to
its two connected components if d = 1), and adjusting the constants accordingly.
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