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Collaborative Aware Bidirectional Semantic
Reasoning for Video Question Answering

Xize Wu, Jiasong Wu, Member, IEEE, Lei Zhu, Senior Member, IEEE, Lotfi Senhadji, Senior Member, IEEE,
Huazhong Shu, Senior Member, IEEE

Abstract—Video question answering (VideoQA) is the chal-
lenging task of accurately responding to natural language ques-
tions based on a given video. Most previous methods focus on
designing complex cross-modal interactions to perform question-
oriented video scene mining and semantic reasoning, and uti-
lize straightforward classification and matching strategies with
different decoders to forcibly associate the predicted repre-
sentation with ground-truth answer. However, the limitations
of question-oriented reasoning and the overlapping semantic
co-occurrences between questions and candidates may cause
them to fall into spurious correlation reasoning. In this pa-
per, we propose a Collaborative aware Bidirectional Semantic
Reasoning (CBSR) model to alleviate this challenging problem.
Specifically, we first propose a collaborative aware adaptive
correlation reasoning module to collaboratively mine multi-
granularity text-aware critical video scenes and reason about the
complex intrinsic correlations between them via bottom-up cross-
granularity adaptive aggregation. By progressively performing
video reasoning from object-level to frame-level, we can obtain a
set of semantically rich critical video representations. Then, we
collaboratively decode it together with question and knowledge
semantics into an implicit representation through the proposed
unified answer semantic collaborated decoding module. Finally,
a novel bidirectional semantic reasoning learning strategy is
proposed to bridge and strengthen the unique positive semantic
correlation between the learned implicit representation and the
ground-truth answer, and explicitly alleviate the challenge of
overlapping semantic co-occurrence. Benefiting from the same
model structure and learning strategy, our method can achieve
seamless transfer between Open-Ended and Multi-Choice tasks.
Extensive experimental results on seven commonly tested datasets
(i.e. MSVD-QA, MSRVTT-QA, NExT-QA, Causal-VidQA, NExT-
OOD, ActivityNet-QA and EgoSchema) verify the superior per-
formance of our method and the effectiveness of each reasoning
module. We provide our source codes and experimental datasets
at https://github.com/XizeWu/CBSR.

Index Terms—Video question answering, Collaborative aware,
Bidirectional semantic reasoning, Multi-granularity aggregation
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Rennes F-3502, France. (e-mail: xizewu96@gmail.com, jswu@seu.edu.cn,
shu.list@seu.edu.cn). Jiasong Wu is the corresponding author.

Lei Zhu is with the School of Electronic and Information Engineering,
Tongji University, Shanghai 200092, China. (e-mail: leizhu0608@gmail.com).

Lotfi Senhadji is with Univ-Rennes, INSERM, LTSI-UMR 1099, Rennes
F-3502, France; and with CRIBs, Rennes F-3502, France. (e-mail:
lotfi.senhadji@univ-rennes1.fr).

Q
-o

rien
ted

 F
u
sio

n
 

an
d
 R

easo
n
in

g

V
id

eo
Q

u
es.

OE

MC

or ... A...

... A...

CE

Hing 

C
lassif.

C
at(f(v

,q
),A

i )

M
L

P

D
eco

d
er

label word

1502

1503

1501 A1501

A1502

A1503

MLP(f(v,q),A2)

MLP(f(v,q),A3)

MLP(f(v,q),A4)

(a) Previous methods

OE 

 MC

V
id

eo
V

id
eo

Q
u
es.

Q
u
es.

A
nsw

er S
em

antic 
C

ollaborated D
ecoding

Ai

[
]

  
  
  
 T

ex
t 

  
  
 E

n
co

d
er

(b) Our method

Matching Score

C
-aw

are A
daptive 

C
orrelation R

easoning

C
L

S
S

E
P

LossBSRLossBSR

K
now

.
K

now
.

Frozen Layers

Trainable Layers

AdaptersAdapters

Fig. 1. Comparison between previous methods and our method. (1) Previous
methods mostly utilize the given question to individually guide the model’s
reasoning. In contrast, the proposed method first generates a coarse knowledge
description, and then performs collaborative aware reasoning together with
the question semantics. (2) Most previous methods adopt a simple discrete
classification strategy and matching strategy with different decoders on OE
task and MC task. Differently, we propose a novel Bidirectional Semantic
Reasoning (BSR) learning strategy with a unified answer decoder to uniformly
perform answer decoding on both Open-Ended (OE) and Multi-Choice (MC)
tasks, which facilitates seamless transfer between these two reasoning tasks.

I. INTRODUCTION

V IDEO question answering (VideoQA) [1]–[4] is one of
the most representative research hotspots in interactive

artificial intelligence [5]–[11], which has recently attracted
increasing interests from many researchers. It requires the
VideoQA model to understand the complex semantics in a
given question, and then mine the crucial semantic information
in the video to predict the positive answer.

To solve this challenging task, numerous methods [12]–[15]
have been proposed with impressive reasoning performance.
Although promising progresses have been made so far, most
existing methods still suffer from the following two bottle-
necks: (1) As shown in Fig. 1(a), previous methods [16]–[18]
tend to design a variety of complex interactions for question-
oriented video clue mining and semantic reasoning. However,
the question-oriented design may cause the VideoQA model
to overly focus on video scenes semantically related to the
question, and eventually fall into spurious causal reasoning.
As shown in Fig. 2(a), the question-oriented strategy tends
to reason based on the question-focused 1st, 3rd and 4th
frame (“people”) while overlooking the critical information
in the 2nd frame (“TV”). In fact, the ideal reasoning is that
the VideoQA model predicts the correct answer based on all
positive video scenes instead of only question-oriented positive
video scenes. (2) In addition, most previous methods [19]–[21]
regard the Open-Ended (OE) task as a simple classification
task, using a simple classification layer to forcibly amplify
the connection from the predicted feature to the ground-
truth discrete label; or regard the Multi-Choice (MC) task as
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a matching task, using a Multi-Layer Perceptron (MLP) to
concatenate the predicted feature and each candidate feature,
then widening the score gap between the positive matching
pair and all negative matching pairs using a fixed margin. On
the one hand, the discriminative identity semantics implicit in
each answer are ignored on OE task, potentially weakening
the model in distinguishing the positive answer from hard
negative candidates. On the other hand, on MC task, existing
matching strategy not only introduces additional computational
overhead caused by the concatenation operation, but also
fails to effectively alleviate the detrimental impact caused by
diverse overlapping semantic co-occurrences (underlined in
blue and orange in Fig. 2(b)).

Motivated by the above analysis, in this paper, we pro-
pose a Collaborative aware Bidirectional Semantic Reasoning
(CBSR) method to solve the limitations of existing methods,
illustrated in Fig. 3. It first generates a coarse knowledge
description by feeding the given video-question pair into an
off-the-shelf Visual-Language Model. We regard individual
question semantics or knowledge semantics as local text
semantics, and their combined augmented semantics as global
text semantics. Then, we propose a Collaborative aware Adap-
tive Correlation Reasoning (CACR) module to collaboratively
mine multi-granularity text-aware critical video scenes, and
progressively reason the complex correlations among them.
Specifically, it first mines critical video scenes semantically
related to global and local text, and views the remaining ones
as noisy video scenes and filters them out. After that, we
adaptively aggregate local-aware video semantics into global-
aware video semantics in a bottom-up manner to reason the
complex intrinsic correlations among critical scenes. Through
progressive video semantic reasoning from the object-level
to the frame-level, it finally derives semantically rich critical
video representations. Subsequently, a unified Answer Seman-
tic Collaborated Decoding (ASCD) module is proposed to
collaboratively decode an implicitly predicted feature as an
output. Finally, we propose a Bidirectional Semantic Reason-
ing (BSR) learning strategy to encourage the model to learn
the unique intrinsic semantic correlation between the implicitly
predicted feature and the ground-truth answer on both OE and
MC tasks. It motivates the model to flexibly build the positive
correlation from the predicted feature to the ground-truth
answer while suppressing spurious correlations to all negative
candidates without a prespecified margin via forward semantic
reasoning. And it widens the negative semantic gap between
the positive answer and all negative candidates to reversely
strengthen the unique positive semantic correlation from the
positive answer to the predicted feature via reverse semantic
reasoning. Therefore, the proposed BSR not only avoids the
additional computational overhead introduced by the concate-
nation operation, but also explicitly alleviates the detrimental
impact caused by overlapping semantic co-occurrences that
commonly exist between question and candidates.

Briefly, we summarize the main contributions as follows:
• We propose a novel Collaborative aware Adaptive Cor-

relation Reasoning (CACR) module, which utilizes the
given question and generated coarse knowledge to collab-
oratively mine critical video scenes and guide complex

Question: Why are the group of people looking in the same direction?

(b) Bidirectional Semantic Reasoning

Knowledge: 5 people in the room, including 3 men and 2 woman, 

sing and dance to the TV, and play musical instruments. 

They are enjoying their time together and having fun.
following 

notes on the 
television

engrossed 
in show

Question: How did the girl remind herself of what she wanted to talk about in the camera? 

A1: camera in front. 
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Fig. 2. (a) Previous question-oriented methods may fall into insufficient
mining of critical video scenes and ultimately derive an unsatisfactory
reasoning result (×). The proposed method uses the question and knowledge
to collaboratively mine critical video scenes and reason the real intrinsic
correlation among them to predict the correct answer (©). (b) The proposed
bidirectional semantic reasoning includes forward and reverse semantic rea-
soning. It encourages the model to flexibly build the positive correlation from
the predicted feature to the ground-truth answer while suppressing spurious
correlations to all negative candidates without a prespecified margin via
forward semantic reasoning. And it widens the semantic gap between the
positive answer and all negative candidates to reversely strengthen the unique
positive semantic correlation from the positive answer to the predicted feature
via reverse semantic reasoning. The proposed model can achieve seamless
transfer between the MC and OE tasks because it shares the same model
structure and learning strategy.

intrinsic correlation reasoning among them.
• We propose a unified Answer Semantic Collaborative

Decoding (ASCD) module with a novel Bidirectional Se-
mantic Reasoning (BSR) learning strategy, which decodes
an implicitly predicted representation semantically related
to the positive answer on both OE and MC tasks. By
sharing the same model structure and learning strategy,
our method can achieve seamless transfer between these
two reasoning tasks.

• Extensive experimental results on seven widely tested
datasets (including two descriptive datasets MSVD-
QA and MSRVTT-QA, two causal datasets NExT-
QA and Causal-VidQA, one Out-Of-Distribution dataset
NExT-OOD, two long-form datasets ActivityNet-QA and
EgoSchema) verify the superior performance of the pro-
posed method.

II. RELATED WORK

Video Question Answering (VideoQA) requires models to
effectively understand the complex semantics hidden in the
sequential video and deduce the correct answer based on
the given question, presenting greater challenges compared
to Image Question Answering (ImageQA) [22]–[26]. Existing
methods can be broadly categorized as follows.

Memory learning methods [1], [27]–[29]: Early methods
often develop diverse intra- and inter-modal memory mech-
anisms, which perform iterative read and write operations to
understand video content. These designs are well consistent
with the temporal properties of videos. Representatively, AMU
[30] introduces a co-memory attention mechanism to gradually
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refine both appearance and motion features by leveraging
question guidance, and finally fuse them for prediction. HME
[12] proposes a pair of heterogeneous memory mechanisms to
learn the global video semantics and understand the complex
question semantics, respectively. However, these methods ig-
nore the exploration of fine-grained visual semantics within
individual frames, resulting in insufficient visual perception.
Different from them, our method introduces fine-grained visual
scenes and further explores their complex interrelationships to
understand fine-grained visual contents.

Graph learning methods [13], [16], [31]–[33]: Some
methods leverage the powerful modeling capabilities of graph
neural networks [34], [35] to explore the intrinsic adjacency
semantics between video scenes. Such designs explicitly en-
hance the understanding of relational structures among com-
plex interactive scenes. For instance, LGCN [33] models the
correlation between visual objects through a vanilla GCN
to capture the locally-aware video semantics, and then fuses
video features with question features to predict the answer.
B2A [13] proposes a question-to-visual interaction to mine
question-related appearance features and motion features, and
then employs a question graph as a bridge to align complemen-
tary appearance semantics and motion semantics. However,
these methods regard all frames or objects as nodes in a
graph to model redundant correlations between them, which
may weaken the critical adjacency semantics and result in
suboptimal performance. Unlike them, we first filter out noisy
visual scenes and then progressively reason about complex
intrinsic correlations between critical scenes via the proposed
cross-granularity adaptive aggregation.

Hierarchical learning methods [14], [17], [36], [37]: Some
methods argue that complete video (or question) semantics
can be hierarchically decomposed into multi-level and multi-
granular visual (or textual) semantics. This hierarchical design
facilitates a better understanding of visual structures and
textual concepts by progressively aggregating multi-granular
video and question semantics. HCRN [14], a representa-
tive hierarchical learning method, proposes a general-purpose
reusable conditional relational network unit to capture video
content. It takes video frame features as input and uses video
motion features and question features as conditional informa-
tion to guide the hierarchical reasoning process. HQGA [17]
introduces a conditional graph hierarchy with multiple levels
of question injection to reason and aggregate low-level visual
elements into high-level video elements. However, similar to
graph learning methods, these approaches introduce a large
amount of question-irrelevant noisy video scenes for hierar-
chical aggregation, which inevitably brings negative impacts
to the answer prediction. Our method instead filters out noisy
video scenes via the proposed collaborative pruning mecha-
nism, and then adaptively reasons and aggregates collaborative
aware appearance and motion features for prediction.

Causal learning methods [15], [18], [38]–[41]: Some
recent methods advocate that only a few visual scenes are
critical for reasoning about the correct answer, thus focusing
on designing various causal interventions to explicitly explore
the few but essential visual scenes relevant to the ques-
tion semantics. These designs are advantageous in alleviating

TABLE I
NOTATIONS AND DESCRIPTION.

Notations Description
O, F , M Video features of object, appearance and motion

Ôc, Ôq , Ôk The critical object associated with c, q or k
Ô The critical object after cross-granular aggregation

Õ, F̃ , M̃ Video features of object, appearance and motion
enhanced by adjacency semantics

Q, K Local question feature and knowledge feature
C Global text feature after concatenation of Q and K

q̄, k̄, c̄ Sentence-level semantic feature of Q, K and C

ec←q
i,j,s

Cross-granularity correlation from the local q-aware s-th
object to the global c-aware j-th object in the i-th frame

ec←k
i,j,s

Cross-granularity correlation from the local k-aware s-th
object to the global c-aware j-th object in the i-th frame

g Adaptive gating vector

A, Â Candidate matrix for forward reasoning and
pseudo candidate matrix for backward reasoning

the negative impact of noisy scenes and establishing causal
links from learned rationales to predictions. IGV [15] is the
first model to address VideoQA from a causal perspective.
It proposes a grounding indicator and scene intervener to
eliminate question-irrelevant scenarios, and predict answers
based on identified question-relevant visual scenarios. To im-
prove reasoning transparency and mitigate spurious correla-
tions caused by co-occurring concepts, VSCR [18] performs
scene separation interventions at both the frame and segment
levels, and then adopts a contrastive learning paradigm to
supervise the model to learn positive predictions based on
question-related video scenes. However, due to the incomplete
semantics of the question, existing methods may overem-
phasize question-related superficial visual scenes, leading to
spurious predictions, as illustrated in Fig. 2(a). Conversely, we
propose a collaborative aware reasoning framework to mine
complementary visual semantics and a bidirectional reasoning
strategy to mitigate the impact of negative answers.

III. THE PROPOSED METHOD

Fig. 3 shows the basic learning framework of the proposed
method, which mainly consists of the following modules:

(a) Multi-modal Feature Extracting: Generating a coarse
knowledge for each video-question pair via an off-the-shelf
Visual-Language Model (VLM), and extracting multi-modal
features via different feature extractors.

(b) Collaborative aware Adaptive Correlation Reasoning
(CACR): Collaboratively mining global text-aware and lo-
cal text-aware (question-aware and knowledge-aware) critical
video scenes to progressively reasoning the complex intrinsic
correlations among them from object-level to frame-level.

(c) Answer Semantic Collaborated Decoding (ASCD): Col-
laboratively decoding an implicitly predicted representation
semantically related to the ground-truth answer.

(d) Candidate Learning with Adapters (CLA): Learning dis-
criminative sentence-level candidate embeddings by optimiz-
ing the newly introduced lightweight adapters while freezing
the original model parameters.
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Fig. 3. The basic learning framework of the proposed CBSR. In (a), we first generate coarse knowledge based on the given video and question, and then
extract video and text features through the modality-specific backbone. With progressive design (b), the Collaborative aware Adaptive Correlation Reasoning
(CACR) module exploits question and knowledge semantics to collaboratively mine critical video scene information, and reasoning complex correlations
between critical scenes through cross-granularity adaptive aggregation. Thereafter (c), we propose a unified Answer Semantic Collaborated Decoding (ASCD)
module to adaptively fuse appearance and motion features, and then equip it with knowledge and question semantics to collaboratively decode an implicitly
predicted representation. In (d), sentence-level candidate embeddings are learned by optimizing lightweight adapters. (e) The proposed Bidirectional Semantic
Reasoning (BSR) learning strategy, including forward semantic reasoning and reverse semantic reasoning.

(e) Bidirectional Semantic Reasoning (BSR): Driving model
learning through both forward semantic reasoning and reverse
semantic reasoning.

For convenience, the relevant notations and descriptions
mainly used in this paper are shown in Table I.

A. Multi-modal Feature Extracting
In this paper, we split a given video into NT frames. Similar

to the previous methods [14], we use pre-trained ResNet [42]
and ResNeXt [43], [44] to extract the appearance and motion
features of the video, respectively, and then use a FC layer
to map them into a d-dimensional hidden space, denoted as
F = {fi}NTi=1 and M = {mi}NTi=1, respectively. fi and mi

represent the i-th appearance and motion feature, respectively.
The commonly used Faster R-CNN [45] is adopted to ex-
tract NO objects in each frame, denoted as O = {oi}NTi=1 =
{oi,j}NT ,NOi=1,j=1, where oi represents all object features in the
i-th frame, oi,j represents the feature of the j-th object in the
i-th frame. Additionally, we design a prompt “Please briefly
describe the content of this video in one sentence based
on the given question: {Q}”, and feed it into an off-the-
shelf VLM (e.g., mPLUG-Owl [46], [47]) together with each
video-question pair to obtain a coarse knowledge related to
the given question, where {Q} represents a placeholder for a
question. For a given question and generated knowledge, we
utilize the commonly used Bert [48] model to encode each
word into a d-dimensional hidden layer embedding, denoted

as Q = {qi}
LQ
i=1 and K={ki}LKi=1, where LQ and LK denote

the length of question words and knowledge words, respec-
tively. Furthermore, we concatenate question and knowledge
to obtain a joint representation C = {ci}LCi=1, where LC = LQ
+ LK . Since the joint feature C contains both question and
knowledge semantics, we regard it as a global text feature
while Q and K as local text features.

B. Collaborative aware Adaptive Correlation Reasoning

First, we introduce a Collaborative Pruning Mechanism
(CPM) module to mine global text-aware and local text-
aware critical video objects, and regard the remaining ones
as noisy objects to be pruned out. Specifically, we first
perform fine-grained cross-modal attention to highlight critical
video objects invoked by global text cl or local question ql
(or knowledge kl) words while bridging the heterogeneous
semantic gap:

oci,j = oi,j +

LC∑
l=1

exp(oi,jcl)

ΣLCr=1exp(oi,jcr)
cl, (1)

oqi,j = oi,j +

LQ∑
l=1

exp(oi,jql)

Σ
LQ
r=1exp(oi,jqr)

ql, (2)

oki,j = oi,j +

LK∑
l=1

exp(oi,jkl)

ΣLKr=1exp(oi,jkr)
kl. (3)
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Then, we can obtain three object-level confidence vectors
by calculating the similarity between each sentence-level text
feature (c̄, q̄, k̄) and all object feature (oci = {oci,j}

No
j=1, oqi =

{oqi,j}
No
j=1, oki = {oki,j}

No
j=1) in each frame:

Sci = Softmax(oci c̄
T ), (4)

Sqi = Softmax(oqi q̄
T ) S, k

i = Softmax(oki k̄
T ), (5)

where Sci and Sqi (or Ski ) represents the global text-aware and
local question-aware (or knowledge-aware) confidence vector,
respectively. To obtain the critical objects that are strongly
related to the global semantic in the i-th frame, we sort all
values in Sci in descending order, and extract the topNα objects
with the highest similarity while discarding the remaining
weakly relevant objects. Formally, we formulate it as follows:

idx = Index(SortD(Sci )), (6)

idx′ = SortA(idx[: topNα]), s.t. topNα = bαNOc (7)

ôci = oci [idx
′], s.t. ôci ∈ RNα×d (8)

where SortA(·) and SortD(·) represent ascending and de-
scending operations, respectively, Index(·) represents getting
index operation, b∗c represents rounding down the number
∗, 0 ≤ α ≤ 1 represent the pruning factor, ôci represents the
topNα critical objects. In Eq. (7), SortA(·) is used to preserve
the original relative position relationship. Similarly, the topNα
objects of local question-aware and knowledge-aware can be
denoted as ôqi and ôki , respectively. Benefiting from its training-
free design, we can effectively alleviate the detrimental impact
and additional computational overhead caused by negative
objects.

Then, we propose a Cross-granularity Adaptive Aggregation
(CAA) module, which adaptively aggregates local-aware ob-
ject semantics into global-aware object semantics to reason the
complex intrinsic correlations between critical video objects in
a bottom-up manner. Specifically, we first calculate the cross-
granularity correlation from each local-aware object ôqi,s (or
ôki,s) to each global-aware object ôci,j as follows:

ec←qi,j,s =
exp(φoc(ô

c
i,j)φoq(ô

q
i,s))∑Nα

l=1 exp(φoc(ô
c
i,j)φoq(ô

q
i,l))

, (9)

ec←ki,j,s =
exp(φoc(ô

c
i,j)φok(ôki,s))∑Nα

l=1 exp(φoc(ô
c
i,j)φok(ôki,l))

, (10)

where φ∗(·) denotes the FC layer. After that, we perform
bottom-up cross-granularity adaptive aggregation guided by
c̄ from local-aware object semantics to global-aware object
semantics based on the learned correlations:

ôc←qi,j = σ(

Nα∑
s=1

φq2c(e
c←q
i,j,s ô

q
i,s)), (11)

ôc←ki,j = σ(

Nα∑
s=1

φk2c(e
c←k
i,j,s ô

k
i,s)), (12)

go = Sigmoid(φcon([ôc←qi,j ; c̄; ôc←ki,j ])), (13)

ôi,j = ôci,j + go � ôc←qi,j + (1− go)� ôc←ki,j , (14)

where σ(·) is the ReLU(·) activation function, φ∗(·) denotes
the FC layers, � represent the element-wise product. Ô =
{ôi}NTi=1 = {ôi,j}NT ,Nαi=1,j=1 represents cross-granularity aggre-
gated video objects. Next, we adopt a graph convolutional
network to reason the correlations between them, and thus
derive semantically rich objects Õ = {õi}NTi=1 = {õi,j}NT ,Nαi=1,j=1

that are embedded with adjacency semantics:

Êoi = Softmax(ψ1(ôi)ψ2(ôi)
T ), (15)

õi = σ((Êoi + I)ôiW
o), (16)

where ψ∗(·) represents the FC layer, I represents an identity
matrix, W o represents the learnable parameters. Finally, we
employ a mean pooling operation to aggregate object-level
features into frame-level features OF = {oFi }

NT
i .

Similarly, the semantically rich critical appearance represen-
tation F̃ and motion representation M̃ can also be obtained by
employing similar reasoning operations as above. Specifically,
a fusion operation is first introduced, which concatenates the
aggregated frame-level object features and appearance (or
motion) features, and map it into the unified d-dim layer space
by a FC layer ψf (·) (or ψm(·)):

F̂ = ψf ([OF ;F ]), (or M̂ = ψm([OF ;M ])). (17)

Thereafter, the specific text-aware appearance (or motion)
frames with the topNα maximum similarities to global
sentence-level semantics (c̄) and local sentence-level semantics
(q̄ and k̄) can be identified by Eqs. (1)-(8). Subsequently,
we adaptively aggregate local-aware appearance (or motion)
semantics into global-aware appearance (or motion) semantics
through bottom-up cross-granularity aggregation Eqs. (9)-
(14), and finally derive semantically rich appearance features
F̃ = {f̃i}Nαi and motion features M̃ = {m̃i}Nαi for answers
decoding Eqs. (15) and (16).

C. Answer Semantic Collaborated Decoding

In this subsection, we propose an Answer Semantic Collab-
orated Decoding (ASCD) module to collaboratively decode an
implicitly predicted representation as output. Specifically, we
first employ an adaptive gating mechanism to fuse semanti-
cally rich appearance and motion features into a unified video
representation, which can be expressed as:

gv = Sigmoid(ψfm([F̃ ; c̄; M̃ ])), (18)

V = gv � F̃ + (1− gv)� M̃, (19)

where ψfm(·) is a FC layer. Then, we employ a Multi-Head
Self-Attention (MHSA) [49] mechanism to capture the dy-
namic temporal relationship semantics between video frames
V :

Ṽ = MHSA(V ). (20)

Similarly, we concatenate Q and K to further capture their con-
textual semantics C̃ through a multi-head attention mechanism
similar to Eq. (20). Finally, we feed the video, question and
knowledge semantics into a transformer block followed by a
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Fig. 4. The proposed BSR learning paradigm. It encourages the model to
flexibly build the positive correlation from the predicted feature to the ground-
truth answer while suppressing spurious correlations to all negative candidates
without a prespecified margin via forward semantic reasoning (left). And
it widens the semantic gap between the positive answer and all negative
candidates to strengthen the unique positive semantic correlation from the
positive answer to the predicted feature via reverse semantic reasoning (right).

mean pooling operation to collaboratively decode an implicitly
predicted representation z:

z = Mean P (FFN(Cross Att(Ṽ , C̃, C̃) + Ṽ )). (21)

where Cross Att(·) represents a cross-attention module,
FFN(·) represents a feed forward network and Mean P (·)
is a mean pooling operation.

D. Candidate Learning with Adapters

In this subsection, we propose a Candidate Learning with
Adapters (CLA) to learn the global semantic embedding of
each candidate. Different from the previous methods, we
freeze all parameters in the textual encoder, and only optimize
lightweight adapters inserted in each transformer block. It not
only significantly reduces computational overhead, but also
effectively alleviates the negative impact caused by task gaps
(upstream tasks are usually different from downstream tasks).

Specifically, we insert an adapter next to the multi-head
attention and feed-forward layer in each transformer block to
perform parallel computation. It is a bottleneck structure with
a residual connection, consisting of a down-projection layer,
a non-linear layer and an up-sampling layer. For the input Ti
of the i-th layer, we have:

T adi = σ(norm(TiW
dw
i ))Wup

i T, ad
i ← T adi + Ti, (22)

where W dw
i ∈ Rd×db and Wup

i ∈ Rdb×d represent the
down- and up-projection matrix, respectively. db represents the
bottleneck dimension, norm(·) represents the Layernorm(·)
operation. Then, we add the output T adi of the adapter to the
output Tmhai of the multi-head attention or T ffi of the feed-
forward layer to perform subsequent operations. Finally, the
last layer output clsU is regarded as sentence-level candidate
embedding a.

E. Bidirectional Semantic Reasoning

We propose a Bidirectional Semantic Reasoning (BSR)
learning paradigm to drive model learning on both OE and
MC tasks, which is shown in Fig. 4. Specifically, we perform
forward semantic reasoning from the implicitly predicted

feature z to all candidates A = {a1, a2, · · · , ana} and obtain
the similarity Sz2A, where na denotes the number of candi-
dates. And then, we use the MSE function to calculate the
forward reasoning loss between Sz2A and the ground-truth Y .
Formally, it can be expressed as:

lossFSR = MSE(Sz2A, Y ), Sz2A = Cos(z,AT ), (23)

where Y is a one-hot vector transformed from the ground-
truth label, Cos(·, ·) represents the Cosine similarity between
the two vectors. Additionally, the pseudo candidate list Â can
be easily obtained by replacing the positive answer feature
a+i in A with the predicted implicit feature z, and the reverse
semantic reasoning loss can be expressed as:

lossRSR = MSE(Sa+i 2Â, Y ), (24)

Sa+i 2Â = Cos(a+i , Â
T ), Â = {z ∪ {A/a+i }}. (25)

By integrating Eq. (23) and Eq. (24) into a unified learning
framework, the overall objective function can be formulated
as:

loss = MSE(Sz2A, Y ) +MSE(Sa+i 2Â, Y )

+MSE(Sz2A, Sa+i 2Â),
(26)

where the last item in Eq. (26) is used to constrain the
consistency of Sz2A and Sa+i 2Â.

With the proposed BSR learning strategy, our method not
only flexibly builds a positive correlation from the implicitly
predicted feature to the ground-truth answer while suppressing
spurious correlations to all negative candidates without a
prespecified margin via forward semantic reasoning, but also
explicitly widens the semantic gap between the positive answer
and all negative candidates while reinforcing the unique posi-
tive correlation from the ground-truth answer to the implicitly
predicted feature via reverse semantic reasoning. It explicitly
alleviates the negative impact caused by overlapping seman-
tic co-occurrences that exist between question and negative
candidates. Additionally, benefiting from a consistent learning
strategy with shared model parameters on both OE and MC
tasks, our method can achieve seamless transfer between these
two reasoning tasks.

IV. EXPERIMENTS

In this section, we conduct comparison experiments with
state-of-the-art baselines based on common VideoQA datasets
to verify the superior performance of our method, and design
the ablation experiments to validate the effects of each learning
module.

A. Evaluation Datasets

MSVD-QA [30] contains 1,970 videos with 50,505
question-answer pairs. The average video length is 10 seconds
and the average question length is 6 words. It is a represen-
tative VideoQA dataset for Open-Ended (OE) tasks, which
contains 5 question types: what, who, how, when and where.
To keep the consistence with the experimental settings of the
previous methods, we use 61% of the VQ pairs as the training
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TABLE II
BASIC STATISTICS OF THE EXPERIMENTAL DATASETS. OE MEANS THAT THE CURRENT DATASET IS AN OPEN-ENDED TASK DATASET, AND MC MEANS

THAT IT IS A MULTI-CHOICE TASK DATASET. (CANDIDATES) INDICATES THE NUMBER OF CANDIDATES.

Task(Candidates)Test PairsValidation PairsTrain PairsVideo DurationReasoning ChallengeDatsets
OE(1,852)13,1576,41530,93310sVisual RecognitionMSVD-QA [30]
OE(4,000)72,82112,278158,58115sVisual RecognitionMSRVTT-QA [30]

MC(5)8,5644,99634,13244sCausal & Temporal ReasoningNExT-QA [50]
MC(5)32,57416,170112,6569sEvidence & Commonsense ReasoningCausal-VidQA [51]
MC(5)25,870/1,373/8,01019,320/848/5,81034,13244sOut-Of-Distribution Setting (VA, QA, QA&VA)NExT-OOD [52]

OE(1,654)8,00018,00032,000180sLong-form Spatial-Temporal Action ReasoningActivityNet-QA [53]
MC(5)5,03100180sLong-form Egocentric Zero-Shot ReasoningEgoSchema [54]

set, 13% and 26% of the pairs for the validation set and test
set, respectively.

MSRVTT-QA [30] is a larger VideoQA dataset than
MSVD-QA with more complex video scenarios, which con-
sists of 10,000 videos with 243,680 question-answer pairs
for Open-Ended (OE) task. The average video length is 15
seconds and the average question length is 7 words. We use
65% of the VQ pairs as the training set, 5% and 30% of the
pairs for the validation set and test set, respectively.

NExT-QA [50] is a representative dataset for Multi-Choice
(MC) tasks, which mainly focuses on causal and temporal
reasoning. It contains 5,440 videos and 47,692 questions, and
each question is followed by 5 candidates. The average video
length is 44 seconds, and the average question and candidate
lengths are 12 words and 3 words, respectively. Obeying
the official division, we set 34,132 VQ pairs as the training
set, 4,996 and 8,564 pairs as the validation set and test set,
respectively.

Causal-VidQA [51] is a large-scale Multi-Choice (MC)
task dataset that highlights evidence reasoning and common-
sense reasoning. It contains 26,900 videos, and each video
contains 6 question-candidate pairs (161,400 in total). The
average video length is 9 seconds, and the average question
and candidate length are both 10 words. With the same
experimental setting as the previous methods, we set 112,656
VQ pairs as the training set, 16,170 and 32,574 pairs as the
validation set and test set, respectively.

NExT-OOD [52] tends to verify the generalization ability
of the VideoQA model under Out-Of-Distribution setting,
which is a challenging Multi-Choice (MC) task dataset. It
contains three sub-datasets of NExT-OOD-VA, NExT-OOD-
QA and NExT-OOD-VQA for comprehensive analysis of
VA bias, QA bias and VA&QA bias, respectively. With the
same experimental setting as the previous method [52], we
perform experiments on these three sub-datasets to test the
generalization performance of the proposed method.

ActivityNet-QA [53] is a long-form dataset for evaluating
VideoQA models reasoning about complex spatial-temporal
actions. It is a challenging dataset for Open-Ended (OE)
tasks, which contains a total of 58,000 long-form action
videos. Following the official division, we set 32,000 VQ pairs
as the training set, 18,000 and 8,000 pairs as the validation set
and test set, respectively.

EgoSchema [54] proposes a long-form, egocentric diverse
dataset for performing zero-shot evaluation. It is a challenging
dataset for Multi-Choice (MC) tasks, and all video-question

pairs are considered as testing samples. Therefore, we first
perform pre-training on the NExT-QA training set, and then
verify the zero-shot reasoning performance on EgoSchema.

For convenience, the basic statistics of the seven experimen-
tal datasets are listed in Table II.

B. Implementation Details

Following the existing methods [17], [59], we split each
video into Nf = 32 frames on the seven datasets, and then
utilize the pre-trained 3D ResNeXt-101 [43], [44] and ResNet-
101 [42] as backbones to extract motion features and ap-
pearance features of videos, respectively. Additionally, we use
Faster R-CNN [45] to detect the 20 regions with the highest
confidence in each frame on NExT-QA and NExT-OOD, and
10 regions on other datasets. The hidden dimension of the
proposed model is set as d=768. We set α to 0.5 on MSVD-QA
and MSRVTT-QA, and 0.6 on other datasets. As for the text
modality, we utilize the Bert [48] model to encode knowledge,
question and candidate answers into their corresponding text
embeddings. The bottleneck dimension is set as db=256. At the
stage of training, we fix the batchsize as 64, and consistently
set the learning rate as 10−5 with the AdamW optimizer on
all experimental datasets. All the experiments are performed
on a workstation with one NVIDIA RTX 3090 GPU.

C. Comparison with State-of-the-Art Methods

We carefully perform the experiments of the proposed
method on the seven VideoQA datasets, and list the accuracy
comparison results with the SOTAs in Tables III, IV, V and
VI, respectively. Based on comparison results, we arrive at the
following analyses:

1) Results on MSVD-QA and MSRVTT-QA: As shown
in Table III, the proposed method consistently outperforms
SOTAs on two Open-Ended datasets. Specifically, our method
outperforms the second-best method by 5.9% and 2.1% on
MSVD-QA and MSRVTT-QA, respectively. The superior per-
formance of our method can be attributed to the following:
(1) Our method collaboratively reasons and decodes com-
plex intrinsic correlations between more question-aware and
knowledge-aware positive video scenes than between indi-
vidually question-focused video scenes. It effectively expands
the positive clues for the ground-truth answer than question-
oriented methods, thereby achieving better reasoning perfor-
mance. (2) The proposed BSR learning strategy encourages
the learned implicit feature to be semantically close to the
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TABLE III
COMPARISONS WITH STATE-OF-THE-ART BASELINES ON THREE COMMON MSVD-QA, MSRVTT-QA AND NEXT-QA DATASETS. ACC@C, @T, AND

@D REPRESENT THE SUB-ACCURACY FOR CAUSALITY, TEMPORALITY, AND DESCRIPTIVE QUESTIONS, RESPECTIVELY. THE BEST RESULTS IN EACH
COLUMN ARE MARKED WITH BOLD AND THE SECOND-BEST RESULTS ARE UNDERLINED. THE BELOW IS THE SAME.

Methods MSVD-QA MSRVTT-QA NExT-QA
ACC@ALL ACC@C ACC@T ACC@D

Co-Mem [55] 34.6 35.3 48.5 54.45045.9
HME [12] 33.7 33.0 49.2 –––
HGA [32] 34.7 35.5 50.0 57.849.148.1

HCRN [14] 36.1 35.6 48.8 5449.347.1
DualVGR [31] 39.0 35.5 – –––

B2A [13] 37.2 36.9 49.6 58.349.047.4
MSPAN [56] 40.3 37.8 50.9 60.449.848.6

IGV [15] 40.8 38.3 51.3 59.651.748.6
ERM [57] 38.4 37.1 – –––
MGIN [58] 39.7 38.2 – –––
HQGA [17] 41.2 38.6 51.8 59.452.349.0
VGT [59] – 39.7 53.7 63.751.951.6
MCR [40] – – 52.4 62.352.049.2
VCSR [18] – 38.9 54.1 62.351.553.0
DRV [60] 42.2 40.0 55.8 54.1 54.8 63.2
KPI [41] 43.3 40.0 55.0 –––

Ours 49.2 42.1 60.3 67.958.059.3

ground-truth answer rather than being forced to classify into
discrete class label, which facilitates our model to learn a more
robust predicted representation and achieves higher reasoning
accuracy on the test set.

2) Results on NExT-QA: According to the comparison re-
sults reported in Table III, we can clearly find that the proposed
method achieves consistent performance improvements on
both total accuracy (ALL: 4.5%) and all sub-accuracies (C:
5.2%, T: 3.2% and D: 4.2%). The analysis can be summarized
as follows: (1) We adopt an off-the-shelf VLM to generate
coarse question-related knowledge, which facilitates the model
to deeply understand the complex video content and enhances
the collaborative mining of critical video scenes and reasoning
of complex intrinsic correlations through the proposed CACR
module. (2) The proposed BSR learning strategy encourages
the model to flexibly build a unique positive semantic cor-
relation between the predicted feature and the ground-truth
answer, while alleviating spurious correlations by widening
the semantic gap between all negative candidates and both the
positive answer and predicted feature via forward and reverse
semantic reasoning. Benefiting from this, our method can
effectively alleviate the negative impact caused by overlapping
semantic co-occurrences and learn discriminative semantic
correlations to achieve superior reasoning performance.

3) Results on Causal-VidQA: By observing the experimen-
tal results reported in Table IV, we can clearly find that the
proposed method achieves significant performance improve-
ments over existing competitors. Specifically, the reasoning
accuracy of our method is 3.1% higher than that of the
second-best method, which mainly benefits from the signif-
icant performance improvement in the sub-tasks of evidence
reasoning (E: +1.4%) and commonsense reasoning (P: +6.0%
and C: +2.4%). For the commonsense reasoning sub-task, we
introduce a ∆ to evaluate the consistency of model reasoning
by calculating the numerical difference between Q→A and
Q→AR. It reveals the performance of the model in reasoning
the answer correctly but the rationale incorrectly, that is,

inconsistency reasoning. Therefore, a lower ∆↓ reflects better
reasoning consistency of the VideoQA model. The comparison
results demonstrate that the proposed method can not only
reason the correct answer (Q→A) more accurately, but also
feedback a more reasonable rationale (Q→AR) to explain why
the inferred answer is correct, which proves that the proposed
method has better consistent reasoning ability.

4) Results on NExT-OOD: As reported in Table V, the pro-
posed method significantly exceeds the existing competitors
on three test subsets under out-of-distribution setting. Specif-
ically, the proposed method achieves 6.1%, 11.5% and 6.9%
performance improvements over the second-best method on
the NExT-OOD-QA, NExT-OOD-VA and NExT-OOD-VQA
datasets, respectively. These comparison results verify that our
method achieves more robust reasoning performance under the
VA (long-tail) bias and QA (overlapping words) bias settings,
which can be attributed to the following: (1) Benefiting from
additional knowledge semantic and collaborative aware rea-
soning strategy, our method strives to progressively reasoning
the real logical interaction between critical video scenes, which
effectively alleviates the negative impact of VA long-tail bias.
(2) The proposed BSR learning strategy explicitly widens the
semantic gap between all negative candidates and both the
ground-truth answer and the implicitly predicted feature to
alleviate the challenges caused by overlapping semantic co-
occurrences. Therefore, our model is encouraged to learn the
robust inherent correlation between the implicit feature and
the ground-truth answer, achieving higher performance in QA
bias setting.

5) Results on ActivityNet-QA: Our method achieves a sig-
nificant performance improvement according to the compari-
son results in Table VI. Specifically, our method achieves leads
of 18.2%, 9.1%, 63.2%, and 3.9% on the subtasks Motion,
Spatial, Temporal, and Free, respectively, and improves the
overall reasoning performance by 11.1%. These comparison
results verify that the proposed method can effectively reason
about complex spatiotemporal relationships of diverse actions
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TABLE IV
COMPARISONS WITH STATE-OF-THE-ART BASELINES ON THE COMMON CAUSAL-VIDQA DATASETS. ACC@D, @E, @P AND @C REPRESENT THE
SUB-ACCURACY FOR DESCRIPTION, EXPLANATION, PREDICTION, AND COUNTERFACTUAL QUESTIONS, RESPECTIVELY. Q→A, Q→R AND Q→AR

REPRESENT THE SUB-ACCURACY OF ANSWERING THE ANSWER, THE REASON, AND BOTH OF THEM, RESPECTIVELY. ∆ MEANS Q→A MINUS Q→AR.

Methods ACC@D ACC@E ACC@P ACC@C mean∆↓ ACC@ALLQ→A Q→R Q→AR ∆↓ Q→A Q→R Q→AR ∆↓
Co-Mem [55] 60.1 62.8 51.0 50.4 31.4 19.6 51.6 53.1 32.6 19.0 19.30 47.7

HME [12] 63.4 61.5 50.3 47.6 28.9 21.4 50.4 51.7 30.9 19.5 20.45 46.2
HGA [32] 65.7 63.5 49.4 50.6 32.2 17.2 52.4 55.9 34.3 18.1 17.65 48.9

HCRN [14] 65.4 61.6 51.7 51.3 32.6 19.1 51.6 53.4 32.7 18.9 19.00 48.1
B2A [13] 66.2 62.9 49.0 50.2 31.2 17.8 53.3 56.3 35.2 18.1 17.95 49.1
IGV [15] 65.9 62.1 52.8 53.5 35.0 17.8 50.7 52.3 31.2 19.5 18.65 48.6
MCR [40] 67.5 65.6 56.5 56.4 37.8 18.7 52.4 54.1 33.4 19.0 18.85 51.1
VSCR [18] 66.0 65.4 60.9 58.5 41.2 19.7 53.4 54.4 34.1 19.3 19.50 51.7
VGT [59] 70.8 70.3 55.2 56.9 38.4 16.8 61 59.3 42 19.0 17.90 55.4
KPI [41] 73.0 72.4 58.2 57.1 38.8 19.4 61.7 61.1 42.6 19.1 19.25 56.7

Ours 73.1 73.8 64.0 62.8 47.2 16.8 63.5 61.5 45.0 18.5 17.65 59.8

TABLE V
COMPARISONS WITH STATE-OF-THE-ART BASELINES ON NEXT-OOD.

QA, VA AND VQA REPRESENT THE SUBSETS FOR VERIFYING AND
ANALYZING QA BIAS, VA BIAS AND VQA BIAS, RESPECTIVELY.

Methods QA VA VQA
N1 N2 N5 Avg. N1 N2 N5 Avg.

PSAC [61] 27.2 32.8 33.8 34.2 33.6 23.9 25.2 24.7 24.6
STVQA [62] 30.0 34.3 35.2 36.8 35.4 30.4 29.2 29.5 29.7
HCRN [14] 31.1 35.0 36.5 39.1 36.9 30.0 30.9 31.1 30.6
HGA [32] 33.0 37.1 37.7 39.5 38.1 34.6 32.3 31.3 32.7

HQGA [17] 33.0 35.5 39.3 40.7 38.5 36.0 31.7 31.4 33.1
GCS [52] 36.6 39.6 41.5 45.5 42.3 35.8 32.7 34.5 34.3

Ours 42.7 52.1 52.8 56.6 53.8 42.4 39.4 41.9 41.2

TABLE VI
COMPARISONS WITH STATE-OF-THE-ART BASELINE ON TWO LONG-FORM

VIDEOQA DATASETS, ACTIVITYNET-QA AND EGOSCHEMA.

Methods ActivityNet-QA EgoSchema
Motion Spatial Temporal Free ALL Sub Total

VGT [59] 20.4 15.5 3.4 64.1 36.1 25.0 25.4
Ours 38.6 24.6 66.6 68.0 47.2 39.8 36.7

even on long-form video reasoning tasks.
6) Results on EgoSchema: In Table VI, the proposed

method achieves 14.8% and 11.3% higher performance than
VGT on the Sub set and Total set, respectively. The superior
performance improvement can be attributed to the fact that the
proposed method can effectively mine and model the complex
correlation semantics between critical scenarios to reason
about the correct answer, which alleviates the interference of
spurious correlations on model reasoning and achieves better
zero-shot performance.

D. Ablation Studies

In this subsection, we perform ablation studies to verify
the effect of each learning module in the proposed method.
Taking MSVD and NExT-QA as examples, we list all ablation
experimental results in Table VII. Specifically, “w/o ∗” means
removing the “∗” module from our proposed method. We
summarize the ablation analysis as follows:

1) The variant (w/o CPM) suffers from suboptimal reason-
ing performance compared to our method, which demonstrates

TABLE VII
ABLATION RESULTS ON MSVD-QA AND NEXT-QA.

Methods MSVD-QA NExT-QA
ACC-ALL ACC-C ACC-T ACC-D

w/o CACR 40.1 54.7 52.9 52.7 64.1
w/o CPM 48.4 60.0 59.1 56.9 68.6
w/o CAA 45.3 58.7 58.2 55.3 66.6
w/o G-aware 45.2 57.8 57.2 54.7 65.6
w/o L-aware 47.9 59.2 58.5 55.8 67.6

w/o ASCD 44.9 56.7 56.7 54.2 67.1
w/o BSR 47.5 58.8 57.3 57.0 67.2
w/o Adapter 48.9 60.6 59.6 58.5 67.9
w/o Ques. 23.1 48.3 46.9 43.9 61.4
w/o Know. 41.2 51.3 48.8 49.5 62.5
w/o Video 41.7 54.5 53.6 50.6 65.1
mPLUG-Owl* – 23.0 23.6 20.9 25.2

Ours 49.2 60.3 59.3 58.0 67.9
Ours+ 51.1 61.0 59.8 58.9 69.1

its effectiveness in mining critical video scenes and discarding
noisy scenes for reasoning. Intuitively, we plot the Acc-α
curve in Fig. 5(a), and have the following analysis: when
α is too small, a large number of critical video scenes
are regarded as noisy scenes to be discarded, resulting in
insufficient intrinsic semantic reasoning; when α is too large,
more noisy video scenes are regarded as critical scenes, which
inevitably introduces more detrimental information into subse-
quent reasoning and decoding, and thus degrades the reasoning
performance. Additionally, we remove the CAA module by
concatenating global and local text features and feeding them
into a vanilla GCN module. We can find that the variant (w/o
CAA) falls into significant performance degradation compared
to our method, which verifies that the proposed CAA module
can indeed effectively enhance complex intrinsic correlation
reasoning between critical video scenes to improve the model’s
performance. Further, we design two variants (w/o G-aware
and w/o L-aware) to verify the effectiveness of local text
and global text in guiding video reasoning. The experimental
results demonstrate that both are indispensable for achiev-
ing superior reasoning performance. Finally, the variant (w/o
CACR) suffers from severe performance degradation due to
the lack of collaborative mining of critical video scenes and
reasoning of complex intrinsic correlations, which verifies the
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Fig. 5. The ACC-α curve (a) and ACC-Epoch curve (b).

effectiveness of the proposed CACR module.
2) We design a variant (w/o ASCD) that replaces the pro-

posed ASCD module with a two-layer MLP to decode video
and question semantics into an implicit representation. The
experimental results verify the effectiveness of our adaptive
gated fusion and collaborative semantic decoding strategy.
Additionally, we design a variant (w/o BSR) by replacing the
proposed BSR with the common classification strategy on OE
task or matching strategy on MC task with different task-
specific decoders adopted by previous methods [14], [17].
From Table VII, our method consistently outperforms the
variant (w/o BSR) on both OE and MC tasks, verifying that
the proposed BSR learning strategy can indeed learn dis-
criminative semantic correlations to achieve higher reasoning
performance. Finally, we remove the additional introduced
adapter and optimize all network parameters in the text
encoder. The comparison results indicate that our method
achieves competitive performance compared to the variant
(w/o Adapter) on both OE and MC tasks, which verifies that
the introduced adapter can effectively alleviate the task gap
with less computational overhead (9M vs 110M).

3) To verify the effect of different modalities on reason-
ing performance, we design several variants and report their
performance in Table VII. Despite being equipped with gen-
erated knowledge semantics, the variant (w/o Ques.) in which
the question modality is removed still suffers from severe
performance degradation, especially on MSVD-QA. This is
reasonable as it is indeed logically challenging for the model
to reason satisfactory answers in the absence of question se-
mantics. Additionally, after removing the generated knowledge
semantics, the variant (w/o Know.) degenerates into a question-
oriented video reasoning model, and falls into significant
performance degradation. The comparison results prove that
the generated coarse knowledge can effectively improve the
complex intrinsic correlation reasoning between critical video
scenes in the CACR model and enhance the decoding of
positive semantics in the ASCD module to achieve better
reasoning performance. Ultimately, the comparison result (w/o
Video vs Ours) verifies that the rich semantic information
in videos cannot be entirely replaced by shallow knowledge
semantics, and remains one of the core evidences to achieve
higher reasoning performance.

4) We design a variant (mPLUG-Owl*) to verify the rea-
soning performance of the adopted mPLUG-Owl module on
NExT-QA by prompting it to reason a prediction directly.

Specifically, we reorganize the prompt into “Please reason the
correct answer from the following candidates based on the
given video and {Q}. Candidates: [0]{A0} [1]{A1} [2]{A2}
[3]{A3} [4]{A4}.”, and input it into mPLUG-Owl along with
each video-question-candidates pair. {Q} and {Ai} represent
the placeholder of the question and the i-th candidate (i ∈
[0,1,2,3,4]), respectively. According to the results in Table VII,
it is clear that the variant exhibits significantly unsatisfactory
reasoning performance. This is because mPLUG-Owl mainly
utilizes existing image-caption pairs to enhance the multi-
modal capabilities of large language models by aligning image
and text semantics. Despite performing extensive pre-training
on massive image-text pairs, it scarcely takes complex causal
or temporal reasoning tasks into account, which significantly
limits its multi-modal reasoning performance on video ques-
tion answering tasks.

5) To verify that our method can achieve seamless task
transfer, we designed a variant (Ours+), which successively
trains on the MC (OE) task based on the pre-trained model on
the OE (MC) task instead of training from scratch. The exper-
imental results demonstrate that seamless transfer can further
advance our method to achieve better reasoning performance
on both OE and MC tasks. Further, we plot the ACC-Epoch
curve in Fig. 5(b), and summarize the analysis as follows: (1)
When the training epoch is 0, the variant method achieves
better reasoning performance (Ours+ vs Ours), especially on
MSVD-QA, which demonstrates that it can effectively transfer
the learned reasoning ability between different reasoning tasks.
(2) The variant method achieves faster convergence and better
accuracy on both datasets with fewer training epochs, which
demonstrates that seamless model transfer indeed benefits our
method to achieve better performance on new reasoning tasks.

E. Qualitative Analysis

We visualize several cases to study the reasoning evidence
of the proposed method and its variants, including three correct
reasoning cases and one incorrect reasoning case. In the first
video, our method not only captures the question-aware 2nd,
3rd and 4th frames but also the knowledge-aware 5th and
6th frames, and successfully reasons the causal correlation
between “boy in blue run” and “flying kite” with the highest
confidence. In contrast, the variant (w/o CACR) focuses more
on question-oriented video scenes and unfortunately falls into
spurious correlations between “boy” and “children”. In the sec-
ond video, compared to the variant (w/o ASCD), our method
correctly reasons the object state (“running” in A2 instead
of “stopped” in A5) by adaptively fusing static appearance
and dynamic motion features, and then collaboratively decodes
the positive representation semantically related to the correct
answer (0.26 vs 0.19) together with the coarse knowledge
semantics. For the third video, by observing the comparison
results reported with the variant, our method can effectively
widen the semantic gap between all negative candidates and
both the ground-truth answer and the implicitly predicted
feature to alleviate the impact of overlapping semantic co-
occurrences, and strengthens the semantic correlation (0.27
vs 0.04) between the predicted feature and the ground-truth
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Q: Why does the boy in blue run forward?

K: A young child plays with a kite in a park, flying it with a man who is walking alongside and holding onto it. They appear to be ...

Z 0.21

A1 A2 A3 A4 A5

0.18 0.16 0.18 0.27 Z
A1 A2 A3 A4 A5

0.29 0.20 0.17 0.16 0.18
A1: finding the other children.   A2: chase the ball.

A3: to play with dog.   A4: to go to the lady.   A5: flying kite.

A1: finding the other children.   A2: chase the ball.

A3: to play with dog.   A4: to go to the lady.   A5: flying kite.

K: The video captures a young girl possibly a child learning to ride a horse on a small horseback riding course with her instructor ...

Q: How does the boy on the horse stay stable on the horse?

A1

Z A2 A3 A4 A5

0.27 0.22 0.16 0.14 0.21

Z 0.27

A1 A2 A3 A5

0.20 0.16 0.15 0.22 0.04

ZA1 ZA2 ZA3 ZA4 ZA2

0.29 0.21 0.27 0.19

0.04

A4A1 A4A5

0.51 0.06 0.03 0.36

Q: Why did the dog stopped running after he ran up to the sand?

K: In this video, a man and a brown dog walk down the beach and play with their dog on the sandy shore, with the dog running and ...

A1: stop to watch the firework.   A2: running from the waves. 

A3: try to get his leg out.   A4:play with another dog.   A5: stopped by man.

Z 0.19

A1 A2 A3 A4 A5

0.26 0.20 0.17 0.18 Z
A1 A2 A3 A4 A5

0.17 0.19 0.18 0.17 0.29

K: A colorful, long-legged parrot flies freely in a bird cage, showcasing its beautiful plumage, with its red and green feathers visible.

Q: How does the nearest parrot move across the cage?
A1: fly.   A2: use beak to pull itself.   

A3: walk on the ground.   A4: skip.   A5: roll.

A1: fly.   A2: use beak to pull itself.   

A3: walk on the ground.   A4: skip.   A5: roll.
A2

A1 Z
0.25 0.20 0.19 0.17 0.19Z 0.19

A1 A2 A3 A4 A5

0.16 0.25 0.24 0.16

A4A2 A4A3 A4Z

A3 A4 A5

A4

FSR:

RSR:

A1:hold the saddle.   A2 :hold the neck.   A3:hit horse with stick.   

A4:moving it around.   A5: holds onto leash.

Fig. 6. Qualitative analysis on NExT-QA. The critical video scenes are framed, and the ground-truth answer to each question is colored green. ©, ©, ©
and © represent the prediction of our method and variants w/o CACR, w/o ASCD, and w/o BSR, respectively. “—” or “—” underline the repeated words
between the negative candidates and the question or between the negative candidates and the ground-truth answer. In addition, the reasoning correlations of
our method and variants are quantified with Softmax(·) regularization and shown on the right.

answer. Finally, our method derives an incorrect reasoning
result in the last video. The reason may be attributed to our
model focusing excessively on “colorful” appearance informa-
tion and failing to effectively capture local fine-grained motion
information (“break to pull”), ultimately leading to spurious
correlation reasoning between “walk” and “move”.

V. CONCLUSION

In this paper, we propose a novel collaborative aware
bidirectional semantic reasoning framework for VideoQA.
With the proposed CACR module, we collaboratively mine
multi-granularity text-aware video scenes to reason the com-
plex intrinsic correlations among them via bottom-up cross-
granularity adaptive aggregation, and finally derive a set of
semantically rich critical video features. Then, we adopt a
unified ASCD module to collaboratively decode the video,
question and knowledge semantics into an implicit represen-
tation. Finally, a novel BSR learning strategy is proposed to

bridge and reinforce unique semantic correlations between the
learned predicted representation and the ground-truth answer,
and to explicitly alleviate the detrimental impact caused by
overlapping semantic co-occurrences. The proposed method
shares the same model structure and learning strategy on
both Open-Ended and Multi-Choice tasks, which enables it
to be seamlessly transferred between these two reasoning
tasks. Extensive experimental results on seven benchmarks
demonstrate the superiority of the proposed method.
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