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Euclidean Bottleneck Steiner Tree is Fixed-Parameter Tractable

Sayan Bandyapadhyay∗ William Lochet† Daniel Lokshtanov‡

Saket Saurabh§ Jie Xue¶

Abstract

In the Euclidean Bottleneck Steiner Tree problem, the input consists of a set of n points in
R2 called terminals and a parameter k, and the goal is to compute a Steiner tree that spans
all the terminals and contains at most k points of R2 as Steiner points such that the maximum
edge-length of the Steiner tree is minimized, where the length of a tree edge is the Euclidean
distance between its two endpoints. The problem is well-studied and is known to be NP-hard.
In this paper, we give a kO(k)nO(1)-time algorithm for Euclidean Bottleneck Steiner Tree, which
implies that the problem is fixed-parameter tractable (FPT). This settles an open question
explicitly asked by Bae et al. [Algorithmica, 2011], who showed that the ℓ1 and ℓ∞ variants of
the problem are FPT. Our approach can be generalized to the problem with ℓp metric for any
rational 1 ≤ p ≤ ∞, or even other metrics on R2.

1 Introduction

Given a (finite) set P of points in R2, a Steiner tree on P refers to a tree with node set P ∪ S for
some finite set S ⊆ R2 called Steiner points. The length of an edge in a Steiner tree is defined as the
Euclidean distance between its two endpoints. In the Euclidean Steiner tree (EST) problem, we are
given a set P of n points in R2, and our goal is to compute a Steiner tree on P such that the total
length of the tree edges is minimized. The EST problem is a classical combinatorial optimization
problem whose history dates back to the 19th century (see [12] for more details). Motivated by both
theoretical interest and practical applications, EST and its variants have been studied extensively
in the past decades (see [19, 27] for applications to network problems, and [25] for a compendium
of many Steiner tree problems). The seminal work of Arora [4] and Mitchell [34] independently
gave polynomial-time approximation schemes (PTAS) for the EST problem. Besides the Euclidean
setting, the Steiner tree problem can also be defined in general graphs, where we are given an edge-
weighted graph G and a set of terminal vertices, and the goal is to find a minimum-weight tree in G
which connects all terminal vertices. The Steiner tree problem in the graph setting was considered
as one of the most fundamental NP-complete problems in the seminal paper of Karp [28], and has
been extensively studied in the context of parameterized algorithms [10, 16, 17, 18, 21, 35]; we shall
briefly summarize the work on this topic at the end of this section.

In this paper, we study a min-max version of the EST problem, called Euclidean Bottleneck
Steiner Tree (EBST), which originates back to the late 80s and has several applications in VLSI
design, facility location, and communication networks [15, 20].
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Euclidean Bottleneck Steiner Tree Parameter: k
Input: A set P of n points in R2 and an integer k.
Output: Compute a Steiner tree on P with at most k Steiner points such that the maximum
length of the tree edges is minimized.

Note that in the EBST problem, the restriction k on the number of Steiner points is necessary
(while this is not the case in the EST problem), because without such a restriction, we can have a
Steiner tree in which the length of every edge is arbitrarily small. (In fact, the EST problem with
a restricted number k of Steiner points has also been studied. Brazil et al. [13] gave a more general
O(nk) time algorithm for this variant of EST.)

The EBST problem has received much attention over years [5, 6, 14, 15, 20, 22, 31, 38, 39]. It
is known to be NP-hard, and even hard to approximate up to a factor of

√
2 [20]. On the positive

side, a polynomial-time 1.866-approximation algorithm for EBST was known [39]. Furthermore,
different variants of EBST have been considered, including the full-tree version which requires all
points in P to be the leaves of the Steiner tree [1, 9], the bichromatic version [2], the variant which
prohibits edges between Steiner points [30], etc. A closely related problem, Euclidean Bottleneck
Steiner Path, has also been studied [3, 26].

Even though approximation algorithms were known for EBST in full generality (as well as for
some special cases) [22, 30, 38, 39], no exact algorithm was known for over more than one decade.
Bae et al. [5, 6] initiated the study on the exact algorithms for EBST. They first observed that
when k ≤ 2, EBST is polynomial-time solvable [6]. Then in the follow-up work [5], they gave
an nO(k)-time algorithm for EBST, showing that the problem is polynomial-time solvable for any
fixed k. However, this does not settle the fixed-parameter tractability of the problem. Bae et al.
explicitly asked the following open question in [5].

Question: Is Euclidean Bottleneck Steiner Tree fixed-parameter tractable (FPT),
i.e., does it admit an algorithm with running time f(k) · nO(1)?

On the positive side, Bae et al. [5] already showed that the ℓ1 variant (or equivalently the ℓ∞
variant) of EBST is FPT. However, as is typical in computational geometry, the problem under
ℓ1 metric is substantially easier than that under Euclidean metric, as the ℓ1-disks are axis-parallel
squares (rotated by an angle of π

4 ), which are usually much more tractable. In fact, the FPT
algorithm given by Bae et al. [5] heavily relies on the geometry of squares (or more generally,
rectilinear domains), and thus they failed to extend the algorithm to EBST. For more than one
decade, the above question has remained open.

In this paper, we resolve the above question by designing the first FPT algorithm for EBST.
Specifically, we obtain the following result.

Theorem 1. Euclidean Bottleneck Steiner Tree with k Steiner points can be solved in
kO(k) · nO(1) time. In particular, the problem is fixed-parameter tractable.

Theorem 1 directly extends to the ℓp variant of EBST for any 1 ≤ p ≤ ∞, or even a broader
class of metrics on R2 (such as a linear combination of ℓp metrics). Our algorithm combines, in a
nontrivial way, previous observations for EBST, algorithmic ideas of Bae et al. [5] for the ℓ1 variant,
results from combinatorial geometry for Minkowski sums, and various new geometric insights to
the problem. A key ingredient of our result is a bound on the intersection complexity of certain
Minkowski sums of circular domains (Lemma 6), which might be of independent interest and can
possibly find further applications.
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1.1 Parameterized complexity for Steiner tree in graphs

As we consider parameterized algorithms for EBST, here we briefly overview the parameterized
study on the Steiner tree problem in graph setting [16, 17, 21]. The classic dynamic programming
algorithm for Steiner tree of Dreyfus and Wagner [18], with running time 3|T | · logW · nO(1) where
|T | is the number of terminals, from 1971 might well be the first parameterized algorithm for any
problem. The study of parameterized algorithms for Steiner tree has led to the design of important
techniques, such as fast subset convolution [10] and the use of branching walks [35]. Research on
the parameterized complexity of Steiner tree is still on-going, with very recent significant advances
for the planar version of the problem [32, 36, 37]. Furthermore, algorithms for Steiner tree are
frequently used as a subroutine in fixed-parameter tractable (FPT) algorithms for other problems;
examples include vertex cover problems [24], near-perfect phylogenetic tree reconstruction [11], and
connectivity augmentation problems [7]. Apart from |T |, another natural parameter associated with
the problem is the number k of Steiner vertices. It is known that Steiner tree is W[2]-hard when
parametrized by k [16].

2 Reducing to a fixed topology

In the first step, we reduce the original EBST problem to a variant where the “topology” of the
optimal Steiner tree is given to us. This step mostly follows from the literature [5, 6], while we
present it in a self-contained way. Let (P, k) be an EBST instance, where P is a set of n points in
R2 and k is the parameter for the number of Steiner points. For simplicity, we call a Steiner tree on
P with k Steiner points a k-BST if it is optimal in terms of bottleneck length, i.e., the maximum
length of the tree edges is minimized. Our goal is just to find a k-BST on P . A minimum spanning
tree on P , denoted by MST(P ), is a spanning tree with node set P that minimizes the sum of the
length of its edges. For an integer i ∈ [n], let Fi be the forest obtained from MST(P ) by removing
the i − 1 longest edges of MST(P ). Clearly, Fi has i connected components. For convenience, we
denote by P 2 the set of all edges connecting two points in P . Every edge of a Steiner tree on P is
either in P 2 or incident to a Steiner point. We need the following property of k-BSTs.

Lemma 1 ([5, 6]). There exists a k-BST T ∗ on P satisfying the following.

• For some number K = O(k), T ∗ uses all edges of FK but no other edges in P 2.

• Every Steiner point in T ∗ is of degree at most 5.

We can afford to guess the number K in the above lemma since K = O(k). Now suppose we
have K in hand and want to find a k-BST T ∗ satisfying the conditions in Lemma 1. Let E(FK)
denote the set of edges of FK and C1, . . . , CK be the connected components of FK . With a little
abuse of notations, we also use C1, . . . , CK to denote the corresponding sets of points in P . Thus,
C1, . . . , CK is a partition of P . Consider the tree T ∗/E(FK) obtained from T ∗ by contracting all
edges in E(FK). Clearly, T ∗/E(FK) contains K+k nodes, among which K nodes correspond to the
components C1, . . . , CK and the other k nodes correspond to the k Steiner points. As K+k = O(k),
we can afford to guess the “topology” of T ∗/E(FK). Formally, we consider all trees of K +k nodes
in which K nodes are marked as C1, . . . , CK . The number of such trees is kO(k) and one of these
trees, Ttop, is isomorphic to T ∗/E(FK) where the isomorphism maps the Ci-vertex of Ttop to the
Ci-vertex of T ∗/E(FK) for every i ∈ [K]. By trying all possibilities, we can assume that Ttop is
known. Note that by Lemma 1, every edge of T ∗/E(FK) is incident to a Steiner point and every
Steiner point is of degree at most 5 in T ∗/E(FK). So we may also assume these properties of Ttop.
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Let t1, . . . , tk be the nodes of Ttop other than the ones marked by as C1, . . . , CK , which corre-
spond to the k Steiner points. For convenience, we write S = {t1, . . . , tk}. Now the problem becomes
finding a map ϕ : S → R2 such that max(t,t′)∈E(Ttop) dϕ(t, t′) is minimized, where E(Ttop) denotes the
set of edges of Ttop. Here, dϕ(t, t′) is defined as follows. If t, t′ ∈ S, then dϕ(t, t′) = dist(ϕ(t), ϕ(t′)),
i.e., the Euclidean distance between ϕ(t) and ϕ(t′). If t ∈ S and t′ /∈ S, then t′ is marked as Ci

for some i ∈ [K] and we set dϕ(t, t′) = minx∈Ci dist(ϕ(t), x); the definition for the case t /∈ S and
t′ ∈ S is symmetric. The case t, t′ /∈ S cannot happen for any (t, t′) ∈ E(Ttop), by our assumption.
We call this problem fixed-topology EBST. In fact, we can further reduce the optimization version
of fixed-topology EBST to the decision version, which aims to check whether there exists a map
ϕ : S → R2 such that max(t,t′)∈E(Ttop) dϕ(t, t′) ≤ λ for a given value λ, or equivalently, dϕ(t, t′) ≤ λ
for all (t, t′) ∈ E(Ttop). As we demonstrate later, an FPT algorithm for the decision problem can
be converted to an algorithm for the optimization problem having the same asymptotic time com-
plexity. As demonstrated in [5], for all i ∈ [K], given the unique point in Ci that gets connected
to a Steiner point in a fixed optimal solution, the location of the optimal Steiner points can be
computed in time FPT in k. One can easily find these unique points by brute-force, i.e., enumer-
ating all possible nO(k) choices. As we aim for an FPT algorithm, we cannot use such a brute-force
approach. Hence, we use a completely different approach than the approach of [5] in the ℓ2 metric.
However, the starting point of our approach is the FPT algorithm of [5] in the ℓ1 metric.

3 The main algorithm

According to the discussion in Section 2, it suffices to design an algorithm for (the decision version
of) fixed-topology EBST. Now we restate the setting of the problem. We have a set P of n points in
R2 which is partitioned into C1, . . . , CK , a tree Ttop of K+k nodes in which K nodes are marked as
C1, . . . , CK (called terminal nodes) and the other k nodes are called Steiner points, and a number
λ > 0. The tree Ttop satisfies (i) every edge is incident to a Steiner point and (ii) every Steiner point
is of degree at most 5. With an abuse of notations, in what follows, we shall just use C1, . . . , CK

to denote the terminal nodes of Ttop (instead of saying that they are marked as C1, . . . , CK). Our
goal is to compute a map ϕ : S → R2 such that dϕ(t, t′) ≤ λ for all (t, t′) ∈ E(Ttop) where S ⊆ Ttop
is the set of Steiner points in Ttop, or conclude the non-existence of such a map. By scaling the
points in P , we can assume λ = 1 without loss of generality. Furthermore, we can assume that
every leaf (i.e., a node of degree 1) of Ttop is a terminal node. Indeed, if s ∈ S is a leaf in Ttop and
ϕ0 : S\{s} → R2 is a map satisfying dϕ(t, t′) ≤ λ for all (t, t′) ∈ E(Ttop\{s}), then we can easily
extend ϕ0 to a map ϕ : S → R2 satisfying the desired property by choosing the point ϕ(s) to make
dϕ(s, t) = 0 where t is the only node in Ttop neighboring to s. Therefore, we can simply remove s
from Ttop (and also from S). By doing this repeatedly, we can reach the situation where every leaf
of Ttop is a terminal node.

In fact, we can further reduce to the situation where the leaves of Ttop are exactly the terminal
nodes in Ttop, i.e., C1, . . . , CK . Consider the forest F obtained from Ttop by removing the terminal
nodes and the edges incident to them. The node set of F is S. The connected components of F
induce a partition S1, . . . , Sr of S such that there is no edge between Si and Sj in Ttop for any
i ̸= j. Constructing a map ϕ : S → R2 is equivalent to constructing maps ϕi : Si → R2 for all
i ∈ [r]. Note that the construction of each map ϕi can be done individually, as there is no edge
between Si and Sj in Ttop for any i ̸= j. Formally, let Ti be the subtree of Ttop consisting of the
nodes in Si and their neighbors. If each ϕi satisfies dϕi

(t, t′) ≤ 1 for all (t, t′) ∈ E(Ti), then the
map ϕ obtained by setting ϕ|Si

= ϕi satisfies dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop). Conversely, if
ϕ : S → R2 satisfies dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop), then ϕi = ϕ|Si

must satisfy dϕi
(t, t′) ≤ 1
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for all (t, t′) ∈ E(Ti). Therefore, it suffices to construct each ϕi individually. Note that in the
tree Ti, every leaf is a terminal node and every internal node is a Steiner point (in Si). With this
reduction, we can assume without loss of generality that the leaves of Ttop are exactly C1, . . . , CK .
This assumption guarantees the following nice property of the desired map ϕ, which turns out to
be useful when we design our algorithm.

Lemma 2. Assume the leaves of Ttop are exactly the terminal nodes in Ttop. If ϕ : S → R2 satisfies
dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop), then dist(ϕ(a), ϕ(b)) ≤ k − 1 for all a, b ∈ S.

Proof. By the assumption, S is just the set of internal nodes of Ttop, and thus for any a, b ∈ S, the
simple path π in Ttop connecting a and b only contains the nodes in S. Suppose π = (t0, t1, . . . , tr)
where t0 = a and tr = b. We have r ≤ k − 1 because |S| ≤ k. By definition, dist(ϕ(ti−1), ϕ(ti)) =
dϕ(ti−1, ti) ≤ 1. Thus, by triangle inequality, dist(ϕ(a), ϕ(b)) ≤

∑r
i=1 dist(ϕ(ti−1), ϕ(ti)) ≤ k−1.

For convenience, we make Ttop rooted by picking an arbitrary Steiner point rt ∈ S as the root
of Ttop. Our algorithm for constructing ϕ borrows the high-level idea of feasible regions from the
algorithm of Bae et al. [5] for the ℓ1 variant of EBST. So before discussing our algorithm, let us
first briefly review this idea. For a node t ∈ Ttop, we denote by Tt the subtree of Ttop rooted at t.
For each Steiner point s ∈ S, the feasible region R(s) ⊆ R2 of s is the set of all points x ∈ R2 such
that there exists a map ϕs : S∩Ts → R2 satisfying dϕs(t, t

′) ≤ 1 for all (t, t′) ∈ E(Ts) and ϕs(s) = x.
(Bae et al. [5] defined the feasible regions in terms of the ℓ1 metric, which is the same except that
the Euclidean distance function dist is replaced with the ℓ1 distance function.) Clearly, the desired
map ϕ exists iff R(rt) ̸= ∅. Furthermore, given R(s) for all s ∈ S, if R(rt) ̸= ∅, then one can easily
obtain the map ϕ in a top-down manner as follows. Arbitrarily pick a point in R(rt) as ϕ(rt). For a
non-root node s ∈ S, suppose ϕ(s′) ∈ R(s′) is already determined for the parent s′ of s and we now
want to determine ϕ(s). Observe that there exists a point x ∈ R(s) such that dist(ϕ(s′), x) ≤ 1.
Indeed, as ϕ(s′) ∈ R(s′), there exists a map ϕs′ : S ∩ Tt → R2 satisfying dϕs′ (t, t

′) ≤ 1 for all
(t, t′) ∈ E(Ts′) and ϕs′(s

′) = ϕ(s′). Set x = ϕs′(s). By definition, x ∈ R(s) and dist(ϕ(s′), x) ≤ 1.
We then define ϕ(s) = x. In this way, we can construct the entire map ϕ : S → R2 from top to
bottom, which satisfies the desired property.

Bae et al. [5] showed that for the ℓ1 case, R(s) is a rectilinear domain with complexity nO(1)

for every s ∈ S, and all these regions can be computed in nO(1) time in a bottom-up fashion. This
directly yields a polynomial-time algorithm to solve the problem with the ℓ1 metric. Unfortunately,
in the Euclidean setting, the feasible regions are much more complicated and do not have such nice
structures. As such, we cannot solve the problem by directly computing the feasible regions.
Instead, our algorithm will first guess approximately the locations of the images ϕ(s) for s ∈ S (as
well as the locations of the points in C1, . . . , CK that connect to the Steiner points) and then defining
feasible regions with respect to these approximate locations. In this way, we can guarantee that
the feasible regions are somehow well-behaved, which finally allows us to bound their complexity
by exploiting certain geometric properties of the regions as well as techniques from combinatorial
geometry.

3.1 Approximately guessing the locations

Let Γ be a grid in the plane in which each cell is a closed square of side-length ε, where ε > 0 is
a sufficiently small constant. For example, one can take ε = 0.1. For convenience, we also use Γ
to denote the set of all cells of the grid. Our algorithm first guesses, for each Steiner point s ∈ S,
which cell of Γ contains the image ϕ(s), and for each terminal node Ci, which cell of Γ contains
the point in Ci within distance 1 from ϕ(si), where si ∈ S is the parent of Ci in Ttop. At the
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first glance, the number of guesses needed is at least nO(k), which we cannot afford. However, by
applying the nice property of ϕ in Lemma 2, we can see that only (k/ε)O(k) · n = kO(k) · n guesses
are sufficient. Formally, we say a map ξ : Ttop → Γ respects a map ϕ : S → R2 if ϕ(s) ∈ ξ(s) for all
s ∈ S and there exists x ∈ Ci ∩ ξ(Ci) such that dist(ϕ(si), x) ≤ 1 for all i ∈ [K], where si ∈ S is
the parent of Ci in Ttop. We have the following observation.

Lemma 3. There exist r = kO(k) · n maps ξ1, . . . , ξr : Ttop → Γ such that if there exists a map
ϕ : S → R2 satisfying dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop), then there also exists such a map ϕ which
in addition is respected by ξi for some i ∈ [r]. Furthermore, the maps ξ1, . . . , ξr can be computed in
O(r) time given P and Ttop.

Proof. Let ϕ : S → R2 be a map satisfying dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop). Consider the
terminal node C1 ∈ Ttop. If ξ : Ttop → Γ respects ϕ, then the cell ξ(C1) must contain at least one
point in C1. As |C1| ≤ |P | = n, there are at most n choices for ξ(C1). Suppose now ξ(C1) ∈ Γ is
determined. Let o be the center of ξ(C1). In order to let ξ respect ϕ, for the parent s of C1 in Ttop,
ϕ(s) must be within distance 1 + ε from o. Furthermore, by Lemma 2, for any s′ ∈ S,

dist(o, ϕ(s′)) ≤ dist(o, ϕ(s)) + dist(ϕ(s), ϕ(s′)) ≤ 1 + ε + (k − 1) = k + ε.

Therefore, the ϕ-images of the Steiner points all lie in the O((k/ε)2) cells around ξ(C1). It follows
that for every Steiner point s′ ∈ S, there are O((k/ε)2) choices for ξ(s′). Also, for every terminal
node Ci, the cell ξ(Ci) must be within distance O(k) from ξ(C1), and thus there are O((k/ε)2)
choices for ξ(Ci). The total number of possibilities of ξ is then (k/ε)O(K+k) · n, which is kO(k) · n
since 1/ε = O(1) and K = O(k). The argument above directly gives an algorithm for computing
all possible maps ξ in kO(k) · n time.

By computing and trying the maps ξ1, . . . , ξr in the above lemma, we can guess a map ξ : Ttop →
Γ which respects the desired map ϕ. The guess of ξ only results in an extra r factor in the running
time, which is affordable as r = kO(k) · n. Our problem now becomes computing a map ϕ : S → R2

respected by ξ which satisfies dϕ(t, t′) ≤ 1 for all (t, t′) ∈ E(Ttop).

3.2 Defining feasible regions

Recall the notion of feasible regions discussed before Section 3.1. Now we slightly change the
definition of feasible regions by defining them with respect to the map ξ : Ttop → Γ . For each
Steiner point s ∈ S, the feasible region R(s) ⊆ ξ(s) of s is the set of all points x ∈ ξ(s) such
that there exists a map ϕs : S ∩ Ts → R2 respected by ξ|Ts which satisfies dϕs(t, t

′) ≤ 1 for all
(t, t′) ∈ E(Ts) and ϕs(s) = x. For convenience, we also define the feasible region of each terminal
node Ci of Ttop by setting R(Ci) = Ci∩ξ(Ci). It is clear that the desired map ϕ exists iff R(rt) ̸= ∅.
Furthermore, given R(s) for all s ∈ S, we can easily recover the map ϕ, as discussed before
Section 3.1. So it suffices to show how to compute the feasible regions efficiently. To this end, we
need to first understand how the feasible regions look like.

Recall that the Minkowski sum of two regions A and B in R2 is defined as A⊕B = {a+ b : a ∈
A and b ∈ B}. Let D = {(x, y) ∈ R2 : x2+y2 ≤ 1} be the unit disk centered at the origin. For each
s ∈ S, denote by Ch(s) the set of children of s in Ttop. We have the following simple observation.

Lemma 4. R(s) = (
⋂

s′∈Ch(s)(R(s′) ⊕D)) ∩ ξ(s) for all s ∈ S.

Proof. To see R(s) ⊆ (
⋂

s′∈Ch(s)(R(s′) ⊕ D)) ∩ ξ(s), it suffices to show R(s) ⊆ R(s′) ⊕ D for all

s′ ∈ Ch(s), because R(s) ⊆ ξ(s) by definition. Let x ∈ R(s). There exists ϕs : S ∩ Ts → R2
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respected by ξ|Ts which satisfies dϕs(t, t
′) ≤ 1 for all (t, t′) ∈ E(Ts) and ϕs(s) = x. Consider a child

s′ ∈ Ch(s). If s′ ∈ S, then ϕs(s
′) ∈ R(s′), because of the map ϕs′ obtained by restricting ϕs to

S ∩ Ts′ . We have dist(x, ϕs(s
′)) = dϕs(s, s

′) ≤ 1, which implies x ∈ R(s′) ⊕D. If s′ = Ci for some
i ∈ [K], then there exists a point y ∈ Ci ∩ ξ(Ci) such that dist(x, y) = dist(ϕs(s), y) ≤ 1, which also
implies x ∈ R(s′) ⊕D since R(s′) = Ci ∩ ξ(Ci).

To see R(s) ⊇ (
⋂

s′∈Ch(s)(R(s′)⊕D))∩ ξ(s), consider a point x ∈ (
⋂

s′∈Ch(s)(R(s′)⊕D))∩ ξ(s).

We construct a map ϕs : S ∩ Ts → R2 as follows. Set ϕs(s) = x. For every s′ ∈ Ch(s) ∩ S, there
exists a point y ∈ R(s′) such that dist(x, y) ≤ 1. As y ∈ R(s′), there exists ϕs′ : S ∩ Ts′ → R2

respected by ξ|Ts′ which satisfies dϕs′ (t, t
′) ≤ 1 for all (t, t′) ∈ E(Ts′) and ϕs′(s

′) = y. We then set
ϕs(t) = ϕs′(t) for all t ∈ S ∩ Ts′ . It is easy to check from the construction that ξ|Ts respects ϕs and
dϕs(t, t

′) ≤ 1 for all (t, t′) ∈ E(Ts). Thus, x ∈ R(s).

(i) (ii)

Figure 1: Illustrating (i) the union and (ii) the intersection of two pseudo-convex circular domains
using shaded regions.

A circular arc refers to a curve that is a connected portion of a circle in R2. A segment is also
considered as a circular arc (which is a connected portion of an infinitely large circle). A circular
domain is a closed subset (or region) of R2 whose boundary consists of circular arcs that can
only intersect at their endpoints. Circular domains can be viewed as a generalization of polygons
whose boundaries consist of segments and are not self-intersecting. For our convenience, by abusing
notation, we also allow any finite set of points to be a circular domain. The complexity of any given
circular domain R, denoted by ∥R∥, is defined as follows depending on the structure of R. If R is
not just a set of points, ∥R∥ is the total number of circular arcs and vertices (i.e., the intersection
points of the arcs) on its boundary. Otherwise, if R is a set of points, ∥R∥ is just the number of
these points.

A circular domain R is called pseudo-convex if for every boundary arc σ of R that is not a
segment, the side of σ corresponding to the interior of R coincides with the side of σ corresponding
to the interior of the disk defining σ. Clearly, the union and the intersection of pseudo-convex
circular domains are still pseudo-convex circular domains (see Figure 1 for examples). Furthermore,
one can verify that if R is a pseudo-convex circular domain, then the Minkowski sum R⊕D is also
a pseudo-convex circular domain (see Figure 2 for examples). Therefore, by Lemma 4, one can see
that R(s) is a pseudo-convex circular domain for every s ∈ S. For each terminal node Ci, R(Ci) is
a set of discrete points, which we also view as a pseudo-convex circular domain (with only vertices
and no arcs) for convenience. Using the formula in Lemma 4 for R(s), one can then compute R(s)
in time polynomial in

∑
s′∈Ch(s)∥R(s′)∥. Indeed, each Minkowski sum R(s′) ⊕D can be obtained

by computing the Minkowski sum of every boundary arc of R(s′) and D, while the intersection of
circular domains can be computed by constructing the arrangement of their boundary arcs. As the

7



center of the circle corresponding to any such arc can be computed in an inductive manner, each
arc can be expressed using O(1) complexity. Hence, the intersection points of two such arcs can
also be computed in constant time. Next, we bound the complexity of the feasible regions.

a

b c a

b

c

a1
a2

b1

b2 c1

c2
a1

a2

b1

c1

c2

(i) (ii)

Figure 2: Illustrating the Minkowski sums of pseudo-convex circular domain Ùab,Ùbc, Ùca and the unit

disk D. (i) The sum is shown by ā1b1, b̄1b2, b̄2c1, c̄1c2, c̄2a2, and ā2a1. (ii) The sum is shown by

ā1a2, ā2b1, b̄1c1, c̄1c2, and c̄2a1.

3.3 The complexity of feasible regions

In this section, we bound ∥R(s)∥ for the Steiner points s ∈ S. Define the level L(t) of a node
t ∈ Ttop by setting L(t) = 0 if t is a leaf and L(t) = maxt′∈Ch(t) L(t′) + 1 otherwise. Clearly,
L(s) ≥ 1 for all s ∈ S and L(Ci) = 0 for all i ∈ [K]. As |S| ≤ k, the maximum level of a node in
Ttop is bounded by k. By Lemma 4, the feasible region of s ∈ S depends on the feasible regions
of its children whose levels are strictly smaller than L(s). Thus, it is natural to study how the
complexity of feasible regions increases along with the level of the nodes.

The nodes of Ttop at level 0 are exactly C1, . . . , CK . We have ∥R(Ci)∥ = O(n) for every i ∈ [K],
as R(Ci) = Ci ∩ ξ(Ci) ⊆ P consists of at most n points in the plane. Assume ∥R(t)∥ ≤ mi for all
nodes t ∈ Ttop with L(t) ≤ i. Consider a node s ∈ S with L(s) = i + 1. Now ∥R(s′)∥ ≤ mi for all
s′ ∈ Ch(s), and we want to bound ∥R(s)∥. As R(s) = (

⋂
s′∈Ch(s)(R(s′)⊕D))∩ξ(s) by Lemma 4, the

first step is to bound ∥R(s′) ⊕D∥ for s′ ∈ Ch(s). The complexity of Minkowski sums of polygons
is well-studied. Surprisingly, there is not much work in the literature studying Minkowski sums of
circular domains. However, it is not surprising that the insights for Minkowski sums of polygons
can also be applied to circular domains. We show in the following lemma that the known arguments
for polygons together with the standard technique of vertical decomposition result in, at least, a
linear bound on the complexity of the Minkowski sum of a pseudo-convex circular domain and a
unit disk (which is sufficient for our purpose).

Lemma 5. For any pseudo-convex circular domain R, we have ∥R⊕D∥ = O(∥R∥).

Proof. If R is convex, then one can directly apply the argument for bounding the complexity of the
Minkowski sum of two convex polygons (see for example [8]) to show that ∥R⊕D∥ = O(∥R∥+∥D∥),
which is just O(∥R∥). In fact, in this case, one can even show that each vertex/arc of R contributes
at most one arc of R⊕D, and thus ∥R⊕D∥ ≤ 2∥R∥.

When R is not convex (but pseudo-convex), we shall apply the known argument for bounding
the complexity of the Minkowski sum of a non-convex polygon and a convex polygon [29]. Consider
the (standard) vertical decomposition of R. Specifically, for each vertex v on the boundary of R, we
shoot two rays originated from v directing upward and downward, respectively; the rays stop when
they touch the boundary of R. Those rays cut R into smaller circular domains R1, . . . , Rr with total
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R

Figure 3: Illustrating the vertical decomposition of R.

complexity O(∥R∥). See Figure 3 for an illustration of this vertical decomposition of R. It is easy
to observe that each of these smaller circular domains is convex. Indeed, each Ri is pseudo-convex,
as R is pseudo-convex. Furthermore, the angle of Ri at every vertex v is at most π (here the angle
is defined by the two arcs of Ri incident to v with the side corresponding to the interior of Ri),
for otherwise the angle is cut by one of the two rays originated from v and thus cannot survive in
Ri. Therefore, Ri is convex. It was shown in [29] that if P and Q are two interior-disjoint convex
regions (in R2), and Z is another convex region, then P ⊕Z and Q⊕Z are pseudo-disks, i.e., their
boundary cross each other at most twice. Now R1, . . . , Rr are interior-disjoint and convex, which
implies R1⊕D, . . . , Rr⊕D are pseudo-disks. Note that R⊕D =

⋃r
i=1(Ri⊕D). By the linear union

complexity of pseudo-disks [29], we have ∥
⋃r

i=1(Ri ⊕ D)∥ = O(
∑r

i=1∥Ri ⊕ D∥), and the latter is
O(

∑r
i=1∥Ri∥) because each Ri is convex. Finally, as the total complexity of R1, . . . , Rr is O(∥R∥),

we have ∥R⊕D∥ = O(∥R∥).

Applying the above lemma, we have ∥R(s′)⊕D∥ = O(mi) for all s′ ∈ Ch(s). Next, we are going
to bound the complexity of the intersection

⋂
s′∈Ch(s)(R(s′) ⊕ D). This step is more challenging,

and is achieved by proving the following key lemma.

Lemma 6. Let R1, . . . , Rr be circular domains each of which is inside an ε×ε grid cell for ε ≤ 0.1.
Then ∥

⋂r
i=1(Ri ⊕D)∥ = O(r2M), where M = maxr

i=1∥Ri ⊕D∥.

As the proof of Lemma 6 is technical, we defer it to Section 3.3.1. At this point, let us first finish
the discussion assuming this lemma. By Lemma 6, we have ∥

⋂
s′∈Ch(s)(R(s′) ⊕ D)∥ = O(r2mi),

where r = |Ch(s)|. Recall that each Steiner point in Ttop is of degree at most 5, which implies
r ≤ 5. Therefore, ∥

⋂
s′∈Ch(s)(R(s′)⊕D)∥ = O(mi). To further bound ∥R(s)∥ is easy. By Lemma 4,

R(s) is the intersection of
⋂

s′∈Ch(s)(R(s′)⊕D) and the grid cell ξ(s). Note that taking intersection
with a square can only increase the complexity by a constant factor. Indeed, ξ(s) has four edges
and each edge intersects each boundary arc of

⋂
s′∈Ch(s)(R(s′) ⊕ D) at most twice. Therefore,

∥R(s)∥ = O(mi). In other words, from level i to level i + 1, the complexity of the feasible regions
only increase by a constant factor. It follows that ∥R(s)∥ = 2O(j) · n for any node s ∈ Ttop with
L(s) = j. Since Ttop has at most k levels, we conclude that ∥R(s)∥ = 2O(k) · n for all s ∈ Ttop.

3.3.1 Proof of Lemma 6

In this section, we prove Lemma 6. Let R1, . . . , Rr be the circular domains in the lemma. We prove
that each Ri ⊕D is a simple circular domain (i.e., connected and without holes). In fact, we prove
an even stronger property of Ri ⊕D.
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Observation 1. Let 2 be an ε × ε grid cell and R ⊆ 2 be any set. For any points o ∈ 2 and
p ∈ R⊕D, the segments op is contained in R⊕D, and furthermore the interior of op is contained
in the interior of R⊕D.

Proof. Since p ∈ R ⊕ D, there exists q ∈ R ⊆ 2 such that p ∈ Dq, where Dq is the unit disk
centered at q. As o, q ∈ 2 and the side-length of 2 is ε ≤ 0.1 by the assumption in Lemma 6, we
have o ∈ Dq. By the convexity of Dq, we have op ⊆ Dq. Note that Dq ⊆ R ⊕ D because q ∈ R,
which implies op ⊆ R⊕D. Furthermore, the interior of op is in the interior of Dq and thus in the
interior of R⊕D.

The above observation implies that each Ri ⊕ D is star-shaped (i.e., there exists one point
o ∈ Ri ⊕ D that sees the entire region Ri ⊕ D), and in particular, a simple circular domain.
We use ∂(Ri ⊕ D) to denote the boundary of Ri ⊕ D, which is a simple closed circular curve
(i.e., curve consisting of circular arcs). Consider the arrangement A of all circular curves ∂(R1 ⊕
D), . . . , ∂(Rr ⊕D). The vertices of A are the vertices of the curves ∂(R1 ⊕D), . . . , ∂(Rr ⊕D) and
their proper intersection points1. These vertices subdivide the curves ∂(R1 ⊕ D), . . . , ∂(Rr ⊕ D)
into smaller pieces each of which is a circular arc; they are the edges of A. Finally, the curves
∂(R1⊕D), . . . , ∂(Rr ⊕D) subdivide the plane R2 into connected regions, which are the faces of A.
Clearly,

⋂r
i=1(Ri ⊕ D) is the union of several faces of A. Therefore, ∥

⋂r
i=1(Ri ⊕ D)∥ is bounded

by the total number of vertices and edges of A. We first consider the number of vertices of A
(bounding the number of edges is easy once we know the number of vertices).

The total number of vertices of the curves ∂(R1 ⊕ D), . . . , ∂(Rr ⊕ D) is bounded by O(rM)
where M = maxr

i=1∥Ri ⊕D∥. Besides these points, the other vertices of A are proper intersection
points of ∂(R1 ⊕ D), . . . , ∂(Rr ⊕ D). In what follows, we shall prove that the number of proper
intersection points of ∂(Ri ⊕D) and ∂(Rj ⊕D) is bounded by O(M), for any i, j ∈ [r]. Note that
this bound does not hold for general circular curves. Indeed, one can easily show that two circular
curves of complexity M can have Θ(M2) proper intersection points in worst case (even if both
curves are boundaries of star-shaped pseudo-convex circular domains). Our proof heavily relies on
the fact that the two curves are both the boundaries of the Minkowski sums of a “tiny” circular
domain and the unit disk D. More specifically, the geometry of such Minkowski sums allows us
to somehow relate the two curves with monotone curves, which are well-behaved. Without loss of
generality, it suffices to consider the curves ∂(R1⊕D) and ∂(R2⊕D), i.e., the case i = 1 and j = 2.

Recall that a curve γ in R2 is x-monotone if there exists a homeomorphism f : [0, 1] → γ such
that the x-coordinate of f(a) is smaller than the x-coordinate of f(b) whenever a < b. Intuitively,
γ is x-monotone if we always move right (or left) when going along γ from one side to the other
side. By slightly generalizing this notion, we can define the monotonicity of a curve with respect
to a vector. Formally, let v⃗ ∈ S1 be a unit vector. We say a curve γ in R2 is v⃗-monotone if there
exists a homeomorphism f : [0, 1] → γ such that ⟨v⃗, f(a)⟩ < ⟨v⃗, f(b)⟩ whenever a < b; here ⟨·, ·⟩
denotes the inner product. Two curves γ and γ′ in R2 are mutually monotone if there exists v⃗ ∈ S1
such that γ and γ′ are both v⃗-monotone. One can easily show that two mutually monotone curves
have linear number of proper intersection points.

Fact 7. Let γ and γ′ be two circular curves that are mutually monotone. Then γ and γ′ have
O(m + m′) proper intersection points, where m = ∥γ∥ and m′ = ∥γ′∥.

1A point p ∈ R2 is a proper intersection point of two curves γ and γ′ in R2, if p ∈ γ ∩ γ′ and p is isolated in γ ∩ γ′,
i.e., there is a open neighborhood U ⊆ R2 of p such that U ∩ (γ ∩γ′) = {p}. It can happen that two curves ∂(Ri⊕D)
and ∂(Rj ⊕D) have infinitely many intersection points when an arc of ∂(Ri ⊕D) overlaps with an arc of ∂(Rj ⊕D).
But these are not proper intersection points and do not contribute vertices of A.
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Proof. Without loss of generality, assume γ and γ′ are x-monotone. Let V (resp., V ′) denote the
set of vertices on γ (resp., γ′). Suppose the x-coordinates of the points in V ∪V ′ are x0, x1, . . . , xr,
where r = O(m+m′) and x0 ≤ x1 ≤ · · · ≤ xr. For each i ∈ [r], define Xi = [xi−1, xi]×R2, which is
a vertical strip. The part of γ (resp., γ′) inside each Xi is a circular arc. Two circular arcs can have
at most two proper intersection points. As such, γ and γ′ have at most two proper intersection
points inside each Xi, and thus have in total at most 2r = O(m+m′) proper intersection points.

Based on the above observation, our key idea is to decompose ∂(R1 ⊕D) and ∂(R2 ⊕D) into
O(1) pieces such that any two of these pieces are mutually monotone. As long as this is possible,
we can easily bound the number of proper intersection points of ∂(R1 ⊕D) and ∂(R2 ⊕D). To do
this decomposition, we need to first establish some nice geometric properties of the Minkowski sum
of a “tiny” circular domain and the unit disk D.

Fix a circular domain R that is inside an ε × ε grid cell 2, and let o be the center of 2.
Observation 1 implies that any ray r originated from o intersects ∂(R ⊕D) at exactly one point.
Indeed, if r intersects ∂(R⊕D) at two points a and b where a is closer to o than b, then the interior
of ob is not contained in the interior of R ⊕D as (a is in the interior of ob but not in the interior
of R ⊕ D), which contradicts Observation 1. It follows that the map π : ∂(R ⊕ D) → S1 defined
as π(p) = −→op/∥−→op∥ is bijective and is thus a homeomorphism. Therefore, ∂(R ⊕ D) has the nice
property that if a point p moves along ∂(R ⊕D) in one direction, then the vector −→op also rotates
in one direction.

A point p ∈ ∂(R⊕D) is a non-vertex point if it is in the interior of a circular arc of ∂(R⊕D).
Consider a non-vertex point p ∈ ∂(R ⊕D) lying in the interior of the circular arc σ of ∂(R ⊕D).
There exists a unique line ℓ going through p that is tangent to ∂(R⊕D), which is also the tangent
line of σ at p. A tangent vector of R⊕D at p refers to a unit vector parallel to ℓ. Clearly, there are
two tangent vectors of R ⊕D at p, among which one vector v⃗ indicates the clockwise direction in
the sense that if p moves along ∂(R⊕D) in the direction of v⃗, then −→op rotates clockwise. We then
call v⃗ the clockwise tangent vector (or clockwise tangent for short) of R⊕D at p, and denote it by
tanp. In the next observation, we prove that tanp is almost perpendicular to the vector −→op. For two
nonzero vectors u⃗ and v⃗ in the plane, let ang(u⃗, v⃗) denote the clockwise ordered angle from u⃗ to v⃗,
i.e., the angle between u⃗ and v⃗ that is to the clockwise of u⃗ and to the counter-clockwise of v⃗.

Observation 2. For any non-vertex point p ∈ ∂(R⊕D), we have |ang(−→op, tanp) − π
2 | ≤ 4ε, where

tanp is the clockwise tangent of R⊕D at p.

Proof. Consider a non-vertex point p ∈ ∂(R⊕D) and suppose it is in the interior of a circular arc
σ of ∂(R⊕D). As p ∈ ∂(R⊕D), there exists a point q ∈ R such that dist(p, q) = 1. Let Dq be the
unit disk centered at q, whose boundary ∂Dq contains p. Now the circular arc σ and the circle ∂Dq

intersect at p. But σ and ∂Dq cannot cross each other at p, because σ is a portion of ∂(R⊕D) and
Dq ⊆ R⊕D. Therefore, σ and ∂Dq are tangent at p, and they share the same tangent line ℓ at p.
See Figure 4 for an illustration. As a tangent line of Dq at p, ℓ is perpendicular to −→qp. We claim
that the (smaller) angle between ℓ and −→op is at least π

2 − 4ε. It suffices to show that ∠opq ≤ 4ε,
since the angle between ℓ and −→qp is π

2 . We have dist(p, q) = 1 and dist(o, q) ≤ 2ε. By the formula
dist(o,q)
dist(p,q) = sin∠opq

sin∠poq , we have that sin∠opq
sin∠poq ≤ 2ε and thus sin∠opq ≤ 2ε. It follows that ∠opq ≤ 4ε. Let

tanp be the clockwise tangent of R⊕D at p. Since the angle between ℓ and −→op is at least π
2 −4ε, we

have either |ang(−→op, tanp) − π
2 | ≤ 4ε or |ang(−→op, tanp) − 3π

2 | ≤ 4ε. But by the definition of clockwise
tangent, ang(−→op, tanp) ≤ π. Therefore, |ang(−→op, tanp) − π

2 | ≤ 4ε.

The next observation allows us to test the monotoncity of a piece of ∂(R⊕D) by checking the
clockwise tangent vectors at points on that piece.
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Figure 4: Illustrating the proof of Observation 2.

Observation 3. Let γ be a connected portion of ∂(R ⊕ D) and v⃗ ∈ S1 be a unit vector. If
⟨v⃗, tanp⟩ > 0 for any non-vertex point p ∈ γ or ⟨v⃗, tanp⟩ < 0 for any non-vertex point p ∈ γ, then
γ is v⃗-monotone.

Proof. Without loss of generality, we only need to consider the case ⟨v⃗, tanp⟩ > 0 for any non-
vertex point p ∈ γ. Let a, b ∈ γ be the two endpoints of γ such that γ is on the clockwise (resp.,
counterclockwise) side of a (resp., b). Consider a homeomorphism f : [0, 1] → γ with f(0) = a and
f(1) = b. Define I = {x ∈ [0, 1] : f(x) is a vertex point} and suppose I = {x1, . . . , xr−1} where
x1 < · · · < xr−1. Set x0 = 0 and xr = 1. For each i ∈ [r], the image f([xi−1, xi]) is a circular arc
on ∂(R⊕D). When x goes from xi−1 to xi, f(x) is moving clockwise around o. As ⟨v⃗, tanf(x)⟩ > 0
for any x ∈ (xi−1, xi) and f(x) is moving clockwise around o when x goes from xi−1 to xi, the
function g(x) = ⟨v⃗, f(x)⟩ is increasing on the open interval (xi−1, xi) and is thus increasing on the
closed interval [xi−1, xi] because it is continuous. Since [0, 1] =

⋃r
i=1[xi−1, xi], g(x) is increasing on

the entire range [0, 1], which implies that γ is v⃗-monotone.

Let Λ ≥ 10 be an integer. Consider a subdivision of ∂(R⊕D) into Λ pieces as follows. We shoot
Λ rays from o, which evenly divide the 2π angle around o into Λ angles each of size 2π/Λ. These rays
intersect ∂(R⊕D) at Λ points p1, . . . , pΛ such that ang(−−−→opi−1,

−→opi) = 2π/Λ; for convenience, here we
set p0 = pΛ. The points p1, . . . , pΛ subdivide ∂(R⊕D) into Λ circular curves γ1, . . . , γΛ, where γi is
the one with endpoints pi−1 and pi. We call γ1, . . . , γΛ a Λ-decomposition of ∂(R⊕D). See Figure 5
for an illustration (while we require Λ ≥ 10, the figure only shows Λ = 8 for simplicity). We observe
that each curve γi is monotone with respect to almost all vectors v⃗ ∈ S1 (if Λ is sufficiently large
and ε is sufficiently small).

Observation 4. For every i ∈ [Λ], γi is v⃗-monotone for all v⃗ ∈ S1 such that ε′ ≤ ang(−→opi, v⃗) ≤ π−ε′

or π + ε′ ≤ ang(pi, v⃗) ≤ 2π − ε′, where ε′ = 7( 1
Λ + ε).

Proof. Let v⃗ ∈ S1. Without loss of generality, we only need to consider the case ε′ ≤ ang(−→opi, v⃗) ≤
π − ε′ because γi is v⃗-monotone iff γi is (−v⃗)-monotone. By construction, we have ang(−→op,−→opi) ≤
2π/Λ for any non-vertex point p ∈ γi. Furthermore, by Observation 2, we have |ang(−→op, tanp)− π

2 | ≤
4ε for any non-vertex point p ∈ γi. As Λ ≥ 10 and ε ≤ 0.1, both 2π/Λ and 4ε are sufficiently small.
So we have |ang(−→opi, tanp)−π

2 | ≤ 2π/Λ+4ε for any non-vertex point p ∈ γi. We claim that ⟨v⃗, tanp⟩ >
0 for any non-vertex point p ∈ γi. Let u⃗ ∈ S1 be the unique vector satisfying ang(−→opi, u⃗) = π

2 . Then
the smaller angle between v⃗ and u⃗ is at most π

2 − ε′. By the fact |ang(−→opi, tanp) − π
2 | ≤ 2π/Λ + 4ε,

we know that the smaller angle between tanp and u⃗ is at most 2π/Λ + 4ε, which is strictly smaller
than 7( 1

Λ + ε) = ε′. Therefore, the smaller angle between v⃗ and tanp is strictly smaller than π
2 ,

which implies ⟨v⃗, tanp⟩ > 0. Finally, by Observation 3, γi is v⃗-monotone.
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Figure 5: Illustrating the Λ-decomposition for Λ = 8.

Now we are ready to bound the number of proper intersection points of ∂(R1⊕D) and ∂(R2⊕D).
Take a Λ-decomposition γ1, . . . , γΛ of ∂(R1 ⊕ D) and a Λ-decomposition η1, . . . , ηΛ of ∂(R2 ⊕ D)
for Λ = 10. Observe that γi and ηj are mutually monotone for all i, j ∈ [Λ]. To see this, let
Vγ = {v⃗ ∈ S1 : γi is v⃗-monotone} and Vη = {v⃗ ∈ S1 : ηj is v⃗-monotone}. By Observation 4, Vγ

contains two disjoint arcs on S1 each of length π − 2ε′, and so does Vη. As Λ = 10 and ε ≤ 0.1,
we have 2ε′ ≤ 1.4 ≤ π

2 and thus π − 2ε′ ≥ π
2 . Therefore, Vγ (resp., Vη) contains two disjoint arcs

on S1 each of length at least π
2 . It follows that Vγ ∩ Vη ̸= ∅, which further implies that γi and

ηj are mutually monotone, as both of them are v⃗-monotone for any v⃗ ∈ Vγ ∩ Vη. By Fact 7, the
number proper intersection points of γi and ηj is O(M). As Λ = 10, we know that ∂(R1 ⊕D) and
∂(R2 ⊕D) have O(M) proper intersection points.

As the number of proper intersection points of any two curves ∂(Ri ⊕ D) and ∂(Rj ⊕ D) is
O(M), the total number of vertices of the arrangement A is O(r2M). By the definition of A, it
may contain overlapping edges. Thus, it is not exactly a planar graph. However, it is not hard
to see that the number of edges of A is O(r3M). Indeed, the number of edges of A is at most
2r times the number of vertices of A, as each vertex can be incident to at most 2r edges (each
of the r curves contributes at most two edges). In fact, we can improve the bound to O(r2M) as
follows. For each vertex v of A, define ∆v = ∆′

v + ∆′′
v , where ∆′

v is the number of indices i ∈ [r]
such that v is a vertex of ∂(Ri ⊕ D) and ∆′′

v is the number of pairs (i, j) ∈ [r] × [r] such that v
is a proper intersection point of ∂(Ri ⊕D) and ∂(Rj ⊕D). We claim that

∑
v ∆′

v = O(rM) and∑
v ∆′′

v = O(r2M). Indeed, each vertex of each curve ∂(Ri⊕D) is counted once in
∑

v ∆′
v and each

proper intersection point of each pair of curves is counted once in
∑

v ∆′′
v . As each curve ∂(Ri⊕D)

has O(M) vertices and each pair of curves have O(M) proper intersection points as shown before,
we have

∑
v ∆′

v = O(rM) and
∑

v ∆′′
v = O(r2M), which implies

∑
v ∆v = O(r2M). Clearly, the

number of edges of A incident to each vertex v is bounded by O(∆v). Therefore, the total number
of edges of A is O(r2M). Finally, we conclude that ∥

⋂r
i=1(Ri ⊕D)∥ = O(r2M).

3.4 Putting everything together

In Section 3.3, we obtain the bound ∥R(s)∥ = 2O(k) · n for all s ∈ Ttop. Combining it with the
discussion in Section 3.2, we can compute a map ϕ : S → R2 respected by a given ξ : Ttop → Γ
satisfying dϕ(t, t′) for all (t, t′) ∈ E(Ttop) or decide the non-existence of such a map in 2O(k) · nO(1)

time. Further combining this with our guess for ξ in Section 3.1, we obtain a kO(k)nO(1)-time
algorithm for the decision version of fixed-topology EBST.

Recall the standard parametric search technique of Megiddo [33], which can convert a decision
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algorithm A for some problem with running time T (n) to an optimization algorithm for the same
problem with running time O(T 2(n)), by using A as both the test algorithm and the decision
algorithm. Therefore, our kO(k)nO(1)-time decision algorithm implies a kO(k)nO(1)-time optimization
algorithm algorithm (for fixed-topology EBST) as well. Finally, combining this with the reduction
in Section 2, we obtain a kO(k)nO(1)-time algorithm for EBST.

Theorem 1. Euclidean Bottleneck Steiner Tree with k Steiner points can be solved in
kO(k) · nO(1) time. In particular, the problem is fixed-parameter tractable.

One can verify that our proof of Theorem 1 also works for the ℓp variant of EBST for any rational
1 ≤ p ≤ ∞. In the ℓp setting, everything is the same except that the unit disk D becomes an ℓp
unit disk. Consequently, the boundary arcs of the “circular” domains become ℓp arcs. However,
our arguments did not use any special property of circular arcs, and thus still apply (possibly with
different parameters ε and Λ). More generally, our algorithm works as long as D is convex and
its boundary consists of O(1) algebraic curves. Due to the O(1) complexity of these curves, the
intersection points of any two of them can be computed in constant time. As such, Theorem 1 can
also be extended to some other metrics on R2, such as a positive linear combination of ℓp metrics.
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