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Upon impact, the free surface of a solid metal may eject a cloud of fast and fine particles. Photon Doppler Velocimetry

(PDV) is one of the optical diagnostics used to characterize these ejecta. Although the technique provides a direct

way to estimate the particle velocities in the single scattering regime, it has been shown that multiple scattering cannot

be neglected in real ejecta. Here we derive a model for PDV measurements starting from first principles of wave

scattering. We establish rigorously the relationship between the specific intensity and the measured signal, as well

as the radiative transport equation (RTE) that describes the evolution of the specific intensity upon scattering and

absorption in a dynamic ejecta, including the effects of inelastic scattering and inhomogenities in the optical properties.

We also establish rigorously the connection between the Monte Carlo scheme used for numerical simulations and the

solution to the RTE. Using numerical simulations, we demonstrate the crucial contribution of multiple scattering to

PDV spectrograms as well as the effect of statistical inhomogeneities in particle size distribution. These results could

substantially impact the analysis of ejecta by PDV.

I. INTRODUCTION

The extreme conditions of shock-compression experiments

make it possible to observe unique physical phenomena. Al-

though they have specific applications, for example in inertial

fusion1, from a purely physical point of view, these regimes

are worth investigating in their own right. Under the cor-

rect impact conditions, shockwaves inside a material cause it

to partially melt and cause its free surface to eject a cloud

of particles called ejecta. It has been shown that ejecta cre-

ation is mainly due to surface imperfections of machined ma-

terials2,3. Since then, ejecta formation has been intensively

studied4 with the goal of predicting both the total amount of

ejected mass and the size-velocity distribution of the ejecta.

This effort was carried out in two parts.

On the ejecta modelling side, there have been advances in

theory1,5 showing that ejecta are a limiting case of Richtmyer-

Meshkov instabilities. Numerically, continuum simulations 6

and more recently molecular dynamics simulations 7–9 have

made it possible to determine expected size-velocity distri-

butions. Parallel to these advances, a large number of diag-

nostics were developed and used in experiments to obtain as

much information as possible on the ejecta4,10. Among other

optical diagnostics, Photon Doppler Velocimetry (PDV) has

played a key role thanks to its ability to simultaneously mea-

sure the velocities of several targets. PDV also demonstrates

fine temporal resolution and can measure a broad range of ve-

locities11,12. However, current analysis of PDV signals relies

on the single scattering hypothesis (light collected is assumed

to be scattered only once in the medium), which provides a di-

rect relationship between the measured Doppler shifts and the

velocity of the scatterers. Since in practice the thickness of

the ejecta can largely exceed the photon scattering mean-free

path, accounting for multiple scattering is of utmost impor-

tance for a quantitative analysis of the experiments.

In the last decade, several models have been developed to

account for multiple scattering 13–20. These models all as-

sume that the PDV spectrograms correspond to the specific

intensity detected by the probe, and that the specific intensity

obeys the Radiative Transfer Equation (RTE)21. An advan-

tage of the RTE is its ability to deal with complex particle size

and velocity distributions, while being solvable numerically in

realistic geometries. The use of the RTE raises several basic

issues that remains to be clarified. Although a phenomenolog-

ical approach is widely used to introduce the specific intensity

and the RTE, a rigorous framework based on the wave equa-

tion and a statistical description of the scattering medium is

available22,23. This theoretical framework should allow one to

establish rigorously the relationship between the specific in-

tensity solution to the RTE and the spectrogram deduced from

the PDV signal. Moreover, the RTE that is used is usually

modified to account for Doppler shifts and inhomogeneities

in the scattering properties of the medium. This generalized

form of the RTE also deserves to be derived in more than an

intuitive way. Finally, the picture of a photon undergoing a

random walk in the ejecta was used to support solving the

RTE with empirical Monte Carlo simulations14,18,20. While it

is standard to use such an intuited picture in various physical

problems, since we do have a RTE derived rigorously from

first principles here, proving that the Monte Carlo approach

amounts to rigorously solving this equation would fill a gap in

the chain connecting simulations to experiments.

The purpose of this work is to answer these questions, in

order to provide a complete theory supporting the analysis of

PDV experiments in ejecta. To proceed, we first establish a

rigorous connection between the PDV signal and the specific

intensity scattered by the ejecta and collected by the probe.

Then, we derive the RTE from the wave equation, taking into
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account all important features of shock ejecta such as the size

and velocity distributions of the scatterers, and heterogeneities

in the number density. Finally, we establish a random walk

scheme that naturally supports the connection between Monte

Carlo simulations and the solution to the RTE. The model is

used to demonstrate unambiguously the importance of multi-

ple scattering in shock ejecta.

The paper is organized as follows. In Sec. II, we describe

a typical shock experiment including the PDV setup used to

characterize the ejecta. We also explain how a PDV spectro-

gram can estimate accurately the particle velocity distribution

under the assumption of single scattering of the probe light.

Section III is dedicated to the analysis of the multiple scatter-

ing regime, and the link between the spectrograms computed

from PDV measurements and the specific intensity of the col-

lected light. The derivation of the RTE describing multiple

scattering of light scattering in ejecta is reported in Sec. IV.

Finally, the justification of the Monte Carlo model is presented

in Sec. V, together with some applications to the analysis of

real spectrograms.

II. SHOCK EXPERIMENTS AND PHOTON DOPPLER
VELOCIMETRY IN THE SINGLE SCATTERING REGIME

In this section, we recall some standard results for the char-

acterization of shock experiments using PDV in the single

scattering regime. In a typical shock experiment, a shockwave

is released by impact in a material. Under this extreme excita-

tion, the material partially melts and the shockwave interact-

ing with the irregularities of the free surface generates micro-

jets of matter. These micro-jets extend before fragmenting

and forming a cloud of fast and fine particles, referred to as

the ejecta [see Fig. 1 (a)].

Ejecta are usually characterized optically using interfero-

metric techniques such as a PDV11,12. The usual setup is a

Michelson interferometer, in which the reference beam inter-

feres with the scattered light coming from a measuring arm,

as represented schematically in Fig. 1 (b). Since the parti-

cles and the free surface are moving, the scattered field is

slightly Doppler shifted in frequency compared to the light in

the reference arm. This creates a beating signal on a photodi-

ode detector, that allows one to directly measure the Doppler

spectrum of the scattered field. In practice, a time-frequency

analysis of the signal is performed, resulting in a spectrogram

as that shown in Fig. 1 (c). The usual representation directly

transforms frequency shifts into particle velocities, under the

fundamental assumption of single scattering. As a result, a

vertical line of the spectrogram is understood as the velocity

distribution of the particles at a given time.

Let us briefly summarize the main steps leading to a the-

oretical description of the spectrogram in the single scatter-

ing regime. The measured signal corresponds to the intensity

I(t) = |Ē(t)|2, where Ē(t) is the analytical signal associated to

the real-valued field E(t) describing the light received on the

detector. Focusing on the time dependence, the analytic field
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FIG. 1. (a) Illustration of the micro-jet mechanism in a typical

shock ejecta experiment. Upon reaching the machined free surface,

the shock wave first comes into contact with the inwardly directed

grooves. Under right angle conditions, the shock wave is reflected

and the inward grooves become outward micro-jets. Due to the ve-

locity gap between the jet-heads and the free surface, the micro-jets

are stretched until surface tension is no longer sufficient to hold mat-

ter together and fragmentation begins. This results in the creation

of an ejecta. (b) Schematic representation of a typical shock-loaded

experiment with a PDV setup. The probe illuminates the ejecta and

the free surface with a highly collimated laser beam (numerical aper-

ture of 4.2 mrad and pupil size φp = 1.3µm). The backscattered field

is collected by the probe as the measuring arm and interferes with

the reference arm at the detector. The beating signal is registered

with a high bandwidth oscilloscope before being analyzed. (c) Spec-

trogram of a tin micro-jetting experiment under pyrotechnic shock

at P = 25GPa24. The free surface was engraved with 25µm× 8µm

grooves. Independent Asay window2 measures gave an estimated

surface mass Ms = 5mg/cm2.

is defined as

Ē(t) =
∫ +∞

0
E(ω)exp(−iωt)

dω

π
(1)
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where E(ω) is the Fourier transform of E(t). We use a scalar

description of the light field, leaving aside polarization ef-

fects. Considering that the illuminating field is monochro-

matic at frequency ω0, the associated analytical signal is

Ē0(t) = A0 exp(−iω0t). The analytical signal associated to

the scattered field can be written

Ēs(t) =
N(t)

∑
j=1

A j(t)exp
{

−i [ω0 +δω j(t)] t
}

(2)

where N(t) is the number of particles, A j(t) is the amplitude

of the field scattered by particle number j, and δω j(t) is the

corresponding Doppler shift. These quantities evolve on a

time scale Tc, which corresponds to the characteristic time of

changes in the statistical properties of the cloud of particles.

The field also contains the time scale δT = 2π/δω , where

δω is the typical Doppler shift. We note that these time scales

are expected to be much larger than the period T0 = 2π/ω0 of

the incident light field.

The intensity received by the photodiode is

I(t) = |Ē0(t)+ Ēs(t)|2 ≃ |A0|2 +2Re [Ēs(t)Ē
∗
0 (t)] (3)

where the superscript ∗ denotes the complex conjugate. We

have dropped the term |Ēs(t)|2 since the amplitude of the scat-

tered field is much smaller than the amplitude of the illuminat-

ing field. The first term |A0|2 is a DC component that can be

ignored, and the second term defines the real-valued useful

detected signal

I (t) = 2Re [Ēs(t)Ē
∗
0 (t)] . (4)

Using Eq. (2), we immediately find that the detected signal is

I (t) = 2 |A0|
N(t)

∑
j=1

∣

∣A j(t)
∣

∣cos
{

[δω j(t)] t
}

. (5)

In practice, a Short Term Fourier Transform (STFT) is per-

formed on the signal, defining the spectrogram as

S(t,ω) =

∣

∣

∣

∣

∫

I (τ)w(τ − t)exp(iωτ)dτ

∣

∣

∣

∣

2

(6)

where w(t) is a time window function centered at t = 0. Vari-

ous shapes25 can be used for w(t), the key parameter being its

duration Tw that is chosen to clearly separate the time scales Tc

and δT characterizing the ejecta dynamics. To this aim, the

inequalities T0 ≪ Td ≪ δT ≪ Tw ≪ Tc need to be satisfied,

where Td is the time scale associated to the digitizer band-

width. Typical orders of magnitudes for usual experiments

are T0 = 10−15 s, Td = 10−10 s, δT = 10−9 s, Tw = 10−8 s and

Tc = 10−6 s. The values may vary from one experiment to an-

other, but the key point is that this order is maintained. For

illustration purposes, we consider here a rectangular function

for w(t), with unit amplitude and width Tw. This choice is not

restrictive and allows us to describe the main features of PDV

spectrograms. In these conditions, from Eqs. (5) and (6), we

can show that

S(t,ω)≃
∣

∣

∣

∣

∣

N(t)

∑
j=1

|A0|
∣

∣A j(t)
∣

∣Tw

(

sinc

{

[ω +δω j(t)]Tw

2

}

+ sinc

{

[ω −δω j(t)]Tw

2

})

∣

∣

∣

∣

∣

2

(7)

where sinc(x) = sin(x)/x. In addition, since Tw is large com-

pared to T0 and δT , the sinc functions can be approximated

by Dirac delta functions, leading to

S(t,ω)≃ π2 |A0|2
N(t)

∑
j=1

∣

∣A j(t)
∣

∣

2

×
{

∣

∣δ [ω +δω j(t)]
∣

∣

2
+
∣

∣δ [ω −δω j(t)]
∣

∣

2
}

. (8)

In the single scattering regime, a mapping between the fre-

quency shifts and the particle velocities is obtained by writing

that for a scattering event occuring on particle j with velocity

v j(t), the Doppler shift26 is

δω j(t) = v j(t) · (ks −ki) . (9)

In this expression ks and ki are the scattered and incoming

wavevectors respectively, such that |ks|= |ki|= k0 = ω0/c =
2π/λ , with λ the incident wavelength. In the configura-

tion presented in Fig. 1 (b), where the backscattered light is

detected in direction ks = −ki, the Doppler shift is simply

δω j(t) = 4πv j(t)/λ . Inserting this expression into Eq. (8),

we immediately see that in this configuration we only have

access to the absolute value v j(t) of the particle velocities.

The analysis above relies on the assumption of single scat-

tering. In a statistically homogeneous cloud with longitudinal

size L, this assumption holds as long as the optical thickness

b = L/ℓs ≪ 1, where ℓs is the scattering mean free path. In an

inhomogeneous cloud, the criterion becomes

b =
∫

dz

ℓs(z)
≪ 1 (10)

where z denotes the coordinate along the direction perpendic-

ular to the free surface. In practice, many situations of interest

rather correspond to b > 1, and even b ≫ 110,14,27. For ex-

ample, we will describe in Sec. V a situation with b = 42,

corresponding to a real experiment. Obviously, analyzing ex-

periments in the deep multiple scattering regime with the for-

malism described above is irrelevant. For example, multiple
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scattering leads to a Doppler widening of the free surface ve-

locity. For the extra velocities appearing below the free sur-

face, they suggest the presence of objects slower than the lat-

ter which is physically impossible14. Establishing a rigorous

treatment of spectrograms in the multiple scattering regime is

the purpose of the next sections.

III. SPECTROGRAM AND SPECIFIC INTENSITY

The RTE appears as a natural tool to describe light scatter-

ing in ejecta in the presence of multiple scattering. Since the

RTE is a transport equation for the specific intensity, we will

start by establishing a rigorous relationship between the spe-

cific intensity and the spectrogram. The key step in defining

the spectrogram from the measured PDV signal in Eq. (6) is a

time analysis, and we will focus on the time dependence and

omit the space dependence of the field in the notations in the

beginning of this section.

For a rectangular time window function with width Tw and

unit amplitude, the spectrogram in Eq. (6) becomes

S(t,ω) =

∣

∣

∣

∣

∫ t+Tw/2

t−Tw/2
I (τ)exp(iωτ)dτ

∣

∣

∣

∣

2

. (11)

In statistical optics, the specific intensity is defined as the time

and space Wigner transform of the field 22,23,28,29. Focusing

on the time dependence, the specific intensity of the scattered

field is

Is(t,ω) =
∫

〈

Ēs

(

t +
τ

2

)

Ē∗
s

(

t − τ

2

)〉

exp(iωτ)dτ , (12)

where the notation 〈· · ·〉 denotes a statistical average over an

ensemble of realizations of the scattering medium.

Since we no longer assume a single scattering regime, we

cannot use Eqs. (2) and (5) anymore. Nonetheless, the def-

inition given for I (t) in Eq. (4) remains valid. To link both

expressions, we start by introducing the Fourier transform of

I (t) in Eq. (11), and rewrite the spectrogram in the form

S(t,ω)=
∫ +∞

−∞

∫ +∞

−∞
I

(

ω ′+
Ω

2

)

I
∗
(

ω ′− Ω

2

)

exp(−iΩt)

×Tw sinc

(

ω −ω ′−Ω/2

2
Tw

)

×Tw sinc

(

ω −ω ′+Ω/2

2
Tw

)

dω ′

2π

dΩ

2π
. (13)

The frequency Ω associated to the time variable t encodes the

slow variations of I on the scale of Tc. Since Tw ≪ Tc we

have ΩTw ≪ 1, and we can simplify the expression which be-

comes

S(t,ω) =
∫ +∞

−∞

dω ′

2π
T 2

w sinc2

(

ω −ω ′

2
Tw

)

×
∫ +2π/Tw

−2π/Tw

dΩ

2π
I

(

ω ′+
Ω

2

)

I
∗
(

ω ′− Ω

2

)

exp(−iΩt) .

(14)

Transforming back to the time domain for I (t), we find that

S(t,ω) = Tw

∫ +∞

−∞

dω ′

2π
sinc2

(

ω −ω ′

2
Tw

)

×
∫ t+Tw/2

t ′=t−Tw/2

∫ ∞

τ=−∞
dτdt ′ I

(

t ′+
τ

2

)

I
∗
(

t ′− τ

2

)

exp(iω ′τ).

(15)

The gating window having a width Tw large compared to δT

and T0 and small compared to Tc, the second integral can be

replaced by a statistical average over the configurations of the

disordered cloud by invoking ergodicity. This leads to

S(t,ω) = T 2
w

∫ +∞

−∞

dω ′

2π
sinc2

(

ω −ω ′

2
Tw

)

×
∫ +∞

−∞
dτ

〈

I

(

t +
τ

2

)

I
∗
(

t − τ

2

)〉

exp(iω ′τ). (16)

Since δT ≪ Tw, the sinc2 function can be replaced by a Dirac

delta function, which leads to

S(t,ω) = Tw

∫ +∞

−∞

〈

I

(

t +
τ

2

)

I
∗
(

t − τ

2

)〉

exp(iωτ)dτ .

(17)

Making use of Eq. (4) and keeping only the terms correspond-

ing to frequencies on the order of δω , the spectrogram be-

comes

S(t,ω) = Tw |A0|2 [Is(t,ω0 +ω)+ Is(t,ω0 −ω)] , (18)

with Is(t,ω) the specific intensity defined in Eq. (12). This

expression connects the spectrogram to the specific intensity.

The full expression also exhibits a dependence on space vari-

ables (that were not used in the above derivation). Indeed, the

specific intensity Is(r,u, t,ω) is defined by the relation

δ (k− kR)Is(r,u, t,ω)

=
∫

〈

Ēs

(

r+
ρ

2
, t +

τ

2

)

Ē∗
s

(

r− ρ

2
, t − τ

2

)〉

× exp(−iku ·ρ+ iωτ)dρdτ (19)

where kR is the real part of the effective wavevector in the

scattering medium and u is a unit vector. The meaning of

this definition, and the fact that Is(r,u, t,ω) is the solution to

the RTE, will be clarified in Sec. IV. In the large wavelength

limit, it can be shown that Is is always positive and can be

interpreted as the radiative flux at position r, in direction u,

at time t and at frequency ω30. From this expression, the full

spectrogram finally takes the form

δ (k− kR)S(t,ω) = Tw |A0|2

×
∫

G
[Is(r,u, t,ω0 +ω)+ Is(r,u, t,ω0 −ω)]u ·ndudr. (20)

Here G is the etendue of detection of the photodiode (surface

of the photodiode and angular aperture), du means integration

over the solid angle, and n is the normal to the detector sur-

face. In this expression, the specific intensity for the scattered
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field can be replaced by the specific intensity for the full field

I(r,u, t,ω0 ±ω) since the incident field E0 does not play any

role for detection in the backward direction. It is given by

δ (k− kR)I(r,u, t,ω)

=
∫

〈

Ē
(

r+
ρ

2
, t +

τ

2

)

Ē∗
(

r− ρ

2
, t − τ

2

)〉

× exp(−iku ·ρ+ iωτ)dρdτ . (21)

Equation (20) establishes a rigorous connection between

the spectrogram and the specific intensity that is often

used13,15,17,19. In particular, we note that the spectrogram at ω
is the sum of the Doppler contributions at both +ω and −ω .

In the next section, we derive the transport equation satisfied

by the specific intensity in a scattering and absorbing medium,

accounting for both inelastic scattering and inhomogeneities

in the optical properties.

IV. INELASTIC AND INHOMOGENEOUS RADIATIVE
TRANSFER EQUATION

The RTE is a convenient tool to describe multiple scatter-

ing of light due to its ability to handle complex geometries and

different transport regimes, ranging from single to deep mul-

tiple scattering. Historically, the RTE was established based

on a phenomenological energy balance21. Its derivation from

the wave equation (first principles) is also well-known, and

requires the definition of the specific intensity in statistical

optics [Eq. (21)], together with a theory of multiple scat-

tering22,23. In order to account for the motion of scatterers

in an ejecta, and for spatial and temporal statistical hetero-

geneities in its optical properties, a generalized form of RTE

is needed. The purpose of this section is to derive this gen-

eralized RTE from first principles, following the approach in

Ref. 31 to account for Doppler shifts, and drawing inspira-

tion from Ref. 32 to handle statistical inhomogeneities in the

medium (space and time-dependent particle number density,

size and velocity distribution).

A. Bethe-Salpeter equation and statistical
quasi-homogeneity

The specific intensity, introduced in Eq. (21), is based on

the field-field correlation function, which is known to obey

the Bethe-Salpeter equation. The latter is the starting point to

derive the generalized RTE. It can be derived from first prin-

ciples using the multiple scattering theory23,29,33. We simply

recall its formulation here. In the multiple scattering regime,

light depolarizes after propagation over a distance on the or-

der of the scattering mean-free path34. For this reason, we

consider the scalar approximation. Thus the Bethe-Salpeter is

given by

〈E(r, t)E(ρ,τ)〉= 〈E(r, t)〉〈E(ρ,τ)〉+
∫

〈

G(r,r′, t, t ′)
〉

×
〈

G(ρ,ρ′,τ ,τ ′)
〉

Γ(r′,r′′,ρ′,ρ′′, t ′, t ′′,τ ′,τ ′′)

×
〈

E(r′′, t ′′)E(ρ′′,τ ′′)
〉

dr′dr′′dρ′dρ′′dt ′dt ′′dτ ′dτ ′′. (22)

We note that the field-field correlation function is written for

the real field E here while the specific intensity involved the

analytic field. We will rigorously make the switch to Ē at the

appropriate moment. Also, Eq. (22) is written in the time do-

main, a formulation which is required to take into account the

quasi-homogeneous aspect of the statistical properties of the

medium. In this equation, 〈G〉 is the average Green’s function.

Physically, 〈G(r,r′, t, t ′)〉 corresponds to the average electric

field generated at point r and time t by a point source at point

r′ emitting an infinitely short pulse at time t ′. We note that

〈G〉 is not translationally invariant in a statistically inhomo-

geneous medium. Γ is known as the irreducible vertex, that

contains the contributions of all scattering sequences connect-

ing the field-field correlations functions at different points and

times. The Bethe-Salpeter equation can therefore be seen as a

propagation equation for the field-field correlation function.

To derive the quasi-homogeneous RTE, we first assume that

the statistical properties of the medium (typically the number

density of particles, their size or their velocity distribution)

are expected to vary slowly in space and time compared to all

other characteristic lengths and times. We perform a change

of variables first in the average Green function that reads

〈

G(r,r′, t, t ′)
〉

=
〈

Ĝ
(

r0,r− r′, t0, t − t ′
)〉

(23)

where r0 = (r+ r′)/2 and t0 = (t + t ′)/2 respectively. This

change of variable is standard in coherence theory30. In the

following, r0 and t0 will be kept fixed in particular when per-

forming Fourier transforms thanks to the slow space and time

evolution of the statistical properties of the medium. We per-

form a similar operation for the intensity vertex that becomes

Γ(r′,r′′,ρ′,ρ′′, t ′, t ′′,τ ′,τ ′′)

= Γ̂(r0,r
′′− r′,ρ′− r′,ρ′′− r′, t0, t

′′− t ′,τ ′− t ′,τ ′′− t ′).
(24)

The Bethe-Salpeter equation can be rewritten in the form

〈E(r, t)E(ρ,τ)〉
=〈E(r, t)〉〈E(ρ,τ)〉

+
∫

〈

Ĝ
(

r0,r− r′, t0, t − t ′
)〉〈

Ĝ
(

r0,ρ −ρ ′, t0,τ − τ ′
)〉

× Γ̂
(

r0,r
′′− r′,ρ′− r′,ρ′′− r′, t0, t

′′− t ′,τ ′− t ′,τ ′′− t ′
)

×
〈

E(r′′, t ′′)E(ρ′′,τ ′′)
〉

dr′dr′′dρ′dρ′′dt ′dt ′′dτ ′dτ ′′.
(25)

This transformation in 〈G〉 and Γ is central in the so-called

quasi-homogeneous approximation. Indeed, at fixed r0 and

t0, this amounts to considering the statistical properties of the
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medium as homogeneous. Taking the spatio-temporal Fourier

transform of Eq. (25), leads to

〈E(k,ω)E∗(κ,ϖ)〉=
∫

〈

Ĝ(r0,k, t0,ω)
〉〈

Ĝ∗ (r0,κ, t0,ϖ)
〉

× Γ̂
(

r0,k
′,κ,κ ′, t0,ω

′,ϖ ,ϖ ′)〈E(k′,ω ′)E∗(κ ′,ϖ ′)
〉

×16π2δ (k−k′−κ +κ ′)δ (ω −ω ′−ϖ +ϖ ′)

× dk′

8π3

dκ ′

8π3

dω ′

2π

dϖ ′

2π
(26)

where we have dropped the product of average fields in the

right-hand side that would contribute as a source term. The

next step of the derivation consists in performing a second

change of variables with q = k− κ , k → k+q/2, κ → k−
q/2, Ω = ω −ϖ , ω → ω +Ω/2 and ϖ → ω −Ω/2. Thus,

Eq. (26) becomes

F(q,k,Ω,ω) =
∫

〈

Ĝ

(

r0,k+
q

2
, t0,ω +

Ω

2

)〉〈

Ĝ∗
(

r0,k− q

2
, t0,ω − Ω

2

)〉

× Γ̂

(

r0,k
′+

q

2
,k− q

2
,k′− q

2
, t0,ω

′+
Ω

2
,ω − Ω

2
,ω ′− Ω

2

)

×F(q,k′,Ω,ω ′)
dk′

8π3

dω ′

2π
(27)

where

F(q,k,Ω,ω)=

〈

E

(

k+
q

2
,ω +

Ω

2

)

E∗
(

k− q

2
,ω − Ω

2

)〉

.

(28)

To go further, the average Green function
〈

Ĝ
〉

needs to be

explicitly given. It is driven by the Dyson equation that

reads23,29,35,36

〈

G(r,r′, t, t ′)
〉

= G0(r− r′, t − t ′)+
∫

G0(r− r′′, t − t ′′)

×Σ(r′′,r′′′, t ′′, t ′′′)
〈

G(r′′′,r′, t ′′′, t ′)
〉

dr′′dr′′′dt ′′dt ′′′. (29)

The self energy Σ is the operator that accounts for all the pos-

sible scattering sequences connecting the average field at dif-

ferent points and times. G0 is the Green function for the ho-

mogeneous medium without the scattering particles (i.e., air).

It corresponds to the electric field solution of the wave equa-

tion with a Dirac delta source term, and an outgoing radiation

condition. It is given by

[

−∆r +
1

c2

∂ 2

∂ t2

]

G0(r− r′, t − t ′) = δ (r− r′)δ (t − t ′). (30)

We perform again the change of variables defining a central

position r0 and a central time t0. Equation (29) becomes

〈

Ĝ(r0,r− r′, t0, t − t ′)
〉

=G0(r− r′, t − t ′)

+
∫

G0(r− r′′, t − t ′′)Σ̂(r0,r
′′− r′′′, t0, t − t ′′)

×
〈

Ĝ(r0,r
′′′− r′, t0, t

′′− t ′)
〉

dr′′dr′′′dt ′′dt ′′′.

(31)

To solve Eq. (31), we take its Fourier transform and knowing

that G0(k,ω) = (k2 −ω2/c2)−1, we get

〈

Ĝ(r0,k, t0,ω)
〉

=
1

k2 −ω2/c2 − Σ̂(r0,k, t0,ω)
. (32)

We now replace the average Green function by its expres-

sion given by Eq. (32) in Eq. (27). Making use of the rela-

tion (AB)−1 = (B − A)−1(A−1 − B−1) with A−1 =
〈

Ĝ
〉

and

B−1 =
〈

Ĝ∗〉, we get

[

2ωΩ

c2
−2k ·q+ Σ̂

(

r0,k+
q

2
, t0,ω +

Ω

2

)

− Σ̂∗
(

r0,k− q

2
, t0,ω − Ω

2

)]

F(q,k,Ω,ω)

=

[〈

Ĝ

(

r0,k+
q

2
, t0,ω +

Ω

2

)〉

−
〈

Ĝ∗
(

r0,k− q

2
, t0,ω − Ω

2

)〉]

∫

Γ̂

(

r0,k
′+

q

2
,k− q

2
,k′− q

2
, t0,ω

′+
Ω

2
,ω − Ω

2
,ω ′− Ω

2

)

×F(q,k′Ω,ω ′)
dk′

8π3

dω ′

2π
. (33)

At this point, we have only performed an approximation of

quasi-homogeneity of the statistical properties of the medium

and additional approximations are required in order to obtain

the RTE.

B. Weak extinction limit and radiative transfer equation

We now perform the large-scale approximation |q| ≪
{|k|, |k′|} which is also known as the radiative transfer

limit23,37,38. It assumes that the field-field correlation func-

tion varies on length scales 2π/|q| much larger than the ef-

fective wavelength in the medium 2π/kR, the expression of

which will be given below. Since the typical distance over

which the field-field correlation function varies is the extinc-
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tion mean-free path ℓe, the large-scale limit holds as soon as

kRℓe ≫ 1. This regime of weak extinction is relevant to ejecta

in shock experiments. A large scale asymptotics for the time

dependence is also relevant, and we assume |Ω|≪ {|ω|, |ω ′|}.

Assuming non-resonant scatterers and weak non-locality, the

q and Ω dependencies can be dropped in the average Green

function
〈

Ĝ
〉

, the self-energy Σ̂ and the intensity vertex Γ̂ in

Eq. (33). However, in order to obtain the correct expression

for the transport velocity, it is crucial to keep the first term of

the Taylor series in Ω for Re Σ̂. We get

[

ωΩ

c2
−k ·q+ i Im Σ̂(r0,k, t0,ω)+

Ω

2
Re

∂ Σ̂(r0,k, t0,ω)

∂ω

]

×F(q,k,Ω,ω) = i Im
〈

Ĝ(r0,k, t0,ω)
〉

×
∫

Γ̂
(

r0,k
′,k,k′, t0,ω

′,ω,ω ′)F(q,k′,Ω,ω ′)
dk′

8π3

dω ′

2π
.

(34)

The weak extinction regime also amounts to assuming |Σ̂| ≪
k2

0. Thus the average Green function
〈

Ĝ
〉

in Eq. (32) is very

peaked around |k| = k0
23. In this case, the self-energy Σ̂ can

be evaluated on-shell at |k| = k0. By making use of the iden-

tity

lim
ε→0+

1

x− x0 − iε
= PV

[

1

x− x0

]

+ iπδ (x− x0), (35)

where PV is the Cauchy principal value, we find that

Im
〈

Ĝ(r0,k, t0,ω)
〉

= πδ
[

k2 − k2
0 −Re Σ̂(r0,k0, t0,ω)

]

(36)

where we have assumed that the disorder is statistically

isotropic which means that Σ̂ depends only on k0. The relation

above fixes the modulus of the wavevector k = kR(r0, t0,ω),

with kR(r0, t0,ω) =
√

k2
0 +Re Σ̂(r0,k0, t0,ω). We now intro-

duce the group velocity as 1/vg(r0, t0,ω) = dkR(r0, t0,ω)/dω
and one can see that

ω

c2
+

1

2
Re

∂ Σ̂(r0,k, t0,ω)

∂ω
=

kR(r0, t0,ω)

vg(r0, t0,ω)
. (37)

We note that for non-resonant scatterers the phase velocity vp

equals the group velocity vg which also equals the transport

(or energy) velocity vE . We thus have vE = vg = vp = c/nR

where kR = nRω/c, nR being the real part of the effective re-

fractive index of the medium. This leads to

[

ΩkR(r0, t0,ω)

vE(r0, t0,ω)
− kRu ·q+ i Im Σ̂(r0,kR, t0,ω)

]

F(q,kRu,Ω,ω)

= iπδ (k2 − k2
R)

∫

Γ̂
(

r0,kRu′,kRu,kRu′, t0,ω
′,ω,ω ′)

×F(q,kRu′,Ω,ω ′)
dk′

8π3

dω ′

2π
. (38)

At this stage, it is important to note that the field entering the

definition of the specific intensity [see Eq. (21)] is the ana-

lytic field Ē, whereas the field entering the expression of our

current field-field correlation F [see Eq. (28)] is the real field

E. Since ω and ω ′ remain close to the incident frequency

±ω0 thanks to a weak Doppler shift at each scattering event

and thanks to the assumption |Ω| ≪ {|ω|, |ω ′|}, the field-field

correlation F has two peaks in the frequency domains (one

for positive frequencies and the other for negative ones) that

do not overlap. Thus we can easily keep only positive fre-

quencies which means that the real field can be replaced by

the analytic field Ē in the F function. Using the definition

of the specific intensity given by Eq. (21) and taking the in-

verse Fourier transform of Eq. (38) with respect to q and Ω,

we finally get

[

1

vE(r0, t0,ω)

∂

∂ t
+u ·∇r +

Im Σ̂(r0,kRu, t0,ω)

kR

]

I(r,u, t,ω)

=
1

16π2

∫

Γ̂
(

r0,kRu′,kRu,kRu′, t0,ω
′,ω,ω ′)

× I(r,u′, t,ω ′)du′ dω ′

2π
(39)

where du′ means integration over the solid angle. In the above

equation, r0 and t0 are slow variables compared to r and t,

as a consequence of the quasi-homogeneous approximation.

The equation is not modified if r0 and t0 are replaced by r

and t, respectively. The expression of the RTE in the quasi-

homogeneous approximation and in the presence of inelastic

scattering finally takes the form

[

1

vE(r, t,ω)

∂

∂ t
+u ·∇r +

1

ℓe(r, t,ω)

]

I(r,u, t,ω)

=
1

ℓs(r, t,ω)

∫

p(r,u,u′, t,ω,ω ′)I(r,u′, t,ω ′)du′ dω ′

2π
. (40)

In this equation the extinction mean-free path and the scatter-

ing mean-free path are respectively given by

1

ℓe(r, t,ω)
=

Im Σ̂(r,kRu, t,ω)

kR

, (41)

1

ℓs(r, t,ω)
=

1

16π2

∫

Γ̂
(

r,kRu′,kRu,kRu′, t,ω ′,ω,ω ′)du′ dω ′

2π
(42)

while the phase function is given by

p(r,u,u′, t,ω,ω ′) =
ℓs(r, t,ω)

16π2

× Γ̂
(

r,kRu′,kRu,kRu′, t,ω ′,ω,ω ′) . (43)

We note that with these definitions the phase function is nor-

malized as
∫

p(r,u,u′, t,ω,ω ′)du′dω ′/(2π) = 1.

Equation (40), as the standard RTE, can be understood as

an energy balance. The first two terms in the left-hand side

correspond to the spatio-temporal evolution of the specific in-

tensity, which itself can be seen as a local (in space and time)

and directional radiative flux at frequency ω . The third term

describes losses by extinction (absorption and scattering). The

right hand side corresponds to gain by scattering. The phase
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function describes the fraction of the incoming power along

direction u′ and at frequency ω ′ that is scattered along di-

rection u at frequency ω , with the change of frequency cor-

responding to the Doppler shift acquired during the inelastic

scattering process.

C. Practical expressions of mean-free paths and phase
function

In order to derive explicit expressions for the mean-free

paths and the phase function, we need to start from the ex-

pression for the t-matrix (or scattering matrix) of an individ-

ual scatterer. In Fourier space, and for a particle with velocity

v, it can be written as31

tv(a,k,k
′,ω,ω ′) = 2πt(a,k,k′,ω −k ·v)

×δ [ω ′−ω − (k′−k) ·v] (44)

with t(a,k,k′,ω) the t-matrix of a static particle with radius a.

The Dirac delta function accounts for the Doppler shift. Given

the velocities involved, the condition |k ·v| ≪ |ω| is satisfied,

which implies that the shift can be neglected in the t-matrix,

the latter being a slowly varying function of frequency.

The self-energy is a rather complex object and we need

some approximations to go further. In the weak-extinction

regime, we can use the lowest order approximation to Σ,

known as the independent scattering approximation (ISA).

This leads to

Σ(r,r′, t, t ′) =
N(t)

∑
i=1

∫

tvi
(ai,r− ri,r

′− ri, t, t
′)

×P(ri, t,ai,vi)dridaidvi (45)

where P(ri, t,ai,vi) is the probability density at time t of find-

ing particle i at position ri, with a radius ai and a velocity

vi. Note that this expression is very general, but in order to

have the particle number density ρ(ri, t) appearing explic-

itly we performed the following splitting. We assume that

P(ri, t,ai,vi) = ρ(ri, t)g(ri, t,ai,vi)/N(t), where g(ri, t,ai,vi)
is now the probability density at time t and position ri of find-

ing particle i with a radius ai and a velocity vi. From this ex-

pression, using again the quasi-homogeneous approximation

the self-energy in Eq. (45) can be rewritten as

Σ̂(r0,r− r′, t0, t − t ′) = ρ(r0, t0)
∫

tvi
(ai,r− ri,r

′− ri, t, t
′)

×g(r0, t0,ai,vi)dridaidvi. (46)

Taking the Fourier transform of Eq. (46) and making use of

Eq. (44), we finally get

Σ̂(r0,kRu, t0,ω) = ρ(r0, t0)
∫

t(a,kRu,kRu,ω)h(r0, t0,a)da.

(47)

In this expression h(r0, t0,a) =
∫

g(r0, t0,a,v)dv is the proba-

bility density of having a particle with radius a, knowing that

it lies at position r0 at time t0. We note that the Doppler shift

does not enter the expression of the self-energy. This can be

easily understood: The self-energy defines the average field

which propagates in the forward direction, as can be seen in

the (k,k) dependence of the t-matrix in Eq. (47), for which

there is no Doppler shift. Finally, the expression of the extinc-

tion mean-free path is

1

ℓe(r, t,ω)
= ρ(r, t)

∫

σe(a,ω)h(r, t,a)da (48)

where σe(a,ω) = Im t(a,kRu,kRu,ω)/kR is the extinction

cross-section of a particle with radius a.

To compute the phase function, we need to express the in-

tensity vertex. The derivation is identical to that performed

for the self-energy. In the same weak-scattering limit, the in-

tensity vertex Γ is given by

Γ(r,r′,ρ,ρ′, t, t ′,τ ,τ ′′)

=
N(t)

∑
i=1

∫

tvi
(ai,r− ri,r

′− ri, t, t
′)

× tvi
(ai,ρ − ri,ρ

′− ri,τ ,τ
′)

×P(ri, t,ai,vi)dridaidvi. (49)

In particular, from Eqs. (49) and (44), we obtain

Γ̂
(

r,kRu′,kRu,kRu′, t,ω ′,ω,ω ′)

= ρ(r, t)

∫

∣

∣t(a,kRu,kRu′,ω)
∣

∣

2

×2πδ
[

ω ′−ω − kR(u
′−u) ·v

]

g(r, t,a,v)dadv. (50)

In this expression, the Doppler shift appears explicitly.

We also note that the square modulus of the t-matrix is

proportional to the differential scattering cross-section of

a particle through the relation 23 dσs(a,u · u′,ω)/du =

|t(a,kRu,kRu′,ω)|2 /(16π2). Inserting the above equation in

Eq. (43) allows us to obtain the explicit expression of the

phase function

1

ℓs(r, t,ω)
p(r,u,u′, t,ω,ω ′)

= ρ(r, t)
∫

dσs(a,u ·u′,ω)

du

×2πδ
[

ω ′−ω − kR(u
′−u) ·v

]

g(r, t,a,v)dadv. (51)

Since we consider spherical particles for the sake of simplic-

ity, the differential scattering cross-section and the phase func-

tion only depends on u · u′, or equivalently on the angle be-

tween u′ and u.

V. NUMERICAL SIMULATIONS

The quasi-homogeneous and inelastic RTE given by

Eq. (40) cannot be solved analytically in real geometries such

as that corresponding to a shock ejecta. Monte Carlo algo-

rithms have become powerful and convenient tools to solve
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the RTE numerically, especially thanks to their simplicity of

implementation and to the ever-increasing available computer

resources39. In this section we provide a justification of the

correspondence between the output of a Monte Carlo simula-

tion and the solution to the generalized RTE.

A. Integral form of the RTE

We start by writing the solution to the RTE in the form of

an integral equation, suitable to be solved by a Monte Carlo

algorithm. To proceed, we note that the time derivative in

Eq. (40) can be neglected since the illumination in the experi-

ment is monochromatic (steady-state) and the transit time for

light withing the scattering cloud remains short compared to

the evolution time scale of the cloud Tc. In this case, Eq. (40)

simplifies into

[

u ·∇r +
1

ℓe(r, t,ω)

]

I(r,u, t,ω)

=
1

ℓs(r, t,ω)

∫

p(r,u,u′, t,ω,ω ′)I(r,u′, t,ω ′)du′ dω ′

2π
. (52)

We see that the time variable t now plays the role of a param-

eter. In practice, this means that a steady-state Monte Carlo

simulation will be performed for each time t in the evolu-

tion of the spectrogram. Considering the right-hand side in

Eq. (52) as a source term for the RTE, denoted by S(r,u, t,ω)
in the following, we first define the Green function I0 as the

solution to
[

u ·∇r +
1

ℓe(r, t,ω)

]

I0(r,r0,u, t,ω) = δ (r− r0) (53)

with the boundary condition I0(r,r0,u, t,ω)→ 0 when |r| →
∞. Defining r‖ = r ·u and r⊥ = r− (r ·u)u, it is easy to show

that

I0(r,r0,u, t,ω) = δ (r⊥− r0,⊥)H(r‖− r0,‖)

× exp

[

−
∫ r‖

r0,‖

ds′

ℓe(r0,⊥+ s′u, t,ω)

]

(54)

where the splitting δ (r− r0) = δ (r⊥− r0,⊥)δ (r‖− r0,‖) has

been used for the Dirac delta function, and H is the Heaviside

step function. The solution to the RTE Eq. (52) can now be

written

I(r,u, t,ω) =
∫

I0(r,r0,u, t,ω)S(r0,u, t,ω)dr0 (55)

which directly leads to

I(r,u, t,ω)

=
∫ ∞

s=0

1

ℓs(r− su, t,ω)
exp

[

−
∫ s

0

ds′

ℓe(r− s′u, t,ω)

]

×
∫

ω ′

∫

u′
p(r−su,u,u′, t,ω,ω ′)I(r−su,u′, t,ω ′)du′ dω ′

2π
ds.

(56)

This is the integral form of the quasi-homogeneous RTE, from

which a Monte Carlo scheme can be rigorously introduced.

B. Monte Carlo scheme

The Monte Carlo scheme can be seen as a random walk pro-

cess for energy quanta (behaving as classical particles), where

each step is characterized by statistical distributions in step

length, scattering direction, and frequency. Equation (56) al-

lows us to write explicitly the probability density l of having

a step of length s, in the form

l(r, t,s) =
1

ℓs(r− su, t,ω)
exp

[

−
∫ s

0

ds′

ℓs(r− s′u, t,ω)

]

(57)

where

1

ℓs(r, t,ω)
= ρ(r, t)

∫

σs(a,ω)h(r, t,a)da, (58)

σs(a,ω) being the scattering cross section of a spherical par-

ticle with radius a. We note that the probability density l is

defined through the scattering mean-free path ℓs only. Ab-

sorption is taken into account through a weighting factor (for

each energy quantum in the random walk) given by

w(r, t,s) = exp

[

−
∫ s

0

ds′

ℓa(r− s′u, t,ω)

]

(59)

where ℓ−1
a = ℓ−1

e −ℓ−1
s is the absorption mean-free path. Sim-

ilarly, the probability density of having scattered direction and

frequency (u,ω) for incident direction and frequency (u′,ω ′)
is

p(r,u,u′, t,ω,ω ′) =

[

∫

σs(a,ω)h(r, t,a)da

]−1

×
∫

dσs(a,u ·u′,ω)

du
2πδ

[

ω ′−ω − kR(u
′−u) ·v

]

×g(r, t,a,v)dadv, (60)

which is simply the phase function p introduced previously.

In practice, the optical properties of individual spherical par-

ticles, such as the extinction cross-section σe and the differ-

ential scattering cross-section dσs/du, are computed numer-

ically using the Mie theory40, with an average over the two

possible incident polarization states for unpolarized light. In

the shock ejecta geometry, we also have to take into account

the free surface (which corresponds to the remaining bulk por-

tion of the metallic plate that was initially shocked). This is

done by considering specular reflection at the interface to de-

fine a reflected direction, followed by the use of the Doppler

shift formula to define the reflected frequency.

C. Implementation

In the practical implementation of the Monte Carlo simula-

tion, we discretize space into several layers or cells, depending

on space variations of the statistical properties of the particle

in the cloud. In a given layer or cell, the scattering and absorp-

tion mean-free paths ℓs and ℓa, and the phase function p, are
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taken to be constant. They are computed thanks to the routine

given in Ref. 41. The probe geometry is mimicked by starting

each random walk from the center of the probe, with a direc-

tion along the optical axis and towards the scattering medium.

The collection by the probe is represented by an acceptance

cone with angle θp and the necessity for the energy quanta to

hit a pupil with size φp centered at the probe location.

To draw a distance s between two consecutive scattering

events, we first normalize all lengths in each layer or cell by

the corresponding scattering mean-free path ℓs. Then, we ran-

domly draw a distance d in an exponential distribution with

unit parameter, and rescale the distances with ℓs as we prop-

agate from layer to layer or from cell to cell until we reach

the end of the segment. To draw scattered direction and fre-

quency, we first draw a velocity v and a particle radius a fol-

lowing the distribution g(r, t,a,v). Then, we draw a scattered

direction u from the differential scattering cross-section, and

finally we compute the outgoing frequency ω ′ using the Dirac

delta function. This process is certainly not optimized in terms

of computation time, but remains low cost in term of com-

puter memory. Thus we are able to compute the detected flux
∫

G I(r,u, t,ω0 +ω)u ·ndudr which, once symmetrised on ω ,

gives the spectrogram at time t thanks to Eq. (20). Repeated

for different times spaced on the order of Tc, we reconstruct

the full spectrogram S(t,ω).

D. Comparison of our simulation method with prior works

Now that our simulation method has been clearly layed out,

it is worth taking a step back and explaining how it differs and

improves previous work. While Andriyash et al.19 use a trans-

port equation, they solve this equation with other means then

Monte Carlo simulations. The only mention worthy remark

would be that Monte Carlo simulations seem at first glance

better suited for complex geometries and inhomogeneous con-

figurations as the one treated in Sec.V F.

Franzkowiak et al.14 do not introduce a transport equation

and therefore only base their simulation on an intuitive ran-

dom walk picture. This picture still coincides with our rigor-

ously proven Monte Carlo scheme and simulations on same

parameters should correspond. Moreover, they also use Mie

theory40 to compute particle’s cross-section and phase func-

tions. They bother to account for light polarization while we

expect it to depolarize rapidly, on the order of the scattering

mean-free path34. Our method brings two noticeable improve-

ments. Our simulation handles particle size distribution inho-

mogeneities while Franzkowiak et al. only consider ejecta

with homogeneous size distributions. The extinction mean-

free path given in Eq. (5) of their article14 is wrongly com-

puted using the average extinction efficiency instead of the

average extinction cross-section.

Shi et al.20 use the same transport model as Andriyash et

al. but solve it using the same Monte Carlo simulation as

Franzkowiak et al. (except that they consider a depolarized

beam). The remarks are therefore the same as previously

stated.

E. Signature of multiple scattering

In order to analyze the influence of multiple scattering on

the spectrograms by Monte Carlo simulations, we need to

specify the parameters characterizing a realistic cloud of parti-

cles. We consider the simple scenario used by Shi et al20, and

formulate the following assumptions: (1) the ejection is along

the z direction, with particles propagating towards z > 0, (2)

the cloud is translationally invariant in the x and y direction,

(3) the particle positions z are directly given by vt, and (4) the

particle radii and velocities are statistically independent, and

do not depend on position and time, meaning that the proba-

bility density g takes the form g(r, t,a,v) = h(a) j(v).
Regarding the particle sizes, we assume a lognormal distri-

bution42

h(a) =
1

aσ
√

2π
exp

[

− (lna−µ)2

2σ2

]

, (61)

where µ = ln(µ2
a/

√

µ2
a +σ2

a ) and σ2 = ln(1+ σ2
a /µ2

a ), µa

and σa being, respectively, the mean and standard deviation

of the particle radius a. For the velocity statistics, we assume

a probability density

j(v) =
β

vs

exp

[

−β

(

v

vs

−1

)]

(62)

where the parameter β gives the slope of the distribution, and

vs is the velocity of the free surface43. From these two dis-

tributions, we deduce that the number density of particles and

the optical thickness take the form

ρ(r, t) =
Ms

V̄ ρSnt
j
( z

t

)

, (63)

b =
Msσ̄s

V̄ ρSn

(64)

where V̄ = (4π/3)
∫

a3h(a)da and σ̄s =
∫

σs(a)h(a)da are the

average volume and average scattering cross section of the

particles, respectively, ρSn is the volumetric mass density and

Ms is the total ejected mass per unit area. We note that the ex-

pression (64) of the optical thickness is similar to that appear-

ing in earlier works 13,15–17,19, except that it is defined using

the scattering mean-free path instead of the transport mean

free path. We use the parameters20 µa = 0.75µm, σ = 0.5,

Ms = 20mg/cm2 and β = 10, and we impose minimum and

maximum values for the radii and the velocities amin = 0.1µm,

amax = 2.0µm, vmin = vs = 2250m/s and vmax = 4500m/s.

With these parameters the optical thickness is b = 42, show-

ing that we consider the deep multiple scattering regime.

In Fig. 2, we present numerical simulations of spectrograms

for a given time in the dynamics of the ejecta. Figure 2 (a)

compares a spectrum resulting from the full Monte Carlo sim-

ulation (red solid line), and from a simulation restricted to

single scattering events (black dotted line). The lineshape of

the spectra are consistent with previously reported results13,17.

For high frequencies, the single scattering spectrum matches



11

FIG. 2. (a) Comparison of spectra considering only single scatter-

ing (black dotted line) and with all scattering orders (orange solid

line). The simulations are carried out with the ejecta parameters de-

fined in Sec. V E and for a time t = 10µs. This gives an ejecta of

optical thickness b = 42. We can observe that the high frequencies

correspond to single scattering events. This is expected, since it also

corresponds to the highest velocities, i.e. the front of the ejecta. For

lower frequencies, the signal is given by multiple scattering events.

(b) Spectra for different optical thicknesses. Same parameters as in

(a). The variations in the optical thickness is obtained by changing

Ms, the total ejected mass per unit area. From left to right

Ms = 0.47mg/cm2, Ms = 1.41mg/cm2, Ms = 4.71mg/cm2 and

Ms = 20mg/cm2 resulting in b = 1, b = 4, b = 10 and b = 42.

the spectrum computed with all multiple scattering sequences.

This confirms that the front side of the ejecta scatterers chiefly

in the single scattering regime, since the front side contains

the fastest particles producing large Doppler shifts. For lower

frequencies, as suggested by Franzkowiak et al.14 and An-

driyash et al.13, the signal is dominated by high-order scatter-

ing. More specifically, for frequencies below the free surface

frequency ωs, the signal is only due to high-order scattering.

This means that light that penetrates deep into the ejecta is in-

evitably multiply scattered. We also observe that while multi-

ple scattering contributions could have been expected to gen-

erate random frequencies, they actually contribute in the same

range as the single scattering spectrum. On closer inspection,

we find that the multiple scattering sequences consist mainly

of a single backscattering event surrounded by forward scat-

tering events. Since forward scattering produces low Doppler

shifts, according to Eq. (9), the cumulated Doppler shifts of

forward scattering events remains small compared to the shift

produced by backscattering. As a result, most multiple scat-

tering sequences still encode the velocity of the particle they

backscattered on, with an uncertainty produced by a broaden-

ing generated by the series of forward scattering events. The

broadening remains small a the front side of the ejecta (where

single scattering dominates) and becomes larger as light pen-

etrates deeper into the particle cloud.

Figure 2 (b) compares spectra calculated for different opti-

cal thicknesses b of the particle cloud. To change the opti-

cal thickness, we take the surface mass Ms as a tunable pa-

rameter, keeping all other parameters constant. We see that a

peak corresponding to the velocity of the free surface emerges

for b ≤ 4, and is not visible at larger optical thicknesses.

This observation is consistent with results reported in previ-

ous works15,17,20.

F. Inhomogeneities in the particle size distributions

The numerical simulations presented above included the

full set of assumptions listed at the beginning of Sec. V E,

including homogeneity in the particle size-velocity distribu-

tion. Molecular dynamics simulations7–9 and holography

measurements42,44,45 suggest that fragmentation tends to pro-

duce smaller particles at the beginning of the ejection process

and larger particles at the end. This results in a spatially in-

homogeneous distribution of particle sizes. While the model

based on Eq. (40) and the associated Monte Carlo simulations

handle inhomogeneities in the particle density, it might be rel-

evant to include inhomogeneities in the statistical distribution

of particle size. The only comparable works are from An-

driyash et al.16 and Kondratev et al.17. Their model applies to

an ejacta expanding in air, in which the slowing down of par-

ticles depends on their size. This also results in an ejecta with

an inhomogeneous size distribution, but of different nature.

In this work, we focus on the configuration studied by

Sorenson et al.44. An ejecta is produced in vacuum in a

shock experiment, and a holographic setup allows them to

measure the size distributions for five velocities in the ejecta.

The experimental results confirm that the particles are larger

at slower velocities. To include this degree of freedom in

our model, we reformulate the basic assumptions as follows:

the ejection is along the z direction, with particles propagat-

ing towards z > 0, (2) the cloud is translationally invariant

in the x and y direction, (3) the particle positions z are di-

rectly given by vt, (4) the particle radii and velocities are

statistically dependent, and do not depend on position and

time, meaning that the probability density g takes the form

g(r, t,a,v) = j(v)h(a,v).

Regarding the statistics of particle radii, we keep a lognor-
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mal distribution42

h(a,v) =
1

aσ(v)
√

2π
exp

{

− [lna−µ(v)]2

2σ(v)2

}

, (65)

with parameter µ(v) and σ(v) that now depend on the parti-

cle velocity. We fit these parameters on the five experimental

distributions given in Ref. 44. Then we extrapolate this set

of five couples (µi,σi) by a fit of µ(v) and σ(v) on all veloc-

ities. This leads to µ(v) = ln
[

3.6185×10−6×(v/vs)
−1.487

]

and σ(v) = 1.5180× exp [µ(v)]+0.358.

From there, to retrieve j(v), we use the measured mass-

velocity distribution M(v) defined as

M(v) = Ms

∫ +∞

v
j(v′)

V̄ (v)

V̄
dv′ (66)

where V̄ (v) =
∫

(4/3)πa3ρSnh(a,v)da is the average volume

of particles at velocity v, and V̄ =
∫

V̄ (v) j(v)dv is the av-

erage volume of particles in the entire ejecta. Experimen-

tally M(v) follows an exponential law43 such that M(v) =
Ms exp [−β (v/vs −1)] with Ms = 35mg/cm2, β = 4.789 and

vs = 2250m/s. This gives

j(v) =
V̄

V̄ (v)

β

vs

exp

[

−β

(

v

vs

−1

)]

. (67)

This expression is similar to that given in Sec. V E, except that

here the factor V̄/V̄ (v) accounts for the inhomogeneity in the

size distribution. As before, we can deduce the number den-

sity of particles and the optical thickness, that take the form

ρ(r, t) =
Ms

V̄ ρSnt
j
( z

t

)

, (68)

b =
∫

Msσ̄s(v)

V̄ (v)ρSn

j(v)dv (69)

where σ̄s(v) =
∫

σs(a)h(a,v)da is the average scattering cross

section of the particles at velocity v.

Finally, to define a reference case for comparisons, we fit

a lognormal size distribution over all particles in the ejecta.

This describes an ejecta similar to that considered in Sec. V E,

where inhomogeneities in the particle size distribution are not

accounted for. In this case we get exp(µ) = 2.5750×10−6 m

and σ = 0.904, while keeping the same values for Ms, β and

vs.

Numerical simulations using this extended model are pre-

sented in Fig. 3. In Fig. 3 (a), we plot the size distributions at

the front of the ejecta, at the back, and for a spatial average

over the ejecta. We see that the inhomogeneous distributions

are quite narrow compared to the distribution averaged over

velocities, specifically at the front of the ejecta, and that they

do not overlap much. This supports the idea that account-

ing for spatial inhomogeneity might be important. Indeed,

the spectra shown in Fig. 3 (b) exhibit substantial differences.

First, the real optical thickness in the inhomogeneous case is

almost twice that obtained assuming a homogeneous distribu-

tion. This results from a rearrangement of matter in the ejecta

2500 3000 3500 4000 4500
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FIG. 3. (a) Comparison between the particle size distributions at the

front of the ejecta (dotted line), at the back (dashed-dotted line), and

for a spatial average over the ejecta (solid line). The parameters are

given in Sec. V F. (b) Comparison between ejecta layouts. Same pa-

rameters as in Fig. 3 (a), except for the upscaled homogeneous spec-

trum obtained by increasing Ms in order to get an optical thickness

b = 19.6. (c) Comparison between the scattering mean free paths for

the three ejecta corresponding to the spectra in Fig. 3 (b).

that creates a dense and highly scattering region of small par-

ticles at the front, which screens the back part of the ejecta.
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While this could have been only the effect of a higher op-

tical thickness, the homogeneous upscaled configuration in

Fig. 3 (b) shows the opposite. Even at equal optical thick-

nesses, the visibility of the fastest particle at the front remains

higher in the inhomogeneous case. This can be understood

with the examination of Fig. 3 (c), where we plot the scatter-

ing mean-free path as a function of velocity. While shifting

down the mean free paths using Ms as a tuning parameter in

order to reach the same optical thicknesses, the difference in

slope of the ℓs curve keeps a smaller mean free path at the

front of the ejecta in the inhomogeneous case. In other words,

the dense layer of small particles at the front of the ejecta gen-

erates a higher optical thickness. This effect is overlooked in

models assuming homogeneous particle size distributions, in-

troducing a potentially substantial bias in the interpretation of

the spectrograms.

VI. CONCLUSION

In summary, we have developed a model for PDV mea-

surements in shock experiments, emphasizing the influence of

multiple scattering of the probe light. Starting from first prin-

ciples of wave scattering, we have established rigorously the

relationship between the specific intensity and the measured

signal in PDV experiments, as well as the RTE that describes

the evolution of the specific intensity upon scattering and ab-

sorption in the ejecta. The resulting RTE accounts for inelastic

scattering (Doppler shifts) and inhomogeneities in the particle

density, size and velocity in the quasi-homogeneous regime.

The derivation provides a rigorous basis to the RTE model for

PDV experiments, going beyond the usual phenomenological

description, thus clarifying the underlying assumptions and

limits of validity. We have also justified the use of a Monte

Carlo approach for numerical simulations, connecting the ran-

dom walk picture to the solution to the integral form of the

RTE. Finally, we have used numerical simulations of realis-

tic shock ejecta experiments to highlight the role of multiple

scattering, and of inhomogeneities in the particle density and

size-velocity distribution induced by the fragmentation pro-

cess.

Our spectrogram model ought to be seen as the last step of

a larger theoretical and numerical effort. First, this work will

allow to better understand the direct problem of estimating

a spectrogram from the knowledge of the ejecta and second,

it provides insightful ideas for the inverse problem of recon-

structing an ejecta (or at least its statistical properties) from

PDV measurements. It will help to understand and quantify

the spectrogram sensitivities to various parameters such as

the shock pressure, the illumination wavelength or the type

of material6–9. In this context, it makes sense to go beyond

holographic measurements for cloud description, and to di-

rectly rely on simulations (hydrodynamics and molecular dy-

namics). This work also shows that systematically evaluating

the optical thickness of the ejecta seems to be a good practice

for all PDV spectrogram analyses in order to find out whether

the single scattering hypothesis holds or if multiple scattering

should be taken into account. In addition, since real ejecta

might have large optical thicknesses (b > 10), a diffusion ap-

proximation of the RTE could be derived in order to simplify

the analyses in practice. These are potential lines to be fol-

lowed in further investigations.
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