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Navigating the Smog: A Cooperative Multi-Agent RL for Accurate Air
Pollution Mapping through Data Assimilation

Ichrak Mokhtari1, Walid Bechkit1, Mohamed Sami Assenine 1 and Hervé Rivano1

Abstract— The rapid rise of air pollution events necessi-
tates accurate, real-time monitoring for informed mitigation
strategies. Data Assimilation (DA) methods provide promising
solutions, but their effectiveness hinges heavily on optimal
measurement locations. This paper presents a novel approach
for air quality mapping where autonomous drones, guided
by a collaborative multi-agent reinforcement learning (MARL)
framework, act as airborne detectives. Ditching the limitations
of static sensor networks, the drones engage in a synergistic
interaction, adapting their flight paths in real time to gather
optimal data for Data Assimilation (DA). Our approach employs
a tailored reward function with dynamic credit assignment,
enabling drones to prioritize informative measurements without
requiring unavailable ground truth data, making it practi-
cal for real-world deployments. Extensive experiments using
a real-world dataset demonstrate that our solution achieves
significantly improved pollution estimates, even with limited
drone resources or limited prior knowledge of the pollution
plume. Beyond air quality, this solution unlocks possibilities for
tackling diverse environmental challenges like wildfire detection
and management through scalable and autonomous drone
cooperation.

I. INTRODUCTION

All over the world, air pollution is becoming a severe
issue, given its acute effects on human health and the
environment. To better understand the pollution origins and
reduce its negative impacts, it is of great importance to
develop effective monitoring strategies that enable the gener-
ation of accurate pollution map estimates. These maps would
allow decision-makers to take adequate actions on air pollu-
tion reduction, industrial control, and land use management.
Moreover, the public may be more aware of their air quality,
which would encourage them to act more responsibly and
contribute to the collective ecological effort.

Traditionally, air pollution monitoring is performed using
fixed air quality monitoring stations, placed sparsely in
urban areas. Although highly precise, these stations are
inflexible, expensive, and provide poor spatial granularity.
Therefore, interpolation methods fail most of the time to
estimate pollution concentrations in unmeasured areas and to
produce representative accurate pollution maps at low scales,
although some pollutants are known to considerably fluctuate
at very small scales. Indeed, most research studies using
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measurements from monitoring stations provide estimations
at a city scale or higher [1], [2], [3].

With the development of low-cost micro-scale sensing
technology in the last decade, the use of wireless sensor
networks has become widespread, hence providing a flexible
and viable alternative to conventional monitoring stations.
Furthermore, the deployment of these sensing devices on
mobile platforms like Unmanned Aerial Vehicles (UAVs),
also known as drones, offers a new impetus to air pollution
monitoring, allowing measurements in hitherto unreachable
areas, and providing wider coverage.

On the other side, the integration of sensor measurements
into mathematical models through methods such as Data
Assimilation (DA) allows for a spatially continuous represen-
tation of pollution concentrations with greatly reduced bias.
Indeed, coupling effectively real observations with numerical
simulations to reduce the inherent uncertainty of both sources
enables better air pollution mapping by constraining physical
models with observations and allowing better estimations.
Therefore, data assimilation methodologies are by far one of
the most versatile and used approaches in earth’s dynamical
systems and particularly in the air quality field [4], [5]. Nev-
ertheless, DA quality is strongly affected by measurement
locations.

In this paper, we investigate the autonomous drones path
planning problem for an effective data assimilation of air
pollution observations. Here, drones are tasked to find the
sequence of optimal sensing positions permitting to improve
the best data assimilation estimates. Many challenges are
encountered when facing this problem, which we summarize
in the following points. Firstly, given that ground truth data
are ignored in practice, drones trajectories guidance is par-
ticularly complicated. Secondly, the combined contribution
of all observations on the quality of air pollution mapping
through data assimilation cannot be adequately expressed
based on individual contributions of each observation. Fur-
thermore, the selection of some sets of sensing locations may
deteriorate the previous estimates. Finally, the joint action
space grows significantly with the number of drones and
their possible actions.

In the past decade, Reinforcement Learning (RL) [6]
has emerged as a viable and powerful approach to yield
optimized policies for sequential decision-making problems.
In our specific context, the complex and dynamic decision-
making process, the huge research space encountered and the
substantial impact of sensing location on data assimilation
quality, makes our problem suitable to be tackled by RL.
Recent years have witnessed the rise of Deep Reinforcement
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Learning (DRL), leveraging deep neural networks as function
approximators, particularly in robotics applications such as
drone path planning. For example, Theile et al. applied
DRL based on double deep Q-network [7] and proved RL’s
effectiveness in constraints coverage path planning task for
UAVs [8]. On another track, Jing et al. proposed a near-
optimal trajectory for autonomous drone racing based on an
RL framework [9].

Although numerous works have focused on UAVs path
planning, only a limited number have explored the design
of a multi-drone system based on DRL [10]. Furthermore,
most existing works are designed with different goals than
the one treated here. For instance, in [11], a fleet of drones is
considered to assess pollution plumes modeled as Gaussian
Processes. This work’s main goal is to characterize the
parameters of Gaussian processes using a DRL framework.
In contrast, we focus on improving pollution maps through
enhancing the quality of data assimilation.

In this paper, we present an efficient Multi-Agent RL
(MARL) strategy to select at each step the optimal drones
positions for air pollution mapping through data assimilation.
To tackle the problem of joint action explosion and achieve
agents’ cooperation at the same time, we develop an inde-
pendent Q-learning strategy based on credit assignment, in
which each UAV agent learns its own policy and has its own
reward deduced from a common team gain while sharing the
global state with others agents. The main contribution of this
paper can be summarized as follows:

• As far as we are aware, this is the first attempt to
use cooperative multi-agent reinforcement learning in
the field of data assimilation for air pollution mapping.
Given raw estimated pollution concentrations and UAVs
positions as the state description, our agents maximize
the improvement of data assimilation outputs.

• We derive a team reward function that does not rely
on ground truth data, permitting to improve data as-
similation estimates over time. Furthermore, two credit
assignment schemes were investigated in this specific
context.

• We conduct extensive experiments using a real-world
dataset. The results show that our proposal effectively
improves data assimilation quality and leads to accurate
estimated pollution maps. Furthermore, we show that
the proposed MARL strategy is effective even for poor
initial simulations.

II. BACKGROUND

In this section, we briefly review the background of data
assimilation as well as one of its most used methods. Then,
we go over some preliminaries of multi-agent RL.

A. Data Assimilation

Data Assimilation (DA) methods have been widely identi-
fied as effective techniques for weather forecasting in general
and increasingly for air pollution mapping in recent years
[12], [13]. Specifically, the objective of DA approaches is to
estimate the true state of a system (unknown by definition),

denoted by a vector xt ∈ Rn×1 (t refers to truth) using a
priori estimate of the system state xb ∈ Rn×1 (b stands for
background) and real measurements vector y ∈ Rm×1, (m <
n). These observations may be performed in any location
and are in practice sparse. In DA solutions, observations are
used to reduce errors committed in the initial estimate and
the output can be given by :

xa = xb +∇x (1)

where xa ∈ Rn×1 represents the DA result referred to as
analysis, and ∇x denotes the correction of the background
state xb. This correction depends on the DA technique
considered and is performed in a way that xa approaches
at best xt.

B. Best Linear Unbiased Estimator

Best Linear Unbiased Estimator (BLUE) is one of the most
used data assimilation methods [4], [14]. It aims to estimate
the true state of a system xt, assuming unbiased background
errors ϵb and unbiased observation errors ϵm. Furthermore,
ϵb is assumed to be uncorrelated with ϵm. The estimate given
by BLUE is formulated as a linear combination of xb and y
and is given by the following equation:

xa = xb +K(y −Hxb) (2)

where K ∈ Rn×m is the Kalman gain and H ∈ Rm×n

the observation operator. Concretely H is a binary matrix
where hij = 1 if a sensor i is deployed at position j, and
hij = 0 otherwise. From expression 2, the correction of the
background xb is performed using K(y −Hxb). Given the
objective of minimizing the trace of the covariance matrix
of the analysis errors, it is proven that the optimal Kalman
gain is given by:

K = BHT (HBHT +R)−1 (3)

with B and R representing the covariance matrices of
background errors and observation errors, respectively.

C. Multi-Agent Reinforcement Learning

Multi-Agent Reinforcement Learning (MARL) is an up-
to-date artificial intelligence paradigm for modeling Multi-
Agent Systems (MASs) [15], that has proven to be extremely
effective in a wide range of problems including robotics
applications [16], [10], [17]. Within this configuration, a set
of agents learn to optimize their policies through interaction
with the environment while considering at the same time
other agents’ behaviours. Usually, MARL problems are for-
mulated under Markov Game (MG) [18], a framework that
extends the standard Markov Decision Process (MDP) used
for single-agent RL problems.

Cooperative learning is one important MARL scheme
as different real-world’s problems can be formulated as
distributed systems with multiple agents collaborating to
achieve a common objective. As stated by [15], there are two
main configurations to deal with cooperative MARL namely
team learning and concurrent learning. In the former case,



a single-agent RL is used to model the whole system and
works out the behaviour of the team, using the joint action
instead of local actions. Although simple as it implies using
standard RL algorithms, it poses scalability issues, reflecting
the exponential growth of the state action space with the
increased number of agents. On the other extreme opposite,
concurrent learning also called independent learning, copes
with scalability problems, as it considers a fully decentralized
scheme with agents maximizing their own rewards based
on local observations. Therefore, each agent has its own
learning process to adjust its behaviour. Nonetheless, this
conventional independent learning strategy rules out the
cooperation between agents and ignores the resulting non-
stationarity issue.

Independent learners can enhance their team performance
by sharing some information with other agents (e.g. their
observed states) and ensuring cooperation by splitting a
team reward among individual agents. This split is known
as the credit assignment problem, which remains to this
day a challenging research topic in MARL. Intuitively, if
an agent’s gain is insufficient to compensate for its efforts,
the agent may be deterred from cooperating or may become
a freeloader. Some literature research has reported that an
equal reward split known as global reward can lead to
promising results if a good exploration strategy is chosen
[19], beating in some cases credit assignment based on
local reward (i.e., agents are rewarded based solely on
their individual behavior) [20]. Other studies demonstrate
experimentally that difference-rewards based credit assign-
ment achieves better results than global reward [16]. The
difference rewards method considers that the reward to an
individual agent is determined as the difference between the
team reward from the joint action and that by deleting the
agent’s action.

III. DRL-BASED UAVS PATH PLANNING FOR DATA
ASSIMILATION

In this section, we present the UAVs path planning
problem for data assimilation. We model our system by
markov game framework and we present our MARL learning
scheme.

A. Problem Description

We consider a map discretized in a set of points P that ap-
proximate a given region to be monitored with a high spatial
granularity | P |= n. Within this area, we consider a fleet of
autonomous UAVs of size N denoted U = {u1, u2, ..., uN},
moving between the n potential positions. Specifically, we
assume a deployment of rotary-wings UAVs, a type of drones
capable of performing hovering and stabilizing when sensing.
These UAVs are equipped with adequate sensors, permitting
their localization, measurements sensing, and connectivity to
a leader UAV or a ground station.

Each drone location at time t is given by its coordinates
(xui

t , yui
t , hui

t ) ∈ R3, where xui
t , yui

t and hui
t represents its

latitude, longitude and altitude. To avoid collisions, drones
are assumed to fly at slightly different altitudes. Furthermore,

UAVs are limited to moving with constant velocity V or
hovering, thus a drone’s velocity at time t is given by
vui
t ∈ {0, V }. The time horizon is divided into slots △t

representing the maximum task duration of UAVs depending
on their trajectory length. During the latter, all drones move
to their new positions and perform hovering to sense the
environment. Therefore, the length of a given time slot is
given by △t = max

ui∈U
{(tui

movement+ tui

hovering) }. Each drone

ui has its own budget bui
t that evolves over time. This

budget is related to drones’ battery capacity and is gradually
consumed mainly by the mobility of drones, which has a
cost proportional to the distance traveled. For the sake of
simplicity, we don’t consider the hovering cost of UAVs
after moving to their new positions. Furthermore, each drone
mission is considered over whenever its budget is completely
consumed.

With that said, our problem can be formulated as follows.
Given an initial background xb, that may be represented by
a simulated pollution map, a set of UAVs to be sequentially
redeployed in the monitored region P , we aim to find
the UAVs optimal paths (sequence of sensing positions),
permitting at each step to better improve the pollution map
estimate (the analysis) xa given by data assimilation, using
the set of the collected observations y, so that we approach
as much as possible the ground truth xt. In other words, our
goal consists of finding a drones cooperative path planning
strategy allowing an efficient correction of data assimilation
outputs over the steps, while considering at the same time
the limited battery lifetime constraints of drones. Figure 1
illustrates an overview of the path planning problem for data
assimilation correction.

One of the main difficulties regarding optimizing mobile
sensors positions for data assimilation correction is that
the improvement of previous estimates is not guaranteed.
Indeed, some sensing positions may deteriorate the previous
estimate instead of improving it. Furthermore, the drones’
trajectories can not be guided following the ground truth
as the latter is ignored in practice. Additionally, the short
flying duration of UAVs limits their missions and hence
reduces the number of collected observations over time. On
another hand, the research space at each step can become
exceedingly large, following the size of the monitored region
and the number of mobile sensors (UAVs), which poses
a significant challenge to path planning. Thus, developing
an efficient strategy for drones’ trajectories that balances
the trade-off between exploring new regions and exploiting
existing information while avoiding worsening last estimates
is crucial. All these put together motivates the use of RL
to handle the combinatorial nature of the problem in such
a complex environment by enabling efficient exploration-
exploitation of the available solutions. As far as we are
aware, this is the first time the optimization of UAVs paths
to better assimilate data in physico-chemical models is
considered. While this problem is specifically presented in
the context of air pollution mapping, its significance extends
beyond this application, given the widespread use of data



assimilation in a range of fields such as weather forecasting,
climate modeling, geophysics, and robotics [21].

B. Model Framework as Markov Games

We consider a multi-UAV coexisting environment, in
which a set U of autonomous UAVs fulfill a collaborative
task, consisting of correction continuously data assimilation
outputs given an initial background. We define the corre-
sponding MG framework by the tuple (U ,S,A,P,R, γ) and
we define its necessary elements in what follows.

1) Set of Agents: From the perspective of DRL, each
UAV ui ∈ U is modeled as a learning agent, which has the
capability of sensing pollution measurements and selecting
the next locations to fulfill an objective shared with other
agents.

2) State: The global state at time instant t in the dis-
cretized map environment of size n is given by st =
(pt, bt, x

a
t ) and consists of the following components:

• pt = {(xui
t , yui

t ) ∈ R2, ui ∈ U} represents the
UAVs 2D positions at time t. UAVs’ heights may be
considered in the case of 3D pollution map construction.

• bt = {bui
t ∈ R,ui ∈ U} corresponds to the UAVs re-

maining flying budgets. The initial available budget for
a drone path, denoted Bmax may differ between drones.
After each drone’s movement, its budget bui

t is updated
following the cost of the action taken:

bui
t = bui

t−1 − c((xui
t−1, y

ui
t−1), (x

ui
t , yui

t )) (4)

• xa
t ∈ Rn is the estimate of the pollution map at time t

given by data assimilation.
3) Action: The main decision of an agent is moving to

one of the possible n positions of the monitored region.
Therefore, the joint action space of the set of N UAVs is
given by:

A = Au1 × ...×AuN = {1, 2, 3, ..., n}N

Each time a drone selects an action and moves to its
new position, it performs hovering and measures pollution
concentration. When a drone’s budget is depleted, it lands
and disappears from the monitored region. Hence, a dummy
action is added in this case, corresponding to the action of
landing.

4) State Transition: At each time slot, after all agents
decide on their actions, all the collected observations are
used together to update the last estimate of the pollution map
through data assimilation. The drones’ budgets are adjusted
and the global state is updated.

5) Reward Function: In this work, we set a reward
function to improve the outputs of the data assimilation
method xa

t and accelerate the convergence of the latter to
the ground truth map xt while attempting to use drones
flying budgets wisely. We define a team reward as the mean
difference error between two consecutive estimated pollution
maps during a time step. Equation (5) shows its mathematical
expression for the case of overestimated simulations. Mainly,
our intuition stems from two observations: 1) numerical

model simulations often overestimate reality [22], and 2)
data assimilation methods improve the estimates on average
and allow convergence to the ground truth map in the long
run. Therefore, our reward can be interpreted as the mean
convergence speed of data assimilation during a small time
lap. The greater its value, the more impactful the agents’
actions are to the improvement of the previous estimate.
On the contrary, negative rewards imply a deterioration
of the past analysis. Therefore, drones are encouraged to
select positions that maximize the correction of the data
assimilation at each step.

Rt = r(st, at) = E[xa
t−1 − xa

t ] (5)

While our primary focus is on the more common scenario of
overestimated simulations, the reward function can be easily
adapted to handle underestimations. In such cases, the reward
would simply be the negation of Equation (5).

Fig. 1. Illustration of the general data assimilation problem using a
cooperative fleet of UAVs.

C. MARL Learning Design

In this section, we describe the overall architecture of our
path planning framework illustrated in Figure 2. As may
be seen, an unconventional independent learning scheme is
adopted, where agents are trained separately based on their
respective actions and rewards. Doing so reduces consider-
ably the action space of the markov game. Furthermore, the
state space dimension is also reduced by directly handling
the drones’ budgets at the environment simulation level. To
encourage cooperation, the global state is shared among
agents, and each drone’s contribution is deduced from the
team reward, following its local action. Formally, a credit
assignment strategy is defined as a function η : S × A ×
R → RN that maps {st, at, Rt} to [ru1

t , ..., ruN
t ]. Here,

we consider two different strategies of η(st, at, Rt) for our
MARL framework. The first strategy considers an equal split
of the team reward Rt among drones regardless of their
actions, except for the drones that have completed, which
receive a zero reward. For the second approach, we design
a credit assignment strategy based on difference rewards. It
captures an agent’s contribution considering the difference
rewards gain when computing rewards using the joint action
and when excluding an agent specific action. Equation 6
gives the reward’s expression for a given drone ui ∈ U .



Fig. 2. Agent networks ad reward structure of the proposed MARL framework.

rui
t = Rt.c

ui
t

cui
t =

1

N
− 1

γ

r(st, a
ūi
t )− E[r(st, aūk

t ))]

max{r(st, aūk
t )} −min{r(st, aūk

t )}︸ ︷︷ ︸
εi

(6)

where cui
t represents the contribution percentage of agent

ui to the team reward Rt. This rate is calculated using the
gain obtained by the teammates when excluding the action
of agent ui, denoted by r(st, a

ūi
t ).

Overall, each agent has at the beginning the same con-
tribution 1

N that is adjusted following its action by the
term εi, where γ is a parameter controlling the impact of
the actions taken, by allowing bigger or smaller variances
between agents contributions.

In this work, we adopt the categorical Deep Q-Network
(DQN) algorithm, called C51, a recent version of the DQN
approach, that considers distributional returns reported as
more stable during training [23]. All our agents have the
same Q-network architecture consisting of two fully con-
nected hidden layers with 128 and 64 units, that have a
shared state input. One state space sample contains drones’
coordinates at time step t and the actual estimated pollution
map (output of the data assimilation after UAVs movements)
and each Q-network outputs the probability distribution of
the |Au| possible actions. During training, we select the
ε-greedy strategy for exploration and we consider episode
termination when budgets of all UAVs are consumed. Fur-
thermore, to make our MARL generalizable to different
starting locations, we consider random new starting sensing
positions at each episode during training. Later this process
can be extended to different starting budgets and different
initial simulations.

IV. AIR POLLUTION CONSIDERATIONS

Knowing the limited drones flying time mission, we focus
in this work on the steady dispersion case where concentra-
tions values don’t significantly change in time during drone
mission. We leave the study of the unsteady dispersion for
future work. Without loss of generality, we focus on the
best linear unbiased estimator, one of the most used data
assimilation methods in the literature [24].

To model BLUE parameters, we assume that sensors’
measurements are uncorrelated, as they are linked to the
electronic mechanism of sensors. Therefore, the covariance
matrix of observation errors R ∈ Rm×m is a diagonal matrix
given by:

R = v0I (7)

where v0 represents the observational error variance. On the
other hand, knowing that air pollution concentrations are
spatially correlated, the simulation errors covariances can be
expressed in function of the correlation coefficient as follows:

cov(ϵbi , ϵ
b
j) = wij

√
σ2(ϵbi )σ

2(ϵbj) (8)

with σ2(ϵbi ) and σ2(ϵbj), representing the variances of
simulations errors for the location i and j, and wij is
the correlation coefficient. Several works from the fluid
mechanic field study the correlation coefficient estimation
of pollution simulation models, and one known method is
to estimate this coefficient as exponential distance-decay
function [25], [14], [26], given by :

wij = e−δdij (9)

where δ corresponds to the attenuation factor and dij
represents the euclidean distance between the spatial points
i and j. Last, without loss of generality, we assume that
the standard deviation of simulations errors σ(ϵb) is linearly
dependent on simulation values, as done in some previous
literature work [27]. The resulting line slope coefficient,
which we denote α, reflects and controls the quality of the
simulations. Higher values of α indicate poorer simulations,
and conversely, lower values suggest better simulations. It’s
important to note that alternative methods for estimating
simulation error variances could also be employed to evaluate
our proposed approach.

V. EXPERIMENTS

A. Experimental Setup

1) Dataset: The proposed MARL approach is evaluated
on the Fusion Field Trial 2007 (FFT07) dataset, a high-
resolution real-world dataset recorded by the U.S. Army’s
Dugway Proving Ground (DPG), in Utah [28]. In the latter,



TABLE I
MARL EXPERIMENTS SETTINGS.

Parameter Value

Grid size 100
Number of drones N 1, 2, 3
Drones Budgets Bmax 1000 m, 2000 m,

3000 m, 4000 m
Simulation errors coefficient α 0.1, 0.3, 0.5, 0.7
Factor used in equation 6 γ = 1

N

Replay buffer size 3e5
Discount factor gamma 0.99
Target network update frequency 3
Minibatch size 128
Learning rate 1e− 5

100 digital photoionization detectors measuring propylene
were placed on a square grid terrain, spaced evenly at
50m apart and 2m above the ground, and a propylene gas
tracer was released from multiple locations at 2m from the
ground, at a constant flow rate. Several real experiments were
conducted, varying the number of sources from one to four,
which led to several trials. It’s worth mentioning that this
dataset is one of the few real-world datasets available that
enable the study of air pollution monitoring at such a scale.
In this paper, we mainly present the results of trial 28 having
3 sources. Similar results can be found with other trials but
the latter are not provided here due to page limit restrictions.

2) Implementation and Hyperparameters: A squared-
shape geographical area of 450m × 475m is selected for
experiments. This region is organized in 10× 10 sized grid,
allowing 100 possibles moves for UAVs (|Au| = 100). The
ground truth map corresponding to this monitored region
is retrieved from trial 28 of the real-world dataset FFT07
(obtained from the fourth minute from the beginning of
the release where the pollution plume is steady). Pollution
concentrations across the map ranged from 0 to 300 part per
million (ppm) with a standard deviation of 34 ppm. From
the ground truth map, several simulations were obtained and
averaged. These simulations are assumed to have normally
distributed errors with a mean of zero and a covariance ma-
trix, denoted by B, constructed following the same process
as in section IV. Furthermore, the variance of observation
errors v0 is considered negligible in this work. We leave the
study of the impact of the latter on the mapping quality for
future works.

To train RL agents, a simulator is developed in Python
and used as the environment. Moreover, C51 neural networks
are implemented using TF agents, a TensorFlow library for
RL algorithms. Adam [29] is utilized as the optimizer for
parameter estimation. Table I provides a summary of the
values of the main parameters used in this work. To evaluate
the performance of the compared algorithms, we used the
metric of Mean Absolute Error (MAE). Later, all results of
this work were obtained by averaging several independent
runs of the training algorithm.

3) Baselines: To provide a meaningful comparison, we
implemented a theoretical MARL path planning strategy that

rely heavily on ground truth data. We define its team reward
as follows:

Rt = 1− MAE(xt, xa
t )

MAE(xt, xb)
(10)

The design of this equation indicates that higher (smaller)
estimated errors give less (more) reward for the actions
undertaken. Furthermore, we consider as for our MARL
framework, two credit assignment strategies, namely equal
reward split and difference rewards. We define the mathe-
matical equation of individual agents’ rewards for difference
rewards method as follows :

rui
t = Rt.c

ui
t

cui
t =

1

N − 1
(1− r(st, a

ūi
t )∑

uj∈U
r(st, a

ūj

t )
)

(11)

Here again, the agent’s contribution cui
t is deduced from

the total reward by considering the gain obtained by the
teammates when excluding the action of agent ui, denoted
by r(st, a

ūi
t ). cui

t is normalized so that
∑

cui
t is equal to

1. Although more informative than our MARL approaches,
since the agents are guided by real errors, these MARL
variants nevertheless remain unrealistic in practice given
that the agents’ learning and guidance are performed using
ground truth data in all locations.

Furthermore, we consider as another baseline a random
navigation heuristic. The latter considers an initial aleatory
drones deployment and then selects randomly at each step the
new drones positions from the pool of the available actions
so that UAVs don’t move to the same locations. Although
simple, random navigation has been often used as a baseline
for many path planning problems [30].

B. Path Planning Performance

For the sake of simplicity, in all the following evaluations,
we refer to our proposed MARL solutions which are based
on Data Assimilation errors as DA-IQL-DiffRewards and
DA-IQL-EqualSplit, depending on the credit assignment
strategy used (difference rewards and equal split rewards).
Similarly, baselines using Ground Truth data are denoted GT-
IQL-DiffRewards and GT-IQL-EqualSplit.

The convergence curves of mean episodic total MAE of
1 and 2 agents by the different RL based approaches are
illustrated in Figure 3. In this scheme, the drones flying
budget is set to 2000m and the initial simulated map presents
a simulation error coefficient α of 0.3. From the resulting
plot, we observe that all considered policies converge to
relatively small estimation errors whatever the number of
drones and the credit assignment strategy considered. This
result is expected for one-drone approaches as the con-
vergence of single-agent Q-learning is guaranteed in MDP
domains. Furthermore, it’s worth noticing that for approaches
considering mean speed DA convergence as a reward, the
increase in the number of drones, leads to better scores,
while for theoretical policies based on ground truth, the



TABLE II
MAE OBTAINED USING 3 AGENTS, CONSIDERING 4 VALUES OF THE SIMULATION COEFFICIENT α. ALL THE RESULTS ARE PRESENTED IN A 95%

CONFIDENCE INTERVAL.

Method Performance (ppm)

α = 0.1 α = 0.3 α = 0.5 α = 0.7

Initial mean simulation error 1.111 2.154 5.077 8.072
DA-IQL-DiffRewards 0.119± 0.047 0.139± 0.020 0.522± 0.495 0.615± 0.236
DA-IQL-EqualSplit 0.193± 0.127 0.291± 0.187 0.987± 0.927 1.166± 0.120
GT-IQL-DiffRewards 0.079± 0.032 0.132± 0.023 0.452± 0.177 0.484± 0.163
GT-IQL-EqualSplit 0.083± 0.030 0.135± 0.007 0.558± 0.139 0.492± 0.287
Random Navigation 0.322± 0.105 1.283± 0.235 2.420± 1.195 5.945± 1.841

impact of going from 1 to 2 agents, doesn’t significantly
impact performances. This is mainly due to the use of a
more informative reward based on all ground truth data.
Last, as expected, theoretical approaches exhibit better MAE
with lower variances than MARL techniques using mean
speed DA convergence as rewards. Nonetheless, the DA-
IQL-DiffRewards attains very close performances to GT-
based strategies.

Fig. 3. The episodic mean ± std of one’s and two agents’ total mean
absolute error for 5 random runs over 1e5 training steps, with the evaluation
performed every 1000 steps.

Next, we present the results of the different approaches
considering various drones’ initial budgets and the same
settings as previously in Figure 4. From this figure, it can
be seen that for all considered methods, the increase in
the flying budget, results in a decrease in the estimation
error and an improvement of the assimilated pollution map.
Among all path planning methods, the random navigation
method shows the weakest scores whatever the flying budget.
Furthermore, we notice that DA-IQL-DiffRewards method
shows better performance than DA-IQL-EqualSplit in all
scenarios, reaching an estimation error up to 40% lower.
This is also observed for MARL methods based on ground
truth where the difference-rewards based approach achieves
9% better on average than the equal split MARL method.
Also, it’s worth noting that DA-IQL-DiffRewards achieves
slightly better performance than the theoretical MARL GT-
IQL-EqualSplit for high budgets and show close scores as
GT-IQL-DiffRewards. This demonstrates that our reward
shaping considering the average speed of DA convergence,

combined with the proposed difference rewards splitting
strategy, allows good air pollution mapping without having
access to ground truth data.

Last, to investigate the impact of the simulation error
coefficient on the mapping quality, we vary α as follows
α ∈ {0.1, 0.3, 0.5, 0.7} and we consider 3 drones having
each a budget of 2000 m. Table II shows the obtained
MAE for all considered approaches. The experimental results
exhibit the following findings. i) All methods are impacted by
the quality of the initial simulated map, showing most of the
time larger estimation errors for larger α values. However,
MARL methods are way less sensitive to this parameter
than random navigation, when considering the initial mean
simulation error. ii) When going from reliable simulations
to less reliable ones (α = 0.1 to α = 0.7), the mapping
quality of our DA-IQL-DiffRewards is at each time quite
close to theoretical approaches, and the increase in estimation
errors is not significant relative to initial mean simulation
errors. This demonstrates that this strategy integrates quite
well simulations errors and hence provides good pollution
estimates regardless of the quality of the initial background.

Fig. 4. MAE obtained using 2 agents considering different budgets for 5
random runs. Results are presented on a logarithmic scale.

C. Scalability study

While larger drone teams might be advantageous in
vast environments, for our specific case (a 475m × 450m
area), adding more drones yielded minimal improvements
in mapping quality. Therefore, we present results for up to
three-drones configuration for clarity and focus. Nonetheless,



we provide complexity analysis for our solution. The time
complexity in the inference phase can be expressed as
O(d ∗ N ∗ (|θ| + |A| + |S|)) +O(d∗DA complexity), with
d representing the episode length, N the number of drones
and θ the network parameters. Data assimilation complexity
depends on the specific method and its implementation. For
our case, it can be expressed by O(|A|3) in worse cases.
Overall, each step involves iterating over agents, executing a
neural network forward pass to estimate action-values, and
selecting the action with the highest Q-value. Data assimila-
tion follows. The obtained results support the scalability of
our solution with respect to the number of drones.

VI. CONCLUSION

In this work, we study the UAVs’ trajectories planning
problem for air pollution mapping through data assimilation
and we propose a cooperative multi-agent reinforcement
learning. In the designed approach, drones agent collaborate
to ensure the improvement of data assimilation outputs,
while relying on a ground truth data-free reward, sharing
their states and splitting their team rewards following two
credit assignment strategies. Experiments using real-world
data show that our difference-rewards based MARL achieves
comparable results to a theoretical ground truth based MARL
in terms of estimation errors. We also presented the effective-
ness of our proposal for various flying budgets and different
quality simulated maps including low drones budgets and
poor initial simulations. Last, the rapid convergence exhib-
ited by our MARL model suggests its possible adaption to
unsteady pollution cases by considering an online update of
our model.
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