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The sandpile model on the complete split graph: q, t-Schröder polynomials,

sawtooth polyominoes, and a cyclic lemma

Henri Derycke, Mark Dukes, and Yvan Le Borgne

Abstract. This paper builds on work initiated in Dukes (2021) that considered the classifica-
tion of recurrent configurations of the Abelian sandpile model on the complete split graph. We
introduce two statistics, wtoppleCTI and wtoppleITC , on sorted recurrent configurations. These
statistics arise from two natural but different toppling conventions, CTI and ITC, for Dhar’s
burning algorithm as it is applied to the complete split graph. In addition, we introduce the
bivariate q, t-CTI and q, t-ITC polynomials that are the generating functions of the bistatistics
(height,wtoppleITC ) and (height,wtoppleCTI ) on the sorted recurrent configurations.

We prove that a modification of the bijection given in Dukes (2021) from sorted recurrent
configurations to Schröder paths maps the bistatistic (height,wtoppleITC ) to the bistatistic
(area,bounce). The generating function of the bistatistic (area,bounce) on Schröder paths is
known in the literature as the q, t-Schröder polynomial and was introduced by Egge, Haglund,
Killpatrick and Kremer (2003). This connection allows us to relate the q, t-ITC polynomial to
the theory of symmetric functions and also establishes symmetry of the q, t-ITC polynomials.

We also give a characterization of the sorted recurrent configurations as a new class of
polyominoes that we call sawtooth polyominoes. The CTI and ITC topplings processes on
sorted recurrent configurations are proven to correspond to two bounce paths from one side
of the sawtooth polyomino to the other. The only difference between the two bounce paths is
the initial direction in which they travel. Moreover, and building on the results of Aval et al.
(2016), we present a cyclic lemma for a slight extension of stable configurations that allows for
an enumeration of sorted recurrent configurations within the framework of the sandpile model.
Finally, we conjecture equality of the q, t-CTI and q, t-ITC polynomials.

1. Introduction

The complete split graph is a graph consisting of two distinct parts: a clique part in which all
distinct pairs of vertices are connected by a single edge and an independent part in which no two
vertices are connected to an edge. In addition, there is precisely one edge between every pair
of vertices that lie in different parts. In this paper we denote by Sn,d the complete split graph
that consists of the solitary sink part {s} and vertices V = {v1, . . . , vn} in the clique part, and
vertices W = {w1, . . . , wd} in the independent part. 1 The graph S5,3 is illustrated in Figure 1.

Figure 1. The complete split graph S5,3. The sink is in the dashed rectangle,
the 5 vertices below it form the clique part, and the 3 vertically aligned vertices
to its right are the independent part.

Dukes [7] recently characterized the recurrent states of the Abelian sandpile model (ASM) on
the complete split graph. He presented a bijection from sorted recurrent configurations on Sn,d

to Schrodern,d, the set of Schröder words consisting of n up steps, n down steps, and d horizontal

YLB was partially supported by ANR Project COMBINÉ ANR-19-CE48-0011.
1Our decision to discount mention of the sink in the parameters of Sn,d improves the presentation.
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steps.2 Separately, in Dukes and Le Borgne [8], it was proven that sorted recurrent configurations
of the ASM on the complete bipartite graph Km,n were in one-to-one correspondence with
parallelogram polyominoes having an m × n bounding box. Moreover, this body of research
was extended by Aval et al. [1, 2] wherein a more thorough consideration of statistics on these
polyominoes revealed deep connections to the theory of symmetric functions. These connections
were then used to prove several symmetry conjectures first stated in [8]. With this in mind, we
will delve further into the research presented in Dukes [7] with a view to extending that work
in the same manner as [1] to the complete split graph.

In this paper we consider the ASM on the complete split graph in which a clique vertex is the
sink. We will only be interested in sorted, or weakly-decreasing, recurrent configurations on Sn,d.
Beyond the enumerative connection with Schröder paths, this restriction to sorted configurations
is also motivated by the natural action of the symmetric group on recurrent configurations, and
this features in Section 6 and also in the recent work of D’Adderio et al. [9]). In Section 2 we
introduce the sandpile model and recall some necessary terminology. We define two toppling
processes, CTI and ITC, on sorted recurrent configurations that will be used throughout the
paper. We also introduce two bivariate polynomials that each encode two statistics on these
sorted recurrent configurations and call these the q, t-CTI and q, t-ITC polynomials.

In Section 3 we consider the bijection from sorted recurrent configurations to Schröder paths
given in Dukes [7], and prove a slight modification of this bijection translates the height statis-
tic on configurations to the area statistic on Schröder paths while also translating a toppling
statistic to a bounce statistic on the paths. This allows us to prove that the q, t-ITC polynomial
introduced in Section 2 is equal to the q, t-Schröder polynomial of Egge, Haglund, Killpatrick
and Kremer [6], and in so doing relate it to the theory of symmetric functions. Two symmetry
properties of the q, t-ITC polynomials are immediate as a result of this connection. In Section 4
we prove a formula for the q, t-ITC polynomials that uses the q-binomial coefficients.

In Section 5 we define a new class of polyominoes that we term sawtooth polyominoes. We
prove they are in bijection with Schröder words. We also show how two bounce paths within
these new polyominoes illustrates the CTI and ITC toppling process of the corresponding re-
current configuration. Moreover, we show how to directly construct the sawtooth polyomino
that corresponds to a recurrent configuration. The statistics that form the q, t-CTI and q, t-ITC
polynomials are also expressible as statistics on the corresponding sawtooth polyominoes.

In Section 6 we introduce a framework for the sandpile model on the complete split graph
and within that framework derive a cyclic lemma for sandpile model configurations. This builds
on work from Aval et al. [2] in which a cyclic lemma for configurations on the complete bipartite
graph was proven. That this framework enables this to be done without having to utilize some
planar representations of the configurations as intermediate objects suggests a more general
result may hold true. An outcome of this is that it provides another enumeration of sorted
recurrent configurations. Finally, in Section 7 equality of the q, t-CTI and q, t-ITC polynomials
is conjectured.

This paper also adds to the growing body of recent research that has found unexpected
connections between recurrent configurations of the Abelian sandpile model on parameterized
graph classes and other combinatorial objects [1, 2, 3, 4, 9, 10, 11].

2. The sandpile model on Sn,d and two toppling processes

In this section we first recall some necessary sandpile terminology and concepts, and also
introduce two toppling conventions that will be important throughout the paper. The ASM
may be defined on any undirected graph G with a designated vertex s called the sink. A
configuration on G is an assignment of non-negative integers to the non-sink vertices of G:

c : V (G)\{s} 7→ N = {0, 1, 2, . . .}.

2In Dukes [7] the correspondence was presented with Mötzkin paths. We have chosen to use the equivalent
term Schröder path here due to its relation to papers concerning the q, t-Schröder polynomial. Moreover notice
the change of notations for the split graph parameters: n← m− 1 and d← n.
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The number c(v) is referred to as the number of grains at vertex v or the height of v. Given
a configuration c, a vertex v is said to be stable if the number of grains at v is strictly smaller
than the threshold of that vertex, which is the degree of v, denoted deg(v). Otherwise v is
unstable. A configuration is stable if all non-sink vertices are stable.

If a vertex is unstable then it may topple, which means the vertex donates one grain to each of
its neighbors. The sink vertex has no height associated with it and only absorbs grains, thereby
modelling grains exiting the system. Starting from any configuration c and successively toppling
unstable vertices one will eventually reach a stable configuration c′. This final configuration c′

does not depend on the order in which unstable vertices were toppled. We call c′ the stabilization
of c.

Starting from the empty configuration, one may indefinitely add any number of grains to any
vertices in G and topple vertices should they become unstable. Certain stable configurations
will appear again and again, that is, they recur, while other stable configurations will never
appear again. These recurrent configurations are the ones that appear in the long term limit
of the system. Let Rec(G) be the set of recurrent configurations on G. Determining the set
Rec(G) for a given graph G is not a straightforward task. In [5, Section 6], Dhar describes the
so-called burning algorithm, which establishes in linear time whether a given stable configuration
is recurrent:

Proposition 2.1 ([5], Section 6.1). Let G be a graph with sink s, and let c be a stable configu-
ration on G. Then c is recurrent if and only if there exists an ordering v0 = s, v1, . . . , vn of the
vertices of G such that, starting from c, for any i ≥ 1, toppling the vertices v0, . . . , vi−1 causes
the vertex vi to become unstable. Moreover, if such a sequence exists, then toppling v0, . . . , vn
returns the initial configuration c.

We will consider two slight variants of the classical parallel chip-firing process that we call
CTI toppling and ITC toppling. We first explain CTI toppling. This variant is always only
applied to a recurrent configuration c ∈ Rec(Sn,d) whose sink has just been toppled.

Given an unstable configuration, we first check if there are any unstable clique vertices. If
there are then topple these in parallel. Next check if there are any unstable independent vertices.
If there are then topple these in parallel. We repeat these two steps successively until there are no
remaining unstable vertices. We will refer to this toppling order as CTI toppling, an abbreviation
for Clique Then Independent. We will also write ToppleCTI(c) = (P1, Q1, . . . , Pt, Qt) to indicate
the vertices that were toppled in parallel at each step. Here P1 represents the (non-sink) clique
vertices that were initially toppled in parallel. Q1 is the collection of independent vertices that
were next toppled, and so on. Note that these sets can be empty but their unions Pi ∪Qi 6= ∅.
We will find it convenient to replace the comma that separates the clique and independent parts
in a configuration with a semi-colon.

Example 2.2. Consider the recurrent configuration c = (7, 6, 5, 2, 1; 5, 4, 4) on S5,3. Topple the
sink to get (8, 7, 6, 3, 2; 6, 5, 5). The set of unstable clique vertices is now P1 = {v1}. Topple
all in P1 to get the configuration (0, 8, 7, 4, 3; 7, 6, 6). The set of unstable independent vertices
is now Q1 = {w1, w2, w3}. Topple all in Q1 to get the configuration (3, 11, 10, 7, 6; 1, 0, 0).
The set of unstable clique vertices is P2 = {v2, v3}. Topple all in P2 to get the configu-
ration (5, 4, 3, 9, 8; 3, 2, 2). The set of unstable independent vertices is Q2 = ∅ so the con-
figuration remains unchanged. The set of unstable clique vertices is P3 = {v4, v5}. Topple
all in P3 to get the original configuration (7, 6, 5, 2, 1; 5, 4, 4). As there are no further top-
plings to be done, we will set Q3 = ∅ so that P3 has a pair. To conclude, ToppleCTI(c) =
({v1}, {w1, w2, w3}, {v2, v3}, ∅, {v4, v5}, ∅).

Let SortedRec(Sn,d) be the set of sorted recurrent configurations on Sn,d, i.e. those recurrent
configurations (a1, . . . , an; b1, . . . , bd) for which

a1 ≥ a2 ≥ . . . ≥ an and b1 ≥ b2 ≥ . . . ≥ bd.

Given c ∈ SortedRec(Sn,d), we define the height of c, height(c), to be the sum of the
configuration entries. Suppose ToppleCTI(c) = (P1, Q1, . . . , Pt, Qt). Define toppleCTI(c) :=
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(p1, q1, . . . , pt, qt), and

wtoppleCTI(c) := 1(p1 + q1) + 2(p2 + q2) + . . .+ t(pt + qt).

Example 2.3. Consider the sandpile model on S2,2 with sink v3. In the table below for every
configuration c ∈ SortedRec(S2,2) we give the height height(c), the bounce path toppleCTI(c),
and the bounce wtoppleCTI(c).

c height(c) toppleCTI (c) wtoppleCTI (c) c height(c) toppleCTI (c) wtoppleCTI (c)

(3, 3; 2, 2) 10 (2, 2, 0) 4 (2, 2; 2, 1) 7 (0, 1, 2, 1, 0) 7
(3, 3; 1, 1) 8 (2, 2, 0) 4 (3, 3; 2, 1) 9 (2, 2, 0) 4
(2, 2; 2, 0) 6 (0, 1, 2, 1, 0) 7 (3, 3; 0, 0) 6 (2, 2, 0) 4
(3, 3; 1, 0) 7 (2, 2, 0) 4 (3, 3; 2, 0) 8 (2, 2, 0) 4
(1, 1; 2, 2) 6 (0, 2, 2) 6 (3, 2; 2, 2) 9 (1, 2, 1) 5
(2, 1; 2, 1) 6 (0, 1, 1, 1, 1) 8 (3, 1; 1, 0) 5 (1, 1, 1, 1, 0) 6
(3, 1; 2, 0) 6 (1, 1, 1, 1, 0) 6 (2, 0; 2, 2) 6 (0, 2, 1, 0, 1) 7
(3, 1; 2, 2) 8 (1, 2, 1) 5 (3, 0; 1, 1) 5 (1, 2, 1) 5
(3, 0; 2, 1) 6 (1, 2, 1) 5 (3, 0; 2, 2) 7 (1, 2, 1) 5
(3, 1; 2, 1) 7 (1, 2, 1) 5 (3, 1; 1, 1) 6 (1, 2, 1) 5
(2, 0; 2, 1) 5 (0, 1, 1, 1, 1) 8 (2, 1; 2, 2) 7 (0, 2, 2) 6
(1, 0; 2, 2) 5 (0, 2, 1, 0, 1) 7 (3, 2; 2, 0) 7 (1, 1, 1, 1, 0) 6
(3, 2; 1, 0) 6 (1, 1, 1, 1, 0) 6 (3, 2; 0, 0) 5 (1, 0, 1, 2, 0) 7
(2, 1; 2, 0) 5 (0, 1, 1, 0, 1, 1, 0) 9 (2, 2; 2, 2) 8 (0, 2, 2) 6
(3, 2; 2, 1) 8 (1, 2, 1) 5 (3, 2; 1, 1) 7 (1, 2, 1) 5

Given the set-up above, let us define the following bivariate polynomial that we call the
q, t-CTI polynomial:

FCTI
n,d (q, t) :=

∑

c∈SortedRec(Sn,d)

qheight(c)−((
n+d

2 )−(d2))twtoppleCTI (c)−(n+d).

Example 2.4. The polynomial FCTI
2,2 (q, t) is readily calculated from the table in Example 2.3.

FCTI
2,2 (q, t) = q5 + t5 + q4t+ qt4 + q3t2 + q2t3 + q4 + t4 + 2q3t+ 2qt3 + 2q2t2 + 2q3 + 2t3

+ 3q2t+ 3qt2 + q2 + t2 + 2qt+ q + t.

Now that CTI toppling and the statistics associated with it have been defined, it is straight-
forward to define ITC toppling and its associated statistics. Almost everything is the same
as in the CTI case, except what happens immediately after toppling the sink. ITC toppling
stands for Independent Then Clique toppling: Given the unstable configuration the results from
toppling the sink, first identifying those independent vertices that are unstable. Topple those
unstable independent vertices in parallel and identify those clique vertices that are unstable.
Topple those unstable clique vertices, and so on.

Given c ∈ SortedRec(Sn,d), height(c) is the sum of the configuration entries, as before. Suppose
ToppleITC(c) = (Q′

1, P
′
1, . . . , Q

′
t, P

′
t ) and set p′i = |P ′

i | and q′i = |Q′
i|. Define toppleITC(c) :=

(q′1, p
′
1, . . . , q

′
t, p

′
t), and

wtoppleITC(c) := 1(q′1 + p′1) + 2(q′2 + p′2) + . . .+ t(q′t + p′t).

Finally, we define the accompanying polynomial to these two statistics:

FITC
n,d (q, t) :=

∑

c∈SortedRec(Sn,d)

qheight(c)−((
n+d

2 )−(d2))twtoppleITC(c)−(n+d),

and call it the q, t-ITC polynomial.
We will have more to say about the FITC

n,d (q, t) polynomials in the next section and their
relationship to other polynomials that appear in the literature. One final piece of notation that
is related to ITC toppling and will be of use going forward is the following.

Definition 2.5. Suppose c ∈ SortedRec(Sn,d) with toppleITC(c) := (q′1, p
′
1, . . . , q

′
t, p

′
t). We will

call the pair
(

(q′0, q
′
1, . . . , q

′
t), (p′0, p

′
1, . . . , p

′
t)
)
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an ITC-toppling sequence. Here we use the convention q′0 = 0 and p′0 = 1. Note that p′t = 0 and
for all other i ≥ 1 it must hold that p′i > 0 and q′i ≥ 0.

3. Schröder paths, ITC-toppling, and symmetric functions

In this section we will use a modification of the bijection from Dukes [7] to show how an
area and bounce bistatistic on Schröder paths corresponds to a height and weighted-toppling
bistatistic on sorted recurrent configurations when ITC topplings is employed. Experimentally,
FCTI
n,d (q, t) and FITC

n,d (q, t) appear to be symmetric in q and t. This was the case for the cor-
responding bivariate polynomials for both the complete and complete bipartite graphs, where
connections were found between paths and symmetric functions. In this paper we have also
discovered such a connection for FITC

n,d (q, t).
Let Schrodern,d be the set of Schröder words consisting of n U’s, n D’s, and d H’s. The

defining property of such words is that for every prefix the number of D’s that appear is never
more than the number of Us that appear. In Dukes [7] it was shown that configurations in
SortedRec(Sn,d) are in one-to-one correspondence with paths in Schrodern,d via a bijection

φ : Schrodern,d 7→ SortedRec(Sn,d).

The bijection φ is defined as follows: φ(p) = (a1, . . . , an; b1, . . . , bd) corresponds to the Schröder
word p ∈ Schrodern,d where

• bi is the number of D’s following the ith H of p.
• aj + 1 is the number of non-Us following the jth U of p.

For example, if p = UHUDUHHDUDUDD ∈ Schroder5,3 then

φ(p) = (7, 6, 5, 2, 1; 5, 4, 4) ∈ SortedRec(S5,3).

Schröder paths are pictorial representations of Schröder words where, in Sections 3 and 4 we
identify U , H, and D with the steps (0, 1), (1, 1), and (1, 0), respectively. The blue line in
Figure 2 illustrates the Schröder path for p.

Given a Schröder word/path p, we define its area and bounce in the same way as it is defined
in Haglund [13, Sec.1]. Let area(p) to be the number of ‘lower triangles’ (triangles whose vertex
set is {(i, j), (i + 1, j), (i + 1, j + 1)}) between p and the diagonal y = x.

To define itcbounce(p), first remove all the H steps from p and collapse in the obvious way
to form a Catalan path C(p). Next construct the bounce path for C(p) which is the classical
Catalan bounce path from (a, a) to (0, 0): move west until at the boundary of the path at
that level; then move down until meeting y = x and change direction to west; and repeat the
previous two in that order. The bounce, bounce(C(p)), is the sum of the x-coordinates of where
the bounce path meets the diagonal (not including the initial point). The U steps of this bounce
path occurring just before D steps are also U steps of C(p). The corresponding U steps of p
are called the ‘peaks’ of p. For each H step α of p let b(α) denote the number of peaks above
it, and define the bounce of the Schröder path p to be

itcbounce(p) := bounce(C(p)) +
∑

α

b(α),

where the sum is over all H steps of p.
The statistic wtoppleITC is closely related to the itcbounce statistic on Schröder path via the

bijection φ of Dukes [7] composed with the mirror map µ on words. Given w = w1w2 . . . wk,
define µ(w) := wkwk−1 . . . w1.

Theorem 3.1. Given a sorted configuration c ∈ SortedRec(Sn,d), let w = µ◦φ−1(c) ∈ Schrodern,d.
Then

area(w) = height(c)−

((

n+ d

2

)

−

(

d

2

))

and itcbounce(w) = wtoppleITC(c)− (n+ d).
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An illustration of the proof of this theorem is given in Figure 2, and this is applied to the
same path that appears in Haglund [13, Sec.1]. An immediate corollary to Theorem 3.1 is the
equality of the q, t-ITC polynomial with the q, t-Schröder polynomial.

Corollary 3.2. For all n ≥ 1 and d ≥ 0, we have

FITC
n,d (q, t) =

∑

w∈Schrodern,d

qarea(w)titcbounce(w) = 〈∇en+d, enhd〉

which is known to be a polynomial symmetric in q and t.

Let us mention that there is an extension to this corollary in the very recent paper D’Adderio,
Dukes, Iraci, Lazar, Le Borgne, and Vanden Wyngaerd et al. [9] that is not dependent upon a
lattice path interpretation.

7C7C6C5C3I3I2C1I s

1∗

2∗

3∗

4∗

5∗

q′3 = 1

p′3 = 1

q′2 = 2

p′2 = 2

q′1 = 0

p′1 = 2

q′0 = 0

p′0 = 1
c[0] = (7C , 7C , 6C , 5C , 2C ; 3I , 3I , 1I)

Topple sink:

c[1] = (8C , 8C , 7C , 6C , 3C ; 4I , 4I , 2I)

Loop 0: Topple no independent.

c[2] = c[1]

Loop 0: Topple clique 7C , 7C .

c[3] = (1C , 1C , 9C , 8C , 5C ; 6I , 6I , 4I)

Loop 1: Topple independent 3I , 3I .

c[4] = (3C , 3C , 11C , 10C , 6C ; 0I , 0I , 4I)

Loop 1: Topple clique 6C , 5C .

c[5] = (5C , 5C , 3C , 2C , 8C ; 2I , 2I , 6I)

Loop 2: Topple independent 1I .

c[6] = (6C , 6C , 4C , 3C , 9C ; 2I , 2I , 0I)

Loop 2: Topple clique 2C .

c[7] = (7C , 7C , 6C , 5C , 2C ; 3I , 3I , 1I)

Figure 2. Configuration c = (7C , 7C , 6C , 5C , 2C ; 3I , 3I , 1I) ∈ SortedRec(S5,3)
and its related Schröder word w = UHUDUHHDUDUDD (corresponding to
the example Schröder path in Haglund [13, Sec.1]. The peaks are indicated with
red dots and the bounce path of is the red dotted line. To the right we follow the
ITC-toppling process for c. Note that the degree of a clique vertex is n+ d = 8
while the degree of an independent vertex is d+ 1 = 6.

By considering the definition of µ ◦φ−1, it appears that, in the word w, the step that crosses
each column encodes the number of grains on a vertex in the recurrent configuration. More
precisely, a column crossed by a D step corresponds to a clique vertex and its number of grains
is the number of rows below this horizontal step, less one. Alternatively, a column crossed by a
H step corresponds to an independent vertex whose number of grains is the number of vertical
(U) steps, denoted by the blue 1∗, 2∗, . . . , in rows below this diagonal H step.

We split the proof of Theorem 3.1 into Lemma 3.3 and Lemma 3.4, each being related to one
of the two statistic equalities.

Lemma 3.3. Given c ∈ SortedRec(Sn,d), let w = µ ◦ φ−1(c) ∈ Schrodern,d. Then

area(w) = height(c)−

((

n+ d

2

)

−

(

d

2

))

.
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Proof. Let c ∈ SortedRec(Sn,d) with c = (a1, . . . , an; b1, . . . , bd) and set w = µ ◦ φ−1(c). We will

prove that level(φ ◦ µ(w)) = area(w) where level(c) = height(c) −
(

n+d
2

)

+
(

d
2

)

is the number of
grains in c minus the number of edges non-incident to the sink in Sn,d.

When the Schröder word w starts with the letter U , as in the example in Figure 2, we have
two ways to count the number of lower triangles in all the squares below the Schröder path
excluding those on the first row:

n
∑

k=1

ak +
d
∑

k=1

bk +

(

d

2

)

= area(w) +

(

n+ d

2

)

.

On the left hand side, the first sum corresponds to those lower triangles in columns corresponding
to clique vertices (these are the green lower triangles in Figure 2). More precisely, in the column
of a clique vertex (which are those with a D step), the green triangles also count the number
of grains given by the definition of µ ◦ φ−1.

The remainder of the left-hand-side concerns columns that correspond to independent vertices
(those columns crossed by a H step). There are two cases to consider here.

• If a lower triangle has a H step beside it, then let us call it a magenta lower triangle.
Likewise, if a lower triangle has a H step in its column and a U step in its row, then
also call it a magenta lower triangle.

• If a lower triangle has a H step in its column and a different H step in its row, then we
call it an orange lower triangle.

Note that there will be
(

d
2

)

orange triangles since there are d H steps and every pair of distinct
H steps gives rise to an orange lower triangle. The number of magenta triangles corresponds

to
∑d

k=1 bk. On the right-hand side, the lower triangles are either counted by area(w) for those

above the main diagonal and
(

n+d
2

)

for those below.
The identity may be rewritten:

area(w) =
n
∑

k=1

ak +
d
∑

k=1

bk +

(

d

2

)

−

(

n+ d

2

)

=height(c) −

((

n+ d

2

)

−

(

d

2

))

= level(c).

Alternatively, should w begin with the letter H then set w = Hjw′ (where j ≥ 1) and w′

begins with the letter U . For this case area(w) = area(w′) and there are j independent vertices

having 0 grains that we can simply ignore in
∑d

k=1 bk =
∑d−j

k=1 bk. An example of this case is
illustrated in Figure 3.

Again, we can count the number of lower triangles beneath w in two different ways. The only
difference to the previous counting argument is that there are now j initial H steps and these
give rise to three new lower triangle ‘types’ to which we associate the adjectives blue, brown,
and grey . The blue lower triangles are those that are formed as a result of the initial j H steps
(the number of these will be

(

j
2

)

) of w. The brown lower triangles correspond to columns that
are traversed by a H step and have one of the initial j H steps in the same row. Similarly, the
grey triangles correspond to columns that are traversed by a D step and have one of the initial
H steps in the same row. This gives the equation:

(

j

2

)

+ j(n− j) +
n
∑

k=1

(ak − j) + jn+

d−j
∑

k=1

bk +

(

n− j

2

)

=area(w′) +

(

j

2

)

+ j(n− j) + jd+

(

n+ d− j

2

)

.
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10c10c9c8c3i3i5c1i0i0i0i

1∗

2∗

3∗

4∗

5∗

Figure 3. A word having prefix H. Here w = HHHw′ so that j = 3.

After simplifying we obtain:

n
∑

k=1

(ak − j) +

d−j
∑

k=1

bk +

(

n− j

2

)

= area(w′) +

(

(n− j) + d

2

)

.

This expression corresponds to the identity for the previous case for configuration

c′ := (a1 − j, . . . , an − j; b1, b2, . . . , bd−j) = µ ◦ φ−1(w′).

By the first case, we have level(c′) = area(w′). Since the number of grains in c and c′ differs by
jd, which is also the difference of the number of edges non-incident to sink between Sn,d and
Sn,d−j, we deduce that level(c) = level(u′). We already observed that area(w) = area(w′). Hence
level(c) = level(c′) = area(w′) = area(w). �

Lemma 3.4. Given c ∈ SortedRec(Sn,d), let w = µ ◦ φ−1(c) ∈ Schrodern,d. Then

wtoppleITC(u)− (n+ d) = itcbounce(w).

Proof. Given c ∈ SortedRec(Sn,d) we consider its ITC-toppling sequence ((pk, qk))k≥0. From the

definition of an ITC-toppling sequence, we define the peaks (Peakloop(k))k≥0 of loop iterations
as follows:

Peakloop(k) := (xk, yk)

where yk is the number of untoppled vertices in the middle of the k-th loop iteration (just after
the toppling of independent vertices, if any), and xk is the number of untoppled vertices at the
end of the k-th loop iteration. By definition of the ITC-toppling sequence, we have

yk = n+ d+ 1−



qk +

k−1
∑

j=0

(qj + pj)



 and xk = n+ d+ 1−
k
∑

j=0

(qj + pj),

where we simply subtract from all the n + d + 1 vertices the toppled vertices up to that time.
These peaks coincide with the peaks (Peakbounce(k))k defined by Haglund [13, Sec.1] on the
Schröder path w = µ ◦ φ−1(c).
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q′1 = 2

p′1 = 3

p′1 − 1

q′2 = 2

p′2 = 2

Figure 4. Reformulation of the bounce path directly on Schröder paths in-
stead of on the Dyck path subword formed by deleting H steps. Configuration
c = (7, 6, 6, 5, 4; 5, 5, 4, 3) ∈ SortedRec(S4,4) maps to c′ = (4, 4, 4, 3, 3) that is re-
current on S5,0 = K6. Notice PeakDyck(2) = (0, p′2) and PeakSchroder(2) = (0, p′2);
PeakDyck(1) = (p′2, p

′
2 + p′1) and PeakSchroder(1) = (p′2 + q′2, p

′
2 + p′1 + q′2);

PeakDyck(0) = (p′2 + p′1, p
′
2 + p′1 + p′0) and PeakSchroder(0) = (p′2 + p′1 + q′2 +

q′1, p
′
2 + p′1 + p′0 + q′2 + q′1)

The ITC-toppling sequence induces a partition (P ′
k)k=0,...b of sink and clique vertices:

{s} ∪ V = P ′
0 ∪ P ′

1 ∪ · · · ∪ P ′
b

where P ′
0 = {s} and otherwise

P ′
k =







vℓ :
k−1
∑

j=0

pj ≤ ℓ <

k
∑

j=0

pj







.

These are equivalently defined through the pairs ((Q′
k, P

′
k))k of the ITC-toppling process on c.

Notice that |P ′
k| = pk.

Let πU,D be the map that keeps only the occurrences of letters U or D in any word, i.e. it
removes all occurrences of H in Schröder words. We define a compressed configuration c′ on
Sn,0 = {s} ∪ V = Kn+1 as

c′ := compressKn+1
(c) := φ ◦ πU,D ◦ φ−1(c),

where φ is applied to Sn,d whereas φ−1 is applied to Sn,0. The configuration c′ is equivalently
defined by: c′i +1 is the number of occurrences of letters U after the i-th occurrence of letter D
when the path is read from north-east to south-west. See Figure 4 for an example.

If w = µ ◦ φ−1(c) is the Schröder path of configuration c, then w′ is the Dyck word of
c′ obtained by deletion of counter-diagonals crossed by diagonal steps. Haglund’s [13, Sec.1]
bounce path for the Schröder path w is obtained from the bounce path of the Dyck path w′

by inserting diagonal steps in the bounce path parallel to (and in the same counter-diagonal)
those of w.
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This implies that the bounce path in w′ has bounces of size p0 = 1, p1, . . . , pb so that, in
particular, the peaks in the bounce path of w′ are

PeakDyck(k) =



n+ 1−
k
∑

j=0

pj, n+ 1−
k−1
∑

j=0

pj



 =





b
∑

j=k+1

pj,

b
∑

j=k

pj



 .

This leads to the same partition (P ′
i )i≥0 of D steps in the Dyck word w′ as in the Schröder

word w. Any peak is an endpoint of a vertical (U) step of the Dyck word. The insertion of the
deleted counter-diagonals preserves this property in Haglund’s definition of peaks for a Schröder
word.

It remains to count the number of counter-diagonals inserted below each PeakDyck(k) peak.

It appears, by the ITC-toppling process, that the peak ending bounce pk admits
∑b

j=k+1 qj
such counter-diagonals. These correspond to the independent vertices toppled after the end of
the k-th loop iteration. Hence

PeakSchroder(k) = PeakDyck(k) +





b
∑

j=k+1

qj



 (1, 1) =





b
∑

j=k+1

pj +
b
∑

j=k+1

qj,

b
∑

j=k

pj +
b
∑

j=k+1

qj





and this coincides with Peakloop(k) by rewriting and making use of the facts n+1 =
∑b

j=0 pj and

d =
∑b

j=0 qj. From Haglund [13, Eqn.(10)] we have bounce(w) = bounce(w′) +
∑

k b(k). The

consideration above allows us to write bounce(w′) =
∑

k(k − 1)pk and
∑

k b(k) =
∑

k(k − 1)qk,
and we have

bounce(w) =
b
∑

j=1

(j − 1)(pj + qj)

and, by the definition of the ITC-toppling process bounce,

wtopple(c) =

b
∑

j=0

j(pj + qj).

The two differ by the value n+ d. �

Proof of Theorem 3.1. Combine Lemmas 3.3 and 3.4. �

4. An explicit sum for FITC
n,d (q, t)

Let ITCn,d be the set of all possible ITC-toppling sequences on Sn,d. The set ITCn,d indexes
a partition of the set Schrodern,d of Schröder words. This partition gives rise to an explicit sum
involving the Gaussian binomial coefficients for the q, t-ITC polynomial.

Recall that a composition of an integer n is a sequence of positive integers a = (a1, . . . , ak)
whose sum is n. We will denote this a � n, and also use the notation a �k n to indicate a has
length k. A weak composition of n is a sequence of non-negative integers whose sum is n. We
will denote this a �

∗ n, and also use the notation a �
∗
k n to indicate a weak-composition a has

length k.
Define the partial order ≤ on Schröder paths in Schrodern,d by w ≤ w′ if all lower triangles

of w are also lower triangles of w′ (see Figure 2 for an illustration of lower triangles).

Theorem 4.1. For all n ≥ 1 and d ≥ 0,

FITC
n,d (q, t) =

n
∑

k=1

∑

(b1,...,bk)�
∗

k
d

(a1,...,ak−1,0)�kn

k
∏

i=1

q(
ai
2 )
(

ai + bi

bi

)

q

(

ai + bi + ai−1 − 1

ai−1 − 1

)

q

t(i−1)(ai+bi).

In the above expression we define a0 := 1.
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The formula in Theorem 4.1 is similar, but slightly different in form to, the one that appears
in Egge, Haglund, Killpatrick and Kremer [6, Theorem 1]. Our aim in presenting the formula
above is to provide one that has a natural interpretation in terms of the sandpile model through
the correspondences we have used.

Proof of Theorem 4.1. Lemma 4.2 describes the set ITCn,d of all the possible ITC-toppling se-
quences as being in bijection with pairs (b = (b1, . . . , bk), a = (a1, . . . , ak−1)) where b �∗

k d and
a �k−1 n.

Lemma 4.3 then shows that any ITC-toppling sequence defines two extremal Schröder words
wlower and wupper such that all Schröder paths admitting this ITC-toppling sequence are the
Schröder words w′ such that wlower ≤ w′ ≤ wupper. The Schröder words satisfying these in-
equalities correspond to those Schröder paths geometrically enclosed by a sequence of (possibly
degenerate) hexagons that are defined by the pair (wlower, wupper), instead of by the sequences
of rectangles as in the usual Dyck word case.

Finally, Lemma 4.4 shows that the set of Schröder words contained between two extremal

Schröder words may be obtained from wlower whose minimal (in q) weight is
∏k

i=1 q
(ai2 )t(i−1)(bi+ai)

by commutation of steps inside the same hexagon. Since, inside each hexagon having side lengths
ai−1 − 1,bi and ai (for a visual aid see see Figure 4), every commutation is possible within each
hexagon, it appears that the sum of all possible commutations leads to the q-multinomial

coefficient
(

ai−1−1+bi+ai
ai−1−1,bi,ai

)

q
for this hexagon. Since two commutations in distinct hexagons are

independent we obtain the expected formula. �

Lemma 4.2. For all n ≥ 1, d ≥ 0,

ITCn,d = {((0, b1, . . . , bk), (1, a1, . . . , ak−1, 0)) : (b1, . . . , bk) �
∗ d and (a1, . . . , ak−1) � n} .

Proof. Let Xn,d be the set on the right-hand side of the stated equality. From Definition 2.5 we
have

ITCn,d = {((0, b1, . . . , bk), (1, a1, . . . , ak−1, 0)) :

(b1, a1, . . . , bk, ak) = toppleITC(c) for some c ∈ SortedRec(Sn,d)} .

Since bi ≥ 0 for all 1 ≤ i ≤ k, ai > 0 for all 1 ≤ i < k, and ak = 0, we have further restrictions
on the sequences that arise. In addition to that, Dhar’s burning algorithm tells us that for every
recurrent configuration c, every non-sink vertex topples exactly once. Thus a1 + . . . + at = n

and b1 + . . . + bt = d for some t. Since at = 0 we must have a1 + . . .+ at−1 = n. Therefore

ITCn,d ⊆{((0, b1, . . . , bk), (1, a1, . . . , ak−1, 0)) : (b1, . . . , bk) �
∗ d and (a1, . . . , ak−1) � n}

=:Xn,d.

Next, consider ((0, b1, . . . , bk), (1, a1, . . . , ak−1, 0)) ∈ Xn,d. Let c be the configuration on Sn,d

defined as follows:

c(vi) :=n+ d−





k−1
∑

j=0

aj + bj



− bk,

for all n− (a0 + . . .+ ak) ≤ i < n− (a0 + . . . ak−1) and 1 ≤ k ≤ t, and

c(wi) :=n+ 1− (a0 + a1 + . . .+ ak−1),

for all d − (b0 + . . . + bk) ≤ i < d − (b0 + . . . + bk−1) and 1 ≤ k ≤ t. It is straightforward
to see that this configuration is indeed recurrent, weakly decreasing, and has toppleITC(c) =
(b1, a1, . . . , bt, at). This shows Xn,d ⊆ ITCn,d, and so ITCn,d = Xn,d as claimed. �

Every ITC-toppling sequence ((b0, . . . , bk), (a0, . . . , ak)) defines two extremal Schröder paths:
the lower (Schröder) path

wlower := µ

(

Hb1Ua1

(

k
∏

i=2

Dai−1HbiUai

))

,
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and the upper (Schröder) path

wupper := µ(Ua1Hb1

(

k
∏

i=2

DUaiHbiDai−1−1

)

).

Recall that µ is the word-reversal operator and for each of the extremal paths the non-commutative
product of words in each is given in increasing order of the indices. In Figure 4, the lower path
wlower is illustrated in green, sometimes hiding the upper path wupper illustrated in orange.

Lemma 4.3. Let w ∈ Schrodern,d. The Schröder paths w′ for which wlower ≤ w′ ≤ wupper are
precisely those Schröder paths w′ for which toppleITC(φ(µ(w

′))) = toppleITC(φ(µ(w))).

Proof. Let w ∈ Schrodern,d and c = φ(µ(w)) ∈ SortedRec(Sn,d) be its corresponding recurrent
configuration. Suppose that toppleITC(c) = (b1, a1, . . . , bk, ak) so that the corresponding ITC-
toppling sequence is

ITC(w) = ((b0, . . . , bk), (a0, . . . , ak)).

The recurrent configuration that corresponds to wlower is the configuration stated in the proof
of Lemma 4.2. Moreover, this recurrent configuration for wlower also has ITC-toppling sequence
ITC(w).

For wupper the situation is similar. This is seen by considering the rewriting ruleDα−1HβUγ −→
UγHβDα−1 in every hexagon (between the paths wlower and wupper) that corresponds to ver-
tices toppled during one loop-iteration (bi, ai). Compare to the wlower case, the rewriting rule
for vertices toppled during the k-th loop iteration leads to α = ak−1,β = bk, γ = ak. This means
every clique vertex toppled during this loop has (ak−1)+bk grains more and every independent
vertex has ak − 1 grains more. Hence wupper corresponds to the configuration cupper as follows:

cupper(vi) :=n+ d−





k−2
∑

j=0

aj + bj



− bk−1 − 1,

for all n− (a0 + . . .+ ak) ≤ i < n− (a0 + . . . ak−1) and 1 ≤ k ≤ t, and

cupper(wi) :=n+ 1− (a0 + a1 + . . . + ak−2)− 1,

for all d− (b0 + . . . + bk) ≤ i < d − (b0 + . . . + bk−1) and 1 ≤ k ≤ t. From this it is immediate
that ITC(wupper) = ITC(wlower) = ITC(w).

Any w′ such that wlower ≤ w′ ≤ wupper must have ITC(w′) = ITC(w) since stability of
vertices is preserved for w′ ≤ wupper while instability is guaranteed for wlower ≤ w′. For any w′

that does not satisfy wlower ≤ w′ ≤ wupper , we may consider the last difference which is also the
first encounter by the ITC-toppling sequence. If wlower � w then, by inspection of the case of

wlower with at least one less grain, there exists one vertex that is not unstable when it ought
to be due to a lack of grains. Likewise, if w � wupper then, by inspection of the case of wupper

with at least one more grain, there exists one vertex that is is unstable during the previous loop
iteration due to an excess of grains.

Since the ITC toppling sequences coincide precisely when wlower ≤ w′ ≤ wupper, we may
conclude that this is also precisely when toppleITC(φ(µ(w

′))) = toppleITC(φ(µ(w))). �

Between their points of intersection, the lower and upper paths forms hexagons having parallel
sides, and these opposite sides have side-lengths ai−1−1, bi, ai. Such hexagons become rectangles
when bi = 0, parallelograms when ai−1 = 1, horizontal lines when both bi = 0 and ai−1 = 1.

Lemma 4.4. The generating function for a factor in Schröder path enclosed within a hexagon
H defined by hlower = DaHbU c and hupper = U cHbDa according to the area enclosed in the same
hexagon is given by the q-multinomial coefficient

∑

w∈Da
�Hb

�Uc

qareaH(w) =

(

a+ b+ c

a, b, c

)

q

.
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Proof. We notice by inspection of pictures below that each oriented commutation XY −→ Y X

that generates all possible words in the (multi-)shuffle Da
�Hb

� U c add one enclosed lower
half triangle.

DH −→ HD
HU −→ UH

DU −→ UD

Since areaH(wlower = DaHbU c) = 0, we have a combinatorial interpretation of expected q-
multinomial coefficient. The generating function for the area statistic over all hexagons corre-
sponding to a words consisting of a D’s, b H’s and c U’s (in terms of the lower triangles between
it and the path DaHbU c) is seen to correspond to the number of inversions of such a word
under the natural order D ≺ H ≺ U . Therefore, by by Foata and Han [12, Theorem 5.1], this

is
(

a+b+c
a,b,c

)

q
. (This is also similar to Egge et al. [6, Lemma 1].) �

5. Sorted recurrent states as sawtooth polyominoes

In this section we present a planar characterization of the sorted recurrent configurations
from Section 2. Define the unit steps s = (0,−1), w = (0,−1), n = (0, 1), e = (1, 0) and the two
diagonal steps nw = (−1, 1) and se = (1,−1).

5.1. Sawtooth polyominoes and Schröder paths.

Definition 5.1. Given positive integers n, d, define Sawtoothn,d to be the set of paths (Upper, Lower)
in the plane with the following properties.

• The upper path Upper is a path from (0, 0) to (n, d) that takes steps in the set {n, se}.
• The lower path Lower is a path from (0, 0) to (n, d) that takes steps in the set {e, n}.
• The lower path and upper path only touch at the end-points (0, 0) and (n, d).

We will refer to such a pair of paths, or the planar object they define, as a sawtooth polyomino
of dimension (n, d).

Example 5.2. Two sawtooth polyominoes in Sawtooth5,5:

(a) (b)

Consider the following construction on SortedRec(Sn,d).

Definition 5.3. Let w = w1w2 . . . w2n+d ∈ Schrodern,d. Form a collection of steps in the plane
as follows:

The upper path: Connect (n + 1, d) to (n, d + 1) with a nw step. Read w from left to
right. For every U letter draw a nw step and for every non-U letter draw a s step. At
the end of this process draw a final s step so as to touch the origin. Let Upper(w) be
this path from (n+ 1, d) to (0, 0).

The lower path: Read w from left to right. Starting from (n + 1, d), for every H letter
in w draw a s step and for every D letter in w draw a w step. At the end of this process
connect the final point (1, 0) to the origin. Let Lower(w) be this path from (n+1, d) to
(0, 0).
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Denote by ϕn,d(w) the pair (Upper(w), Lower(w)).

Example 5.4. Consider w = HUHDHUHDUDUHD ∈ Schroder4,5 which corresponds to the
configuration c = (7, 4, 2, 1; 4, 4, 3, 3, 1) ∈ SortedRec(S4,5). The upper and lower paths Upper(w)
and Lower(w) are illustrated in Figure 5.2(a).

Theorem 5.5. A word w ∈ Schrodern,d iff ϕn,d(w) ∈ Sawtoothn+1,d.

Proof. Let w ∈ Schrodern,d. By the construction of Definition 5.3, the paths Upper(w) and
Lower(w) are both paths from (n + 1, d) to (0, 0) whose step types correspond to those Defi-
nition 5.1. Let Wordsn,d be the set of words consisting of n U’s, n D’s, and d H’s. We will
prove:

(i) If w ∈ Schrodern,d then ϕn,d(w) ∈ Sawtoothn+1,d.
(ii) If w ∈ Wordsn,d\Schrodern,d then ϕn,d(w) 6∈ Sawtoothn+1,d.

For (i), suppose that w ∈ Schrodern,d. Then ϕn,d(w) = (Upper(w), Lower(w)) with

Upper(w) = (a1, . . . , a2n+2+d) and Lower(w) = (b1, b2, . . . , bn+1+d).

Note that ai ∈ {nw, s} and bj ∈ {w, s}. Let us assume that the upper and lower paths meet at
the point one reaches by starting at (m,n) and following steps (a1, . . . , ap+2q) and (b1, . . . , bp+q)
where the upper path contains q nw steps and p+q s steps and the lower path contains p s steps
and q w steps. The point at which these two partial paths meet will be (n + 1 − q, d− p). By
Definition 5.3, a1 = nw and for i ∈ [1, p+2q − 1], a1+i = nw iff wi = U and a1+i = s iff wi = H

or D. Similarly, bj = s iff the jth non-U letter of w is H and bj = w iff the jth non-U letter
of w is H. These facts show that for (a2, . . . , ap+2q) = (w1, . . . , wp+2q−1) there are precisely p

H steps, q D steps, and (q − 1) U steps. The number of D’s in this prefix of a Schröder word
is one more than the number of U’s, thereby contradicting the definition of a Schröder word.
Hence these two paths cannot meet and ϕn,d(w) ∈ Sawtoothn+1,d.

For (ii), let w ∈ Wordsn,d\Schrodern,d. This means w is a word consisting of n U’s, n D’s,
and d H’s that violates the Schröder path property. In other words, there exists an index k

such that the prefix w1w2 · · ·wk contains more D’s than U’s. Let k be the smallest index that
satisfies this property so that there are t U’s, t + 1 D’s, and (k − 2t − 1) H’s in the prefix.
Consider now Upper(w1w2 · · ·wk) = (a1, . . . , ak+1) and Lower(w1w2 · · ·wk) = (b1, b2, . . . , bℓ).
The upper path will end at position (n, d + 1) + t(−1, 1) + (k − 2t − 1 + t + 1)(0,−1) =
(n − t, d + 1 + t − (k − t)) = (n − t, d + 1 + 2t − k). The lower path will end at position
(n+ 1, d) + (t+ 1)(−1, 0) + (k − 2t− 1)(0,−1) = (n − t, d+ 1 + 2t− k), and so the upper and
lower paths touch. This implies ϕn,d(w) 6∈ Sawtoothn+1,d. �

5.2. Mapping sorted recurrent configurations to sawtooth polyominoes. The compo-
sition of the bijections relating sorted recurrent configurations to Schröder words and Schröder
words to sawtooth polyominoes allows us to give a direct mapping from sorted recurrent con-
figurations to sawtooth polyominoes that we now state.

Definition 5.6. Let c = (a1, . . . , an; b1, . . . , bd) ∈ SortedRec(Sn,d).

(i) For each i ∈ [1, d], draw a vertical line segment from (1+ bd+1−i, i− 1) to (1+ bd+1−i, i).
(ii) Connect the endpoints of the vertical line segments in the previous step if they have the

same ordinate. In the case of an endpoint with ordinate 0, connect it to the origin. In
the case of an endpoint with ordinate d, connect it to the point (n + 1, d).

(iii) For each j ∈ [1, n], draw a diagonal line segment from (j − 1, 3− j + an+1−j) to (j, 2 −
j + an+1−j). Draw a diagonal line segment from (n, d+ 1) to (n + 1, d).

(iv) Connect the endpoints of the diagonal line segments in the previous step if they have
the same abscissa. In the case of an endpoint with abscissa 0, connect it to the origin.

Let us denote by Upp the path that results from steps (i) and (ii), and by Low the path that
results from steps (iii) and (iv). Denote by fn,d(c) the pair (Upp,Low).
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Example 5.7. Consider c = (7, 4, 2, 1; 4, 4, 3, 3, 1) ∈ SortedRec(S4,5). In this example n = 4
and d = 5. We first draw the vertical line segments (1+1, 0) → (1+1, 0), (1+3, 1) → (1+3, 1),
(1 + 3, 2) → (1 + 3, 3), (1 + 4, 3) → (1 + 4, 4), and (1 + 4, 4) → (1 + 4, 5). Then connect
those vertical line segments that have endpoints of the same ordinate. Connect (1+ 1, 0) to the
origin (0, 0) and connect (1 + 4, 4) to (m = 5, n = 5). Secondly, draw the diagonal segments
(0, 2+ 1) → (1, 1+ 1), (1, 1 +2) → (2, 0 +2), (2, 0+4) → (3,−1 +4), (3,−1 +7) → (4,−2+ 7).
Also connect (n = 4, d + 1 = 6) → (n + 1 = 5, d = 5). Then connect those diagonal segments
whose endpoints have the same abscissa. Connect (0, 2+ 1) to the origin. The upper and lower
paths Upper(w) and Lower(w) are illustrated in Example 5.2(a).

5.3. CTI topplings and bounce paths within sawtooth polyominoes. The polyomino
representation of a sorted recurrent configuration allows us to visualize the CTI toppling process
in a rather compact way. This is similar to the bounce path that featured in the paper on
parallelogram polyominoes [8].

Definition 5.8. Given P ∈ Sawtoothn+1,d, let the CTI-bounce path of P be the path from
(n, d) to (0, 0) that takes steps in {s, nw} and defined as follows. Start at (n, d).

(i) If we are currently on the upper path then go to step (ii). Otherwise move in direction
nw until meeting the upper path.

(ii) If the point is already on the lower path then go to step (iii). Otherwise move in the
direction s until meeting the lower path.

(iii) If the current position is not (0, 0), then go to step (i).

The outcome will be a sequence of p1 nw steps, followed by p1 + q1 s steps, followed by p2 nw

steps, followed by p2+q2 s steps, . . ., followed by pk nw steps, followed by pk+qk s steps. Define

ctiBounce(P ) := (p1, q1, . . . , pk, qk) and ctibounce(P ) :=
∑

i

i(pi + qi).

Example 5.9. The bounce paths of the two sawtooth polyominoes given in Example 5.2:

(a) ctiBounce(·) = (0, 2, 1, 2, 1, 0, 1, 1, 1, 0) (b) ctiBounce(·) = (1, 3, 1, 1, 2, 1)

Definition 5.10. Given P ∈ Sawtoothn+1,d, define the area area(P ) of P to be the number of
unit squares whose vertices are lattice points that are contained within P .

The area of the sawtooth polyomino in Example 5.2(a) is 12 while the area of the sawtooth
polyomino in Example 5.2(b) is 15.

Theorem 5.11. Let c ∈ SortedRec(Sn,d) and P = fn,d(c) ∈ Sawtoothn+1,d. Then height(c) =

area(P )− (n+ d) +
(

n+d
2

)

−
(

d
2

)

and toppleCTI(c) = ctiBounce(P ).

Proof. Suppose c ∈ SortedRec(Sn,d) and P = (U,L) = fn,d(c) ∈ Sawtoothn+1,d. From the
construction for f, we find that the total area of the unit squares contained beneath the lower
path L of P and the x-axis is

d(n+ 1− 1)− (b1 + b2 + . . . + bd).

The total area beneath the upper path U of P and the x-axis is

d+ n−

(

n

2

)

+ (a1 + . . .+ an).
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The area of P is the difference of these:

area(P ) = d+ n−

(

n

2

)

+ (a1 + . . .+ an)− dn+ (b1 + b2 + . . .+ bd).

This may be rewritten

height(c) = area(P )− (d+ n) +

(

n

2

)

+ dn

= area(P )− (d+ n) +

(

d+ n

2

)

−

(

d

2

)

,

where the second follows from the first by noticing that the number of 2-element subsets of a
set of size d+ n can be enumerated by

(

d+n
2

)

=
(

d
2

)

+
(

n
2

)

+ dn.
Let c ∈ SortedRec(Sn,d) and P = fn,d(c) ∈ Sawtoothn+1,d. Consider toppleCTI(c) = (p1, q1, . . .).

In terms of the associated sawtooth polyomino, the effect of toppling the sink corresponds to
all diagonal steps (other than the last between (n, d+1) and (n+1, d) as it does not represent
a height) on the upper path being shifted up by 1 unit. Those that are unstable will be the
those that are then on (or above) the line x+ y = n+ 1 + d.

Equivalently, instead of shifting each of the diagonal steps by 1, to see which will become
unstable as a result of toppling the sink we can start at the point (n, d) and see which diagonal
steps to its left are on or above the line x + y = n + 1 + d − 1 = n + d. Suppose there are p1
such steps. These p1 steps can be seen by following a line from (n, d) to (n− p1, d+ p1) which
is where the line x+ y = n+ d meets the upper path of the sawtooth polyomino. As p1 clique
vertices are toppled, this means the heights of all independent vertices will now be 1 + p1 more
than before the sink was toppled.

Consequently, the set of those that are next toppled are those independent vertices wi whose
height is now bi + 1 + p1 ≥ n+ 1. This is the same as those independent vertices whose initial
height (before toppling the sink) was bi ≥ n − p1, and these independent vertices are precisely
those that are strictly to the right of the line that moved vertically down from (n − p1, d+ p1)
until meeting the lower path of the sawtooth polyomino.

Repeating this argument reveals precisely why the bounce path of the polyomino models
the CTI toppling process on the corresponding recurrent configuration. Hence toppleCTI(c) =
(p1, q1, . . .) = ctiBounce(P ). �

Example 5.12. The sawtooth polyomino diagrams that correspond to the 30 sorted recurrent
configuration given in Example 2.3 are illustrated in Figure 5. Above each diagram we list the
sorted configuration to which it corresponds in parentheses, and below the parentheses we list
the bounce (p1, q1, . . .) in angle brackets.

5.4. ITC topplings and bounce paths within sawtooth polyominoes. Given the manner
in which the bounce path of the previous section emulates the temporal changes to the config-
uration heights as a result of toppling the sink, it is perhaps unsurprising that ITC topplings
also admit a very similar polyomino bounce path description. For the case of ITC topplings,
the only difference is that the bounce path initially moves south (if it can) rather than moving
north-west from position (m− 1, n).

Definition 5.13. Given P ∈ Sawtoothn+1,d, let the ITC-bounce path of P be the path from
(n, d) to (0, 0) that takes steps in {s, nw} and defined as follows. Start at (n, d).

(i) If we are currently on the lower path then go to step (ii). Otherwise move in direction
s until meeting the lower path.

(ii) If the point is already on the upper path then go to step (iii). Otherwise move in the
direction nw until meeting the upper path.

(iii) If the current position is not (0, 0), then go to step (i).
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(3,3;2,2)
〈2,2〉

(3,3;2,1)
〈2,2〉

(3,3;2,0)
〈2,2〉

(3,3;1,1)
〈2,2〉

(3,3;1,0)
〈2,2〉

(3,3;0,0)
〈2,2〉

(3,2;2,2)
〈1,2,1,0〉

(3,2;2,1)
〈1,2,1,0〉

(3,2;2,0)
〈1,1,1,1〉

(3,2;1,1)
〈1,2,1,0〉

(3,2;1,0)
〈1,1,1,1〉

(3,2;0,0)
〈1,0,1,2〉

(3,1;2,2)
〈1,2,1,0〉

(3,1;2,1)
〈1,2,1,0〉

(3,1;2,0)
〈1,1,1,1〉

(3,1;1,1)
〈1,2,1,0〉

(3,1;1,0)
〈1,1,1,1〉

(3,0;2,2)
〈1,2,1,0〉

(3,0;2,1)
〈1,2,1,0〉

(3,0;1,1)
〈1,2,1,0〉

(2,2;2,2)
〈0,2,2,0〉

(2,2;2,1)
〈0,1,2,1〉

(2,2;2,0)
〈0,1,2,1〉

(2,1;2,2)
〈0,1,2,1〉

(2,1;2,1)
〈0,1,1,1,1,0〉

(2,1;2,0)
〈0,1,1,0,1,1〉

(2,0;2,2)
〈0,2,1,0,1,0〉

(2,0;2,1)
〈0,1,1,1,1,0〉

(1,1;2,2)
〈0,2,2,0〉

(1,0;2,2)
〈0,2,1,0,1,0〉

Figure 5. The sawtooth polyominoes for Example 5.12

The outcome will be a sequence of q′1 s steps, followed by p′1 nw steps, followed by p′1 + q′2 s

steps, followed by p′2 nw steps, . . ., followed by p′k−1 nw steps, followed by p′k−1+ q′k s steps. For
consistency we define p′k := 0. Define

itcBounce(P ) := (q′1, p
′
1, . . . , q

′
k, p

′
k) and itcbounce(P ) :=

∑

i

i(q′i + p′i).

Example 5.14. The ITC-bounce paths of the two sawtooth polyominoes given in Example 5.2:

(a) ctiBounce(·) = (2, 1, 2, 1, 0, 1, 1, 1) (b) ctiBounce(·) = (2, 1, 1, 1, 1, 2, 1, 0)

Theorem 5.15. Let c ∈ SortedRec(Sn,d) and let P = fn,d(c) ∈ Sawtoothn+1,d. It follows that
toppleITC(c) = itcBounce(P ) and wtoppleITC(c) := itcbounce(P ).

We omit the proof of the above theorem since it is essentially the same as the second half of
the proof of Theorem 5.11.

6. A cyclic lemma to count sorted recurrent configurations on split graphs

Our aim in this section is to derive a cyclic lemma for configurations of the sandpile model
on the split graph that will allow us to count the number of sorted recurrent configurations.
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While one of the authors has already counted these configurations, via the previously described
bijection with Schröder paths [7], our secondary aim is to provide a cyclic lemma that remains
within the framework of the sandpile model rather than for some graphical representation of
the configurations. Since such a cyclic lemma has already been shown to exist for complete
bipartite graphs [2], we suspect that such lemmas are instances of a more general result that
holds true for the sandpile model on similar graph classes.

In this section we will decompose a configuration u =
(

us;u
[K];u[I]

)

on the complete split
graph Sn,d into three sub-configurations on three components:

• the isolated sink us,

• the sub-configuration u[K] =
(

u
[K]
0 , . . . , u

[K]
n−1

)

on the n clique (K = V ) vertices, and

• the sub-configuration u[I] =
(

u
[I]
0 , . . . , u

[I]
d−1

)

on the d independent (I = W ) vertices.

We adopt the convention that the number of grains on the sink is fixed so that

us := −

(

∑

k∈K

u
[K]
k +

∑

i∈I

u
[I]
i

)

.

This allows us to remove explicit reference to the sink part of a configuration and to write
u =

(

u[K];u[I]
)

instead of u =
(

us;u
[K];u[I]

)

.
We now introduce the set of sorted non-negative quasi-stable configurations. The reason for

doing so is that this set is easier to count and we will later show it can be partitioned into sets,
each of cardinality n+ 1, that are indexed by sorted recurrent configurations.

We will say a clique (resp. independent) sub-configuration u[K] (resp. u[I]) is quasi-stable
if maxk∈K ≤ n + d (resp. maxi∈I ≤ n). Notice that the quasi-stable condition corresponds

to the stable condition for the sub-configuration u[I], whereas a quasi-stable sub-configuration
u[K] may have one more grain on each of its constituent vertices than can feature in a stable
sub-configuration. We will call a configuration quasi-stable if both its clique and independent
sub-configurations are quasi-stable.

A permutation σ[C] on vertices of a component C ∈ {K, I} acts on a sub-configuration u[C]

by permuting the distribution of its grains:

σ[C].u[C] :=
(

u
[C]

σ[C](0)
, . . . , σ

[C]

σ[C](|C|−1)

)

.

We will call a sub-configuration u[C] on the component C sorted if
(

u
[C]
0 , . . . , u

[C]
|C|−1

)

is a weakly

decreasing sequence. Every sub-configuration u[C] is equivalent, by some permutation σ
[C]
sort of

its vertices, to a single sorted sub-configuration denoted sort(u[C]). By extension, every configu-
ration u is equivalent to a single sorted configuration sort(u), under the action of permutations

on K and I that sort the individual parts, and we denote this by (σ
[K]
sort, σ

[I]
sort).u, i.e.

sort(u) = (σ
[K]
sort, σ

[I]
sort).u.

We will say that two configurations u and u′ are toppling-and-permuting equivalent, written
u ≡σ.∆ u′, if

u′ = (σ[K], σ[I]).u+
∑

v∈Sn,d

av∆
(v)

for some permutation σ[K] permuting the vertices of the clique component K and some per-
mutation σ[I] permuting the vertices of the independent component I. Here ∆(v) is the action
of toppling vertex v and (av)v ∈ Z1+n+d gives the possibly negative number of topplings (or
anti-topplings) of each vertex of Sn,d including the sink.

Theorem 6.1 (Cyclic Lemma). Every sorted recurrent configuration on Sn,d is toppling-and-

permuting equivalent to exactly n + 1 of the
(2n+d

n

)(

n+d
n

)

sorted quasi-stable non-negative con-
figurations (including itself but no other sorted recurrent configuration).
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The proof of the above result requires several technical lemmas and will be presented at
the end of this section. This partition of sorted quasi-stable non-negative configurations into
equivalence classes having the same size yields the following corollary.

Corollary 6.2. There are precisely 1
n+1

(2n+d
n

)(

n+d
n

)

= 1
2n+1

(2n+1
n

)(2n+d
d

)

sorted recurrent con-
figurations on Sn,d.

Next we will analyse the equivalence classes of the toppling-and-permuting relation ≡σ.∆

through some new operators on configurations. The topple-max-then-sort operator, TC , of a
component C acts on a configuration u as

TC .u = sort(u+∆c),

where c is one of the vertices for which uc = maxc′∈C uc′ , i.e. it is one of the vertices having the
maximal number of grains in the component C.

These operators are, in general, not reversible either on configurations (due to sorting consid-
erations) or even on sorted configurations. However, these operators become reversible on the
subset of sorted compact configurations (to be defined next) that contain sorted quasi-stable
non-negative configurations (which itself includes all the recurrent configurations):

sorted recurrent ⊆ sorted quasi-stable and non-negative ⊆ sorted compact.

Definition 6.3. A configuration u on Sn,d is compact if

spread(u[K]) ≤ n+ d+ 1 and spread(u[I]) ≤ n+ 1,

where the spread spread(u′[C]) in a component C of a configuration u′ is defined by

spread(u′[C]) := max
v∈C

u′v −min
v∈C

u′v.

There are two permutations of vertices of a component C that will be of special interest to
us. We denote by ι[C] the identity permutation and by τ[C] the cyclic permutation defined by
τ[C](c) := c− 1 mod |C|. The cyclic permutation simply moves the vertex in first position 0 to
the last position |C| − 1 and shifts the others.

We see each sub-configuration u[C] as a vector in Z|C|. This allows addition of vectors such
as u[C] + v[C] for two sub-configurations. For any constant k, we define the constant sub-
configuration k[C] := (k)c∈C . Similarly, for any constant k and vertex cC ∈ C we define the

sub-configuration k[cC ] that contains k grains on vertex cC and 0 elsewhere.
The following lemma details the behaviour of the three toppling operators on the set of sorted

compact configurations. This will be implicitly used in the lemmas that follow it.

Lemma 6.4. For a sorted compact configuration u = (u[K];u[I]) on Sn,d we have

Ts.u =
(

u[K] + 1[K];u[I] + 1[I]
)

TK .u =
(

τ[K].
(

u[K] − (n+ d+ 1)[0K ] + 1[K]
)

;u[I] + 1[I]
)

TI .u =
(

u[K] + 1[K]; τ[I].
(

u[I] − (n + 1)[0I ]
))

,

and all three of these are themselves compact configurations. These operators restricted to sorted
compact configurations are reversible with

T−1
s .u =

(

u[K] − 1[K];u[I] − 1[I]
)

T−1
K .u =

((

τ−1
[K].u

[K]
)

+ (n+ d+ 1)[0K ] − 1[K];u[I] − 1[I]
)

T−1
I .u =

(

u[K] − 1[K];
(

τ−1
[I] .u

[I]
)

+ (n+ 1)[0I ]
)

.

Proof. Let u = (u[K];u[I]) be a sorted compact configuration on Sn,d. The expression for Ts.u

is simply a reformulation of the description of the configuration sort(u+∆(s)) = (ι[K], ι[I]).(u+
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∆(s)). Moreover, the spread of each component is preserved by addition of constant vectors

1[C], so the configuration remains compact.
Since the configuration u is sorted, for both sub-configurations C ∈ {K, I} the first vertex

contains the maximal number of grains, i.e. u
[C]
0 = maxc∈C uc. This shows that the expression

T[C].u is an alternative description for u+∆(0C).
The definition of a compact configuration, in particular the threshold on the spread, ensures

that the toppled vertex which was maximal in u[C] becomes minimal in (TC .u)
[C]. This shows

that the sub-configuration is sorted by the (cyclic) permutation τ[C].
Moreover, the maximal resulting spread occurs in the case of a second vertex 1C having a

maximal number of grains such that u
[C]
1 = u

[C]
0 . It coincides, by design, with the bound on

spread used in the definition of compact configurations.
In the expressions

T[K].u =
(

τ[K], ι[I]
)

.
(

u+∆(0K)
)

and T[I].u =
(

ι[K], τ[I]
)

.
(

u+∆(0I )
)

,

the actions on the configurations do not depend on the particular u.
Since all the steps are reversible, we deduce that max-toppled-then-sort operators are all

injective. The reverse map is defined by reversing these descriptions:

T[K].u =
((

τ−1
[K], ι[I]

)

.u
)

−∆(0K) and T[I].u =
((

ι[K], τ
−1
[I]

)

.u
)

−∆(0I ).

It remains to check that those reverse operators map a compact configuration to another com-
pact configuration. In a component, the case of maximal spread corresponds to cases for which

u
[C]
|C|−2 = u

[C]
|C|−1. Similar reasoning to the first part of the proof ensures that the result is also

compact. �

The following lemma shows that the three toppling operators are very well-behaved on the set
of sorted compact configurations and summarizes Dhar’s criterion in terms of these operators.

Lemma 6.5. The restrictions to sorted compact configurations of the operators Ts, TK and TI

commute and

TsT
|K|
K T

|I|
I = Id

where Id is the identity map/operator.

Proof. Let X and Y be two distinct components among {K, I, {s}}. We show that TX .TY .u =
TY .TX .u corresponds, for any sorted compact configuration u, to the toppling of the initially
maximal vertex x(u) = 0X ∈ X and y(u) = 0Y ∈ Y in respective component followed by the
sorting in each component. Indeed, when x(u) is toppled, y(u) remains maximal among vertices
of Y since each vertex of this component received the same number of grains since the sorting
only act of vertices of component X. Hence when TY is applied, y(u) = 0Y is still a maximal
vertex, so it may be toppled and the following sorting acts only on the component Y .

So TY .TX .u is equivalent to the parallel toppling of x(u) and y(u) followed by sorting. By
symmetry of this argument, TX .TY .u is also equivalent to this parallel toppling then sorting so
TY .TX = TX .TY , and the two operators commute. We remark that if the toppled vertex were

not 0X but another vertex instead, so that u
[
0X] = u

[
x(u)X], the result is the same after the

sorting of component X.

The operator Ts causes the sink s to topple once. The operator T
|K|
K causes every vertex of

K to topple exactly once in
∑

k∈K

τk[K]∆
(0K) =

∑

k∈K

∆(k).

Similarly, the operator T
|I|
I causes every vertex of I to topple exactly once in

∑

i∈I

τ i[I]∆
(0I ) =

∑

i∈I

∆(i).

20



Finally, every vertex topples exactly once as a result of the operator TsT
|K|
K T

|I|
I as

TsT
|K|
K T

|I|
I .u = u+

∑

v∈Sn,d

∆(v) = u,

since in the sandpile model
∑

v∈Sn,d
∆(v) = 0. �

Next we introduce the notion of the weight of a sub-configuration and introduce a weight
operator on configurations. Some necessary properties of these will then be proven in Lemma 6.7
which will be essential in the proof of Lemma 6.8.

Definition 6.6.

(a) The weight of a sub-configuration u[K] on the clique component K of Sn,d is

weight(u[K]) :=
∑

k∈K

⌊

u
[K]
k

n+ d+ 1

⌋

.

(b) The weight operator TW is

TW := T
|K|+1
K T

|I|
I .

(c) Two configurations u and v are TW -equivalent, u ≡TW
v, if u = T t

W .v for some t ∈ Z.

Note that the equivalence in Definition 6.6(c) implies a divisibility by (n + d + 1) of the
difference between the number of grains at the sink in both configurations.

Lemma 6.7. Let u and v be sorted compact configurations on Sn,d.

(a) u = TW .v implies that u[I] = v[I]. More generally, u ≡TW
v implies that u[I] = v[I].

(b) The (sorted) compact sub-configuration u[K] on Sn,d is quasi-stable and non-negative if

and only if weight(u[K]) = 0.

(c) Moreover weight(TW .u[K]) = weight(u[K]) − 1 and the quasi-stable and non-negative

configuration TW -equivalent to u[K] is T
weight(u[K])
W .u[K].

Proof. (a) Consider the sub-configuration u[I]. Since the restriction to the component I of
operators Ts and TK are equivalent, in both simply add one grain to each vertex of I, we have

(TW .u)[I] = (T
|K|+1
K T

|I|
I .u)[I] = (TsT

|K|
K T

|I|
I .u)[I] = (Id.u)[I] = u[I],

with the penultimate equality coming from Lemma 6.5. Hence u[I] = (TW .u)[I]. More generally,
and using the same reasoning, we have that u ≡TW

v implies u[I] = v[I].

(b) As regards the sub-configuration u[K], we consider the Euclidean division of each entry of

the sub-configuration u[K]:

u
[K]
k =: qk(n+ d+ 1) + rk, for all k ∈ K

defining the quotient vector (qk)k∈K and the remainder vector (rk)k∈K . By design, the operator
TW satisfies:

TW .u = τ[K].
(

u− (n+ d+ 1)[0K ]
)

.

In terms of the Euclidean division by (n + d + 1), the action of TW may be described directly
on the quotient and remainder vectors (in that order) as follows:

TW .(qk)k∈K = τ.
(

(qk)k∈K − 1[0K ]
)

and TW . (rk)k∈K = τ. (rk)k∈K .

Since u[K] is compact, we have u
[K]
|K|−1 ≤ u

[K]
0 ≤ u

[K]
|K|−1 + (n+ d+ 1) and so

(qk)k∈K = (q0, q0, ...., q0, q0 − 1, . . . , q0 − 1) = (q0)
p(q0 − 1)n−p

for some p ∈ {1, . . . , n}. Hence

TW .
(

(q0)
p(q0 − 1)n−p

)

= (q0)
p−1(q0 − 1)n−p+1.
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By applying the operator TW a total number of
∑

k∈K qk = weight(u[K]) times, we obtain the

configuration u′ := T
weight(u[K])
W such that (q′k)k∈K = (0)k∈K . Thus u′ = τ

weight(u[K])
[K] .(rk)k∈K is

also non-negative by definition of the reminders via Euclidean division.
(c) Moreover, for any powers t ∈ Z other than t = weight(u[K]), we can consider u′′[K] :=

T t
W .u[K]. Since (q′′k)k∈K 6= (0)k∈K , either we have q′′0 > 0 in which case u

′′[K]
0 is not quasi-stable,

or q′′|K|−1 < 0 in which case we have u
′′[K]
|K|−1 is negative. �

Finally we are in a position to state the main result of this section, and from which the proof
of Theorem 6.1 essentially follows.

Lemma 6.8. Every sorted compact configuration is toppling-and-permuting equivalent to exactly
n+ 1 sorted quasi-stable and non-negative configurations.

Proof. Let u be a sorted compact configuration and consider v := rec(u), the sorted recur-
rent configuration which is toppling-and-permuting equivalent to u. Apply Dhar’s criterion,
Prop. 2.1, to v. We start from v[0] = v which is a quasi-stable and non-negative configuration.
We topple the sink once using the operator Ts and suppose k0 applications of TI are needed to
reach a sub-configuration on I that is stable, and call the configuration v[1]. Following this, we
topple a clique vertex by applying TK and suppose that k1 applications of TI to v[1] are required
to reach a sub-configuration on I that is stable, and call the configuration v[2], which is again
quasi-stable. Since the Dhar’s criterion for recurrent configurations may be decomposed as

TsT
k0
I

n
∏

i=1

(TKT ki
I )

we obtain from v, via each prefix of operators before an occurrence of Ts or TK , precisely n+1
configurations (v[i])i=0,...,n where the I component is quasi-stable and non-negative. By the TW -
equivalence described in Lemma 6.7, we deduce n+ 1 quasi-stable non-negative configurations

(w[i])i=0,...,n := (T
weight(v[i])
W .v[i])i=0,...,n toppling-and-permuting equivalent to v, and also to u.

It remains to show that each of these n + 1 configurations are distinct. To do this, we will
study the number of grains at the sink modulo n+ d+ 1 for all the n+ 1 configurations. First
we notice that since toppling the sink removes n+ d grains from the sink and any of the n+ d

topplings of either TK or TI returns a grain to the sink, all
(

v
[i]
s mod (n+ d+ 1)

)

i=0,...,n
are

distinct so all configurations (v[i])i=0,...,n are also distinct. Since the operator TW contributes
n + d + 1 grains to the sink, the TW -equivalence preserves the number of grains at the sink

modulo (n+ d+1). This shows that each (w
[i]
s )i=0,...,n is distinct, and hence all (w[i])i=0,...,n are

distinct (quasi-stable and non-negative configurations).
The remainder of the proof shows that there are no other quasi-stable and non-negative

configurations that are toppling-and-permuting equivalent to u. If w is a quasi-stable non-
negative configuration toppling-and-permuting equivalent to u then it can be written

w = Tαs
s TαK

K TαI

I .v,

where v = rec(u) is the sorted recurrent configuration in that equivalence class.
Using Lemma 6.5 we may write:

TW = T
|K|+1
K T

[I]
I = TKT−1

s

(

TsT
|K|
K T

|I|
I

)

= TKT−1
s .

Thus T s = TKT−1
W and we can remove the Ts operator in the description of

w = T−αs

W T
αs+αK

K T
αI

I v.

Now let us define qK and rK by the Euclidean division of αs + αK by n + 1 : αs + αK =
qK(n+1)+ rK . Similarly, define qI and rI by the Euclidean division of αI by d : αI = qId+ rI .
This allows the following factorization of operators for powers of TW then T d

I :

w = T−αs

W T
qK(n+1)+rK
K T

qId+rI
I .v = T−αs

W (T n+1
K T d

I )
qK (T d

I )
(qI−qK)

(

T rK
K T rI

I

)

.v,
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where we identify the new factors TW = T n+1
K T d

I so we have

w = T
qK−αs

W (T d
I )

(qI−qK)
(

T
rK
K T

rI
I

)

.v.

If we restrict the identity to sub-configurations on the component I, then TW keeps it invariant
so we may ignore the factor T qK−αs

W , hence

w[I] = (T d
I )

(qI−qK)
(

T rK
K T rI

I

)

.v[I].

Since rI < |I|, the value v
[I]
|I|−1 is not decremented by the operator T rI

I hence

0 ≤ w
[I]
|I|−1−rI

= v
[I]
|I|−1 + rK − (n+ 1)(qI − qK) ≤ n,

where the bounds come from the assumption that w[I] is quasi-stable and non-negative. As

0 ≤ v
[I]
|I|−1 ≤ n and 0 ≤ rK ≤ n, it follows that 0 ≤ v

[I]
|I|−1 + rK ≤ 2n and we compare this value

to n:

• if v
[I]
|I|−1 + rK ≤ n, in particular when rK = 0, then (qI − qK) = 0;

• otherwise v
[I]
|I|−1 + rK > n and (qI − qK) = 1.

By contradiction, we want to exclude the cases (qI − qK) = 1 and rI > 0. In those cases, we
have

w[I] = T rK
K T d+rI

I .v[I].

Then vertex v
[I]
0 topples twice while going from v[I] to w[I] so

0 ≤ w|I|−rI = v
[I]
0 + rK − 2(n + 1) ≤ n,

where the inequalities comes from the assumption that w[I] is quasi-stable and non-negative.

This gives the expected contradiction since v
[I]
0 + rk ≤ 2n (because both summands are lower

than n).
Hence our analysis shows that

w[I] = T a
KT b

I .v
[I]

where a ∈ {0, . . . , n}, b ∈ {0, . . . , d}, and more generally there exists c ∈ Z such that

w = T c
WT a

KT b
I .v.

• If a = 0 then w = T c
WT b

I .v and w[I] = T b
I .v

[I] so b = 0. Otherwise b ≥ 1 and the toppling

of v
[I]
0 means that w

[I]
|I|−b

= v
[I]
0 − (n + 1) < 0 so w would not be non-negative. This

gives w = T c
W .v and, since weight(w) = c+ weight(v) and weight(v) = 0, by Lemma 6.7

it follows that wK is quasi-stable and non-negative if and only if c = 0, and so w = v.
• If a ≥ 1, we apply once the relation TK = TWTs to obtain w = T c+1

W TsT
a−1
K T b

I .v. We
will identify the possible choices of a and b via the quasi-stability and non-negativity of
w[I] = TsT

a−1
K T b

I .v
[I]. In the sequence of operators from Dhar’s criterion,

TsT
k0
I

n
∏

i=1

(TKT ki
I ),

the n prefixes of operators before an occurrence of operator TK and the appropriate
value of c defined by the weight, gives us the previously identified n + 1 quasi-stable
and non-negative configurations except the recurrent configuration v that was found in
the first case. Let ((ak, bk))k=1,...,n the n possibles values identified via Dhar’s criterion.

For other values of (a, b), either TK operators are missing, in which case w[I] is not
non-negative, or TI operators are missing and in this case w[I] is not quasi-stable. More
precisely, the decomposition with respect to Dhar’s criterion giving priority to toppling
vertices in the independent component I leads to ((ak = k, bk))k=1,...,n. For a possible
(a, b) pair, we discuss the value of b with respect to ba:
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– If b < ba, then this means one performs the Dhar criterion but without some
expected topplings of unstable vertices in the independent component I. Here w[I]

will not be (quasi-)stable and such a choice for b is not possible.
– If b > ba, then this signifies the forcing of a toppling of some unstable vertices in

the independent component. Here w[I] will not be non-negative and such a choice
for b is not possible.

– If b = ba, then we recover one of the n expected quasi-stable and non-negative
sub-configurations w[I] of this case and use the weight of TsT

a−1
K T b

I .v to identify

c+ 1 = weight(TsT
a−1
K T b

I .v). This means we obtain the single power of TW leading

to a quasi-stable and non-negative w[K] with the same w[I], and hence a quasi-stable
and non-negative configuration.

�

Proof of Prop. 6.1. By Lemma 6.8, we have that every sorted recurrent configuration on Sn,d is
one of n+1 sorted quasi-stable and non-negative configurations that are toppling-and-permuting
equivalent to it. The set of sorted quasi-stable and non-negative configurations admits a parti-
tion into equivalence classes modulo toppling-and-permuting equivalence. The number of sorted
quasi-stable and non-negative configurations on Sn,d is easily seen to be

(2n+d
n

)(

n+d
n

)

. �

7. Conclusion

There are several outstanding problems from the work presented in this paper. A conjecture
that we have been unable to resolve is equality of the q, t-CTI and the q, t-ITC polynomials.
While we have been able to establish this for some special cases, the general case remains elusive.

Conjecture 7.1. FCTI
n,d (q, t) = FITC

n,d (q, t).

Since, in Corollary 3.2, we have established equality of the q, t-Schröder and q, t-ITC poly-
nomials, Conjecture 7.1 is equivalent to:

Conjecture 7.2. FCTI
n,d (q, t) =

∑

w∈Schrodern,d

qarea(w)titcbounce(w).

We fully expect there to be an explanation for the above correspondences that is realizable
in a sandpile setting.

Conjecture 7.3. There exists a bijection Ψ : SortedRec(Sn,d) 7→ SortedRec(Sn,d) such that for
any configuration c ∈ SortedRec(Sn,d),

(height(c),wtoppleCTI(c)) = (height(Ψ(c)),wtoppleITC(Ψ(c))).
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