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ABSTRACT
Because of the multi-symptomatic nature of sepsis, its predic-
tion is challenging as it requires considering subtle changes
in multiple monitored variables across time. Recent works
based on deep neural networks improved the prediction per-
formance, but still suffer from poor interpretability. Critical
for healthcare applications, we propose to improve this as-
pect by separating time variables in the convolution layers
of a sepsis prediction network. We reveal the improvement
in interpretability capacity with the use of gradient-based at-
tributions on high-level intermediate features and through a
metric correlating the variable attribution with the prediction
for perturbed pathologic samples. With 171,945 patients from
the MIMIC-IV database, we demonstrate that our method not
only maintains classification performances at similar network
parameters count, but also substantially improves the faithful-
ness of per-variable attributions.

Index Terms— Sepsis, deep learning, interpretability.

1. INTRODUCTION

Sepsis is a life-threatening condition characterized by a
dysregulated immune response to infection, leading to tis-
sue and organ damage that can result in shock, multiple or-
gan failure, and death. It remains a major cause of mor-
bidity and mortality, with ∼49 million cases and 11 million
sepsis-related deaths occurring worldwide in 2017, account-
ing for ∼20% of all-cause deaths globally [1]. Early detec-
tion and treatment of sepsis are crucial for improving patient
outcomes. For every hour delay in antibiotic administration,
there is an estimated 9% increase in mortality [2]. Automated
screening tools can continuously monitor patient data from
electronic health records, and therefore could decrease diag-
nostic delays and increase screening accuracy. Prediction of
sepsis is commonly approached as a multi-channel time series
classification problem. Recurrent Neural Networks (RNNs)
have traditionally been used for such tasks, as demonstrated
in the MGP-RNN approach [3]. Temporal Convolutional Net-
works (TCNs) have proven to be more effective than RNNs

for processing long sequences [4]. Building on this, MGP-
TCN [5] combined the MGP approach (a more refined im-
putation strategy) with TCNs, outperforming previous RNN-
based models in sepsis prediction tasks.

Besides, explainability of prediction models used is a
clear asset for their adoption by clinicians, especially in the
context of sepsis detection [6]. Gradient-based attributions
are widely used post-hoc methods to interpret deep learning
models. For example, Input*Gradient [7] simply multiplies
the input by the gradient of the output with respect to the in-
put, while Integrated Gradients [8] integrates gradients along
a straight path from a baseline input to the actual input.

The interpretability problem has also been approached for
temporal health signals, with RETAIN (Reverse Time Atten-
tion model) [9] and the Attention-based Temporal Convolu-
tional Network (AttTCN) [10]. Both methods focus on the
most relevant time steps and features for prediction using at-
tention maps. By using these maps at inference, they can
detect influential past visits and significant clinical variables
within those visits. The difference between the two methods
lies mainly in the architecture used for the embedding before
the attention maps: a linear layer followed by a RNN or a
TCN. Nevertheless, in addition to a complex architecture, like
the attributions methods described above, it is difficult to ex-
tract the importance of each temporal signal in the decision
as the high-level features, which are most relevant to the de-
cision, are an entanglement of all input signals.

Contributions We propose a novel and simple approach to
enhance interpretability in sepsis prediction by introducing
variable-wise convolutions in TCNs, namely convolutions
respecting a clear separation between the input time series of
each variable. This modification establishes, by construction,
a direct relationship between each input variables and inter-
mediate feature vectors and, as we establish experimentally,
enables more accurate attribution of feature importance. Our
method allows for (1) the computation of attribution meth-
ods directly on variable-wise intermediate feature vectors,
and (2) direct gradient-based attributions availability through
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Fig. 1. Overview of the processing pipeline we propose. Preprocessing of raw time series data creates V hour-binned input
features x ∈ RD (a) with D the window size, which are then processed with a TCN model (b) to generate V intermediate feature
vectors z ∈ Rd of dimensionality d (c). Our proposed modification on the TCN convolutions allows generating variable-wise
attribution maps (d) from both input features Ain(x) ∈ RD and intermediate feature vectors Afeat(z) ∈ Rd.

layer’s weights. Experimental results demonstrate that our
approach maintains classification performance while improv-
ing the correlation between variable attribution and effective
pathological prediction.

2. METHOD

This section details the key stages of our pipeline (Fig.1)
to classify samples as healthy or sepsis: the processing of
input signals to obtain intermediate features (Sec.2.1), and the
way we foster interpretability (Sec.2.2 and 2.3).

2.1. Temporal Convolutional Network

First introduced by [4] and adapted for sepsis prediction
by [5], TCN models utilize dilated causal convolutions [11]
to effectively capture long-range dependencies in time series
data while maintaining causality. Predictions at any time step
only depend on past and present inputs. For a single pre-
diction, the last value of each channel is selected and passed
through a linear layer. The output corresponds to features that
should better represent the input time series: we build upon
this TCN architecture with a rather simple modification aim-
ing at the interpretability of sepsis prediction (Sec.2.2).

2.2. Variable-wise interpretability

In standard convolutional networks, all channels are
mixed from the very first layer. This way, the model learns
highly complex interactions between variables but all subse-
quent feature maps become hardly interpretable. In our case,
the input data are time series of a set of variables (tempera-
ture, heart rate, ...). We propose to separate the processing of
individual time variables within the network’s convolutions
to get a direct relation between input variables and interme-
diate feature vectors. This is achieved through the use of
grouped convolutions [12]. With grouped convolutions with

V groups (V being the number of variables), intermediate
representations have V blocks of channels where each block
is a representation of the corresponding variable only. When
post-hoc attributions are computed at intermediate levels, the
values of each of the V attribution blocks can directly be
related to the corresponding input variable. This enables a
direct interpretation of the intermediate representation within
the network. Of note, an interesting consequence of grouped
convolutions is a strong reduction of the number of parame-
ters of the network.

2.3. Intrinsic attribution maps

Following previous works using TCN models for sepsis
prediction [5], intermediate features are processed by a linear
layer to give the final prediction. The simplicity of this layer
makes gradient-based attribution methods on these intermedi-
ate features directly readable through the layer’s weights.

Input*Gradient [7] Attribution maps on intermediate fea-
tures can be reduced to a scaled version of the Hadamard
product between intermediate feature vectors z and the
corresponding linear layer weights w, as: Afeat(z) =
(z⊙w) σ′(wT z) where σ is the sigmoid function at the
end of the network.

Integrated Gradients [8] Attributions are computed as:

Ain(x,x
′) = (x− x′)⊙

1∫
α=0

∂F

∂x
(x′ + α(x− x′)) dα, (1)

where x′ is the baseline, F stands for the prediction network
and α is a path integration parameter. When computed just



Variable-wise # filters # parameters Recall Precision AuROC AuPRC

No (Raw-TCN [5]) 15 7336 0.948 (±0.007) 0.527 (±0.021) 0.99 (±0.001) 0.859 (±0.01)
No 30 27751 0.935 (±0.004) 0.611 (±0.02) 0.991 (±0.0) 0.878 (±0.01)

Yes (ours) 4× 15 7621 0.944 (±0.015) 0.572 (±0.018) 0.988 (±0.003) 0.812 (±0.026)
8× 15 28681 0.954 (±0.005) 0.654 (±0.009) 0.993 (±0.0) 0.872 (±0.011)

Table 1. Classification-related metrics for models with and without variable-wise convolutions for varying number of filters
used, with respective number of parameters

before the last linear layer, it becomes:

Afeat(z, z
′) = ((z−z′)⊙w)

1∫
α=0

σ′ (wT (z′ + α(z− z′))
)
dα.

(2)

3. EXPERIMENTS

Our method was evaluated on a dataset of 171,945 pa-
tients (with 80-10-10 train/valid/test splits) extracted from
MIMIC-IV [13] with both Intensive Care Unit (ICU) and
Emergency Department (ED) [14] patients. Sec.3.1 describes
the data used, including the time variables extracted and the
preprocessing steps applied, while Sec.3.2 focuses on the
metrics used to assess the classification performances and in-
creased interpretability provided by our method, and Sec.3.3
describes various implementation details.

3.1. Data & Preprocessing

For each patient, 15 time variables were extracted: 6 vital
signs (heart rate, systolic and diastolic blood pressure, respi-
ration rate, temperature, and oxygen saturation), 8 laboratory
values (partial pressure of oxygen - PaO2, fraction of inspired
oxygen - FiO2, lactate, platelets, white blood cells - WBC,
creatinine, bilirubin, and diuresis) and 1 level of conscious-
ness assessment score (Glasgow Coma Scale - GCS). Sepsis
cases were retrospectively identified through ICD-10 codes.
Sepsis onset was defined as the first instance of a 2-point in-
crease in SOFA score, a simplified version of Sepsis-3 [1].

For data preparation, a carry-forward imputation method
was employed to handle missing values. 12-hour time win-
dows were created, starting from 11 hours before onset and
extending to the onset time. For non-sepsis patients, a ran-
dom onset was selected over the entire stay.

3.2. Metrics analyzed

Classification metrics Following previous works on sepsis
detection [3, 5], we evaluate the models performances on the
test split in terms of AuPRC, Precision, and Recall, which are
better suited for unbalanced data as in many sepsis datasets.
AuROC is also included for comparison purposes.

Perturbation-correlation metric To determine the faith-
fulness of an attribution map to the inner workings of a model,
the Infidelity metric [15] proposes to perturb inputs and mea-
sure the difference in model prediction. Building on this, we
define a strong perturbation of a subset of input features of
a pathological case as the replacement of a time variable by
the same variable from a random sample of the healthy class.
Then the Pearson correlation coefficient is computed between
the attribution value of this variable (Ain(x) or Afeat(z)) and
the prediction drop, averaged over multiple healthy variable
replacements.

However, attribution maps have the same dimensionality
as their corresponding features, and may remain hard to in-
terpret. To get a single value from the attribution maps of
each variable, we devised two aggregation methods: sum-
ming attribution values per variable before computing the cor-
relation (Sum), or taking the maximum value of feature-by-
feature correlations attained by variable (Max). For mod-
els without variable-wise convolutions, intermediate features
were randomly grouped to mimic per-variable intermediate
feature vectors of variable-wise models and provide a com-
parison point. Models with and without variable-wise con-
volutions are compared on both input and intermediate fea-
tures, with Input*Gradient and Integrated Gradients attribu-
tion methods using both aggregation methods (Sum and Max).

3.3. Implementation details

Following [5], in the TCN part of the network, we keep
the same number of convolution filters C for every layer, with
4 temporal blocks each composed of 2 convolution blocks and
a single skip connection skipping both convolutions. Each
convolution block is composed of a convolution layer (ker-
nel size 4), followed by a ReLU, InstanceNorm and dropout
(0.1). The dilation rate increases exponentially for each tem-
poral block, from 1 in first block to 8 in last block. All models
were implemented using PyTorch and trained using Adam op-
timizer with a default learning rate of 10−3. The batch size
was set to 256 and a null baseline was used for Integrated
Gradients.

The smallest model, in terms of parameters, without
variable-wise convolutions has C = 15 filters, as many as the
number of time variables (C = V ), similarly to Raw-TCN
architecture [5]. We also tested to increase the number of
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Fig. 2. Perturbation correlation metric comparisons between
models with and without variable-wise convolutions, at input
and intermediate features level, for both Sum and Max aggre-
gation methods

filters to 30 (C = 2× V ). For variable-wise models, grouped
convolutions are more parameter-efficient than classical con-
volutions, we simply increased the number of filters to attain
similar parameters count. Each variable group in convolu-
tions is given the same number of filters, later represented as
F × V with F the number of filters and V = 15 the num-
ber of variables. Classification results presented in Sec.4.1
are given for the 4 variations (2 model size per model type),
while interpretability results in Sec.4.2 are only given for the
largest models (8 × 15 and 30 filters respectively for models
with and without variable-wise convolutions).

4. RESULTS

4.1. Classification performance

Table 1 compares models with and without variable-wise
convolutions. Notably, separating variable convolutions does
not decrease classification performance, with both models
achieving comparable classification performance at equiva-
lent parameters count.

4.2. Perturbation-correlation interpretation

In terms of faithfulness, our proposed modification sub-
stantially improves the correlation between the attribution of
a variable and the corresponding drop in prediction output
when this variable is perturbed (Fig.2). While both mod-
els with and without variable-wise convolutions do not ex-
ceed a correlation coefficient of 0.25 for attributions com-
puted on input features, variable-wise models attain a coef-

ficient over 0.65 for intermediate features attributions. The
attribution method, Input*Gradient or Integrated Gradients,
has a marginal effect on the correlation on both input and in-
termediate features level.

Correlation coefficients computed on intermediate fea-
tures attributions for models without variable-wise convolu-
tions are close to 0. While correlations are slightly improved
by the variable-wise convolutions on input features level with
the Max aggregation method, the results are reversed for the
Sum aggregation, where variable-wise models have slightly
lower correlations than non variable-wise models.

5. DISCUSSION AND CONCLUSION

In this paper, we introduced a novel approach to enhance
the interpretability of deep learning models for sepsis predic-
tion using variable-wise convolutions. Our method substan-
tially improves the correlation between model behavior and
attributed variables at the intermediate features level, while
maintaining classification performance. This opens the way
for more faithful and granular interpretations of model deci-
sions in critical care settings.

The notable increase in correlation coefficients from input
to intermediate level for variable-wise models demonstrates
the effectiveness of our approach in preserving variable-
specific information. However, the lower or higher correla-
tions observed for input feature attributions in variable-wise
models, depending of the aggregation method used, warrant
further investigation of these aggregations, their theoretical
implications and the end-user understanding.

The intermediate features are an indication of a better in-
terpretability of the models, but these are not directly inter-
pretable as such. Further work should also improve the read-
ability of such features, in particular for interactions with clin-
icians. In any case, our results are promising, and should be
confirmed on a broader range of datasets, potentially for dif-
ferent clinical applications.
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