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Abstract

By reformulating Wang tiles with tensors, we propose a natural generalization to the
probabilistic and quantum setting. In this new framework, we introduce notions of tilings
and periodicity directly extending their classical counterparts. In the one dimensional
case, we recover the decidability of the generalized domino problem by linking it to the
trace characterization of nilpotent matrices. In the two-dimensional case, we provide
extension of weak and strong aperiodicity respectively and show the equivalence of those
generalized notions, extending the well known equivalence in the classical case. We also
exhibit a quantum tile set being aperiodic while its underlying classical tile set is not,
proving that quantum interference can suppress periodic patterns and paving the way
to the investigation of a new kind of aperiodicity. Finally, we highlight the many new
research directions opened by this generalization of Wang tiles, related to (quantum)
cellular automata, condensed matter physics, symbolic dynamics and more.

1 Introduction

Wang tiles are one of the simplest tiling models one can think of. Each tile is a unit square with
colored edges, and two tiles can be placed next to each other if and only if the color of their
neighboring edges are the same. These seemingly simple local matching rules may however
create extremely complex global behaviors, for example they can be used to encode any Turing
machine [6]. The strong links between Wang tiles, symbolic dynamics and compatibility theory
made them a well-studied model over the years. The most natural computational model to
relate to Wang tilings may be cellular automata, as any space-time diagram of a cellular
automata can be interpreted as a Wang tiling for a well-chosen set of Wang tiles. This strong
connection led to many undecidability results being proved by reductions to tiling-related
decision problems [16, 17, 19]. As many other computational systems, cellular automata have
seen their quantum version studied thoroughly, even started from Feynmann [14]. Coming
up with the right formal model took a lot of time and effort [4,28,31], but eventually led to a
fruitful discrete model of physics. For now, it seems unlikely that they offer any computational
advantage compared to other quantum computational models. However, they seem to provide
a fantastic tool to simulate other quantum systems [2, 13].
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Surprisingly, there exist no quantum version of tiling models that we are aware of, even
the simplest Wang tile model, that would play the role of space-time diagrams for quantum
cellular automata. We propose a formalism for quantum wang tilesets, and we look into the
details of their similarities and differences with their classical counterpart.

To each tile in a tile set we assign an amplitude, a complex number, from which we can
then compute an amplitude for any pattern tiling a given shape. The probability of observing
this pattern is the square of the modulus of the amplitude: P (c) = |ac|2. This implies that
the sums of the modulus squared of the amplitudes of all possible patterns must be one:∑

c |ac|2 = 1. Interference occurs when we compute the amplitude of events involving multiple
patterns. Then, the rules of quantum mechanics impose that the amplitude of the event
is the sum of the amplitudes of the configurations involved: P (E) = |aE |2 = |

∑
c∈E ac|2.

Hence, the amplitudes being complex numbers, it is possible that such sum is zero, leading
to a counterintuitive, yet experimentally observed, situation where the combination of
independently valid patterns leads to a never observed event. Another important consequence
follows from the non-copy theorem. As tiles need to send information about themselves
to their neighbours, we can only extract information from tiles on the boundary. Thus we
will only be able to compute probabilities of events happening on the periphery of the tiled
shape. Obtaining internal information would require measuring between the tiles and then
preventing interferences.

One of the essential properties of tilings is periodicity. A key element of the expressiveness
of tilings as a computational model is the existence of aperiodic tilesets: a set of tiles that
does tile the plane but only in a non-periodic manner [6]. Periodicity is such a fundamental
property of tilings that it seems natural to investigate it in our new quantum setting, where
interference phenomena have exciting consequences.

In this paper, we define a new model of quantum Wang dominoes (dimension 1) and tiles
(dimension 2) that can be easily generalized in any dimension. In dimension 1, our model is
represented by a matrix whose complex coefficients encode the amplitude of each tile being
valid. The classical counterpart is a matrix whose 0-1 coefficients encode the fact that a tile
is present or not in the tileset. In this case, the coefficients of the n-th power of the matrix
encode the number of valid patterns of size n. In higher dimension, the matrix becomes a
tensor and the matrix product is generalized by a tensor contraction, but the interpretation
of the coefficients remains the same. A similar encoding of classical Wang tiles into tensors
has been used in [1,27] to perform reduction decidability of the nullity of a tensor network to
the domino problem.

Already in dimension 1, quantum interference make the notion of tiling the line more
involved than in the classical case. Indeed, we show that destructive interference can lead to
a tileset that do not tile the line at large scale, even if the underlying classical set of dominoes
does. In dimension 2, a similar phenomenon happens with aperiodicity: we demonstrate
that a new kind of aperiodicity may appear, where the periodic tilings are annihilated by
destructive interference. In order to do that, we also generalize several usual properties
of (a)periodic tilings in the quantum setting, which is made non-trivial by the presence of
interference.

The paper is organized as follows. The first section introduces the tensor formalism with a
particular emphasis on abstract index notation and string diagrams that are used everywhere
after. In Section 3 we gently introduce the model by studying one-dimensional dominoes and
their properties, as well as giving example of interesting quantum behaviors. In Section 4, we
define the 2D model of quantum Wang tiles and focus on properties of their (a)periodicity.
We show that some classical periodicity properties still holds, but that new non-equivalent
definitions arise, and provide an example of tileset illustrating this new ”quantum” definition
of aperiodicity. In Section 5, we give some examples of applications of this new model to
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quantum cellular automata and quantum walks. Finally, we conclude on the (many) possible
research directions with this new model.

2 Background on tensors

Before introducing our tensorial reformulation of Wang tiles, we review the needed notions
and notations relative to tensors in this section.

2.1 Definitions

In the whole section, we fix a vector space V of finite dimension d over a field K. We also fix
a canonical basis (vi)1≤i≤d of V . Given two vector spaces V and W , of dimension respectively
d and k, with basis respectively (vi)1≤i≤d and (wj)1≤i≤k, their tensor product is a space
V ⊗ W of dimension d × k, a basis of which is given by (vi ⊗ wj)1≤i≤d, 1≤j≤k. So fixing a
canonical basis for V gives us directly a canonical basis for V ⊗n = V ⊗· · ·⊗V . By convention
V ⊗0 = K and V ⊗1 = V .

Definition 2.1 (Tensor). An n-tensor is a vector T ∈ V ⊗n.

Since we fixed a basis, we can identify an n-tensor with a list of dn coefficients denoted:
Ti1 ··· im ∈ K indexed by n indices 1 ≤ i1, · · · , im, j1, · · · , jn ≤ d. When dealing with long lists
of indices, we will write i in bold font instead of i1 · · · im, furthermore the notation 1 ≤ i ≤ d
indicates that the indices in the list i are integers between 1 and d. The concatenation of two
lists of indices is denoted i, j. The coefficients of an n-tensor are then denoted Ti ∈ K.
Example 2.1. There are numerous examples of tensors:

• A 0-tensor is a scalar in K.

• A 1-tensor is a vector v ∈ V .

• A 2-tensor can be identified with a linear map A : V ! V , the coefficients of the
associated matrix being exactly the coefficient Ai,j of the tensor.

• More generally we can always partition the indices in two sets and interpret any tensor
as a linear map V ⊗n ! V ⊗m.

A more concrete way to understand tensors is to see them as multi indexed tables of
coefficients, a 0-tensor is just one number, a 1-tensor is a list of numbers, a 2-tensor is a
matrix of numbers, a 3-tensor is a cube etc...
Remark 2.2. The reader familliar with tensors will notice that we are only considering
covariant indices, indeed we will only work in finite dimension and with a fixed prefered basis,
so we have a canonical isomorphism V ≃ V ∗, allowing us to simplify the presentation.

We can operate on tensors in various ways.

Definition 2.2 (Tensor product). Given a n-tensor T and a m-tensor L, their tensor product
is the (n + m)-tensor T ⊗ L defined as: (T ⊗ L)i,j = TiLj with 1 ≤ i, j ≤ d.

This generalises the Kronecker product of matrices.

Definition 2.3 (Contraction). Given a n-tensor T with n ≥ 2 and choosing two different
indices in positions a and b, we can form a (n − 2)-tensor tra,b(T ) defined as: tra,b(T )i,j,k =∑
1≤ℓ≤d

Ti,ℓ,j,ℓ,k. Here the lists of indices i, j and k are respectively of size a − 1, b − a − 1 and

n − b.
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If we contract a matrix A seen as a 2-tensor we should obtain a 0-tensor, i.e., a scalar.
In fact the formula gives us tr1,2(A) = ∑

ℓ Aℓ,ℓ, this is the trace of A, justifying the trace
notation. One can remark that applying contraction to the tensor product of two 2-tensors
A and B seen as matrices is in fact the usual product of matrices. Indeed tr2,3(A ⊗ B)i,j =∑

ℓ Ai,ℓBℓ,j = (AB)i,j .

2.2 Abstract index notation

The abstract index notation consists in writing a n-tensor T as Tx1,··· ,xm here the xk

must not be thought as number but as indeterminates in a similar way we write polynomials
with indeterminates. We can then instantiates those indeterminates by concrete indices
to obtain the coefficients of the tensor. This notation allows to represent operations on
tensors in a very compact way. Using the bold font notation for lists of indices, the tensor
product of two tensors Tx and Ly is directly written TxLy. The Einstein summation
convention keeps some particular sums implicit. If an index is repeated, meaning we use
the same indeterminate to denote two different indices, then it means that we sum over
those indices. So a contracted tensor will be directly written Tx,t,y,t,z where the repeated t
are at the positions of the contracted indices. Using abstract index notation, we denote the
permutation of indices by a permutation σ ∈ Sn as Tσ(x).

2.3 Penrose notations

Penrose notations, introduced in [26], are the graphical counterpart of the abstract index
notation. The idea is to represent tensors as boxes and indices as wires. A n-tensor is then
represented by a box with n dangling wires.

T
...

Tx T
...

TxLy L
...

T
...

tr1,2(T )x TTσ(x)= = = =

We can then draw all tensor operations by directly mimicking the abstract index notation.
The repeated indices correspond to links. Crossings of wires represent permutations of indices.
Notice that the 2-tensor corresponding to the identity matrix is denoted simply as a wire.

We can rigorously formalize all those notations and the corresponding diagrammatical
equational theory in monoidal categories. We invite the interested reader to refer to [29]. We
will extensively use those different notations in our tensorial take on Wang tiles. Notice that
we can be very lax with our way of representing tensor once we agree on which wire represent
which index. For example, a tensor with 4 indices will be freely represented as:

T TT T

We can straightforwardly recover the proper abstract index notation from a diagram as long
as we are clear on which link corresponds to which index. Typically, the tensor product of
two 4-tensor T and L and the tensor obtain by contracting an index of T and an index of L
can be depicted respectively as:

T L
T

L
and
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3 Tensorial dominoes

We will start by stating our tensorial reformulation of Wang tiles in the one dimensional case.
It will allow us to present in a simple setting the different definitions and subtleties of the
formalism before moving to the two-dimensional case in the next section, where a lot more
care is needed to define everything properly.

3.1 Definition

We fix a finite set of colors A and fix a basis of C|A| indexed by A. Basis elements are
denoted |c⟩ with c ∈ A. This quantum mechanical notation is read ”ket c”. The conjugate
transposed of such vectors is denoted ⟨c| = |c⟩†, which is read ”bra c”. The tensor product
of two basis elements will be denoted: |ab⟩ = |a⟩|b⟩ = |a⟩ ⊗ |b⟩. Notice that for any matrix
M : C|A| ! C|A| we have Mi,j = ⟨j| M |i⟩. A one-dimensional A-colored Wang tile, or domino,
is a couple (a, b) ∈ A × A. A set of dominoes is then a subset D ⊆ A × A. We will identify a
domino set D to a 2-tensor T ∈ C|A| ⊗ C|A| defined as T = ∑

(x,y)∈D
|xy⟩ whose coefficients are

then either 0 or 1.

Definition 3.1. A possibilistic domino is a 2-tensor T ∈ C|A| ⊗ C|A| whose coefficients
are either 0 or 1.

Notice that possibilistic dominos are in bijection with domino sets. In general we will call
tensorial domino any tensor T with two indices. The support of T is the classical domino
set supp(T ) defined as supp(T ) = {(x, y) ∈ A2, Tx,y ̸= 0}. This abstract definition will allow
us to extend the domino sets to the probabilistic and quantum setting.

Definition 3.2. A probabilistic domino is a 2-tensor T ∈ C|A| ⊗ C|A| whose coefficients
are in [0, 1] and such that ∑

(x,y)∈A2
Tx,y = 1.

A probabilistic domino T is the same as a probability distribution over supp(T ). It can
be interpreted as a random generator outputting dominoes according to some distribution.

Definition 3.3. A quantum domino is a 2-tensor T ∈ C|A|⊗C|A| such that ∑
(x,y)∈A2

|Tx,y|2 =

1.

Equivalently a quantum domino can be seen as a quantum state where all dominoes of
the support are in superposition. The coefficients of the tensor are the amplitudes assigned
to each domino.

Tensorial dominoes can be combined. To simplify the description of those compositions,
we will see tensorial dominoes as matrices with coefficients Tx,y.

Definition 3.4 (Product and union). The product, respectively the union, of two tensorial
dominoes T ∈ Md×d(C) and L ∈ Mk×k(C) are respectively defined as: (T × L) = T ⊗ L ∈
Mdk×dk(C) and (T ⊎ L) = T ⊕ L ∈ M(d+k)×(d+k)(C). Where ⊗ is the Kronecker tensor of
matrices and ⊕ is the direct product of matrices. Notice that those tensorial dominoes need
not to be definied on the same alphabet.

Those operations correspond respectively to the cartesian product and disjoint union of
both supports, we have supp(T × T ′) = supp(T ) × supp(T ′) and supp(T ⊎ T ′) = supp(T ) ⊎
supp(T ′).
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3.2 Tilings as matrix product

When it comes to considering the ways to tile the line using tensorial dominoes, we will use
the matrix interpretation of 2-tensors: T = ∑

(x,y)∈A2
Tx,y|x⟩⟨y| depicted:

TTx,y x y=

Then we will benefit from the historical bias toward 2-tensors and use results and notations
from familiar matrix algebra.

Let’s look closely at the formula of the composition of two copies of a tensorial domino T :
(T 2)x,y = ∑

k Tx,kTk,y depicted as:

T T

The matrix T 2’s coefficients are the number of admissible length 2 patterns from the
support domino set. By admissible, we mean that the two colors in the middle match. The
coefficients of T n can then be interpreted as follow for a and b two colors of A:

• If T is possibilistic, then ⟨a|T n|b⟩ is the number of admissible length n patterns, starting
with color a and ending with color b, made from dominoes in the support of T .

• If T is probabilistic, then ⟨a|T n|b⟩ is the probability of forming an admissible length
n patterns, starting with color a and ending with color b, by sampling n dominoes at
random in the support.

• If T is quantum, then ⟨a|T n|b⟩ is the complex amplitude corresponding of the event of
forming an admissible length n patterns, starting with color a and ending with color b,
by making n quantum dominoes interact.

Example 3.1. Let T =
(

1 1
1 0

)
. It is a possibilistic domino representing the classical set of

dominoes { , , }. The fact that T 2 =
(

2 1
1 1

)
shows that there are two tilings starting

and ending with white, which are and ; and then one for each other borders:
, and .

In usual terms, a set of dominoes τ tiles the line Z if there exists a configuration x ∈ τZ

such that each color of the dominoes “match their neighbors”: ∀i ∈ Z, there exists a, b, c, d ∈ A
such that xi−1 = (a, b), xi = (b, c) and xi+1 = (c, d). A valid pattern is an assamblage of tiles
p ∈ τS for some S ⊂ Z such that all dominoes of p have matching colors on their sides. A
classical result of compactness implies that there exists a tiling of Z if and only if there exists
valid patterns of any size (see for example [23]). This suggests the possibility of a general
notion of tiling for any tensorial domino in terms of matrix powers.

Definition 3.5 (Tiling). A tensorial domino T tiles the line iff ∀n ∈ N, T n ̸= 0. In other
words, T doesn’t tile the line if and only if T is nilpotent.

This unified definition of tiling has subtly different interpretations depending on the
type of tensorial domino you consider. In the possibilistic or probabilistic case, this directly
corresponds to the existence of a valid Wang tiling by dominoes from the support. However,
in the quantum case, matrices can have negative coefficients, so interference can come into
play even if the support admits perfectly valid tilings. Here is an example of this phenomenon:
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Example 3.2. Consider the quantum domino T = 1
2

(
1 1

−1 −1

)
. Intuitively, it corresponds to

the classical set of dominoes { , } “minus” { , }. It has full support and hence its
support has perfectly valid tilings of Z as a classical set of dominoes. However, interference
negate the amplitude of any length 2 (or larger) patterns as T 2 = 0, so the quantum domino
does not tile the line.

This is our first example of quantum weirdness occurring in the formalism, and not the
last.

3.3 (a)Periodicity

A tiling of the line is said to be periodic if there exists a valid pattern starting and ending
with the same color c ∈ A. A set of dominoes is said to be aperiodic if it tiles the line but only
in a non-periodic manner. Given a possibilistic domino T , there exists a periodic pattern of
size n if and only if there exists c ∈ A such that ⟨c|T n|c⟩ ≠ 0. We can even count the number
of periodic patterns of length n with the formula ∑c∈A⟨c|T n|c⟩ = tr(T n). This number is
given by the trace of the matrix depicted as:

T T ... T T T

Similarly, for a probabilistic domino, tr(T n) is the probability of obtaining an admissible
periodic length n pattern by sampling n random dominoes from the support. In both cases,
we have that the set of dominoes is aperiodic if and only if ∀c ∈ A, ∀n ∈ N, ⟨c|T n|c⟩ = 0,
which is equivalent to ∀n ∈ N, tr(T n) = 0, as possibilistic and probabilistic dominoes have
non-negative coefficients.

The situation is more subtle for quantum dominoes. Then the trace is the sum of the
amplitudes of having a periodic pattern with each possible end. Since those situations are
mutually exclusive possibilities it follows from the usual rules of quantum mechanics that
their sum, that is the trace, is the amplitudes for obtaining a periodic pattern from the
interaction of n dominoes. However, the previous equivalence does not hold, and we end up
with two non-equivalent definitions of aperiodicity in the general case. In this paper we will
use the definition of aperiodicity in terms of trace, as it is the most relevant from a quantum
point of view.

Definition 3.6 (Trace aperiodicity). A tensorial domino T is said to be trace-aperiodic if
and only if ∀n ∈ N, tr(T n) = 0. Else it is said trace-periodic.

Tileability (equivalently, the nilpotency of the matrix) can be reformulated as follow.

Proposition 3.3 (Trace characterization of nilpotency). A n × n matrix T is nilpotent if
and only if forall 1 ≤ k ≤ n, tr(T k) = 0.

We can find this characterization in many linear algebra textbooks, for example, [22].
If we interpret it in terms of possibilistic dominoes, it is precisely the classical result that
an aperiodic set of dominoes do not tile the line. The proposition also applies in R or C,
allowing us to generalize this result in the general tensorial case:

Theorem 3.4. A tensorial domino is trace-aperiodic if and only if it does not tile the line.

Even in the possibilistic case, it is interesting to link this demonstration through nilpotency
to the more common one relying on graphs (see for example [23]). It follows directly by
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interpreting the tensorial domino as an adjacency matrix. The coefficients of T n correspond
to the number of length n paths in the graph, and then the absence of any infinite path
exactly corresponds to nilpotency. In the same idea, tr(T n) counts the number of size n
cycles in the graph. Thus, the result states that an acyclic graph has no infinite path.

However, the strength of the nilpotency approach is that it still holds for any complex
matrix. So the result still holds for quantum dominoes, even with our generalized notions
of tiling and periodic patterns. This is not obvious, as one could have expected cases when
interference can suppress periodic patterns while still allowing arbitrary large configurations.
Or, on the contrary, situations when we have periodic patterns but interferences prevent large
configurations. Here is a typical example:

Example 3.5. The quantum domino 1√
2

(
1 0
0 i

)
has size one periodic patterns as tr(T ) = 1+i√

2 .

However, it has no periodic patterns of size two as tr(T 2) = 1
2tr

((
1 0
0 −1

))
= 0.

So in the quantum setting, we have to drop the classical intuition that a domino with size
k periodic patterns will admit size kn periodic patterns for all n. Hopefully, we still have the
following:
Lemma 3.6. If T is non-aperiodic, then it admits arbitrarily large periodic patterns. In
other words, for any N ∈ N, there exists k ≥ N such that Tk ̸= 0.

Proof. Let k be such that Tk ̸= 0 then it follows that T k is not nilpotent and then T kl is
not nilpotent for any l ∈ N. So by Proposition 3.3, there is an integer 1 ≤ m ≤ n such that
Tklm ̸= 0.

Happily, the link between periodicity and tilability still holds. Quantum dominoes are no
wilder than classical ones on this aspect. We will see that it is no longer true for quantum
Wang tiles.

For the classical case, trace-aperiodicity is equivalent to the aperiodicity of the support.
Proposition 3.7. Let T be a possibilistic or probabilistic domino. Then it is trace-aperiodic
if and only supp(T ) is aperiodic.

This is no longer true in the quantum case, when aperiodicity of the support is stronger,
as empathized by the following proposition.
Proposition 3.8. Let T be a quantum domino. If its support is aperiodic, then T is
trace-aperiodic.

Proof. Let T be such that supp(T ) is aperiodic. Let U be the possibilistic domino associated
with supp(T ) and take n ∈ N. Then by assumption, for any a ∈ A,

⟨a| Un |a⟩ = 0.

Therefore,

⟨a|
∑

a1···an∈An

n∏
i=1

Uai
ai+1 |a⟩ = 0

with a0 = an+1 = a. As U has only non-negative coefficients, all the terms of the sum are zero,
meaning that for each word a1 · · · an ∈ An, there is one i ∈ {1, . . . , n} such that Uai

ai+1 = 0.
By definition of U , we will also have T ai

ai+10 = 0, and so

⟨a|
∑

a1···an∈An

n∏
i=1

T ai
ai+1 |a⟩ = 0

Implying that tr(T n) = 0, therefore T is trace-aperiodic.
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A counter example to the converse is given by Example 3.2. Intuitively, the aperiodicity
of the support means that the tileset is just a “quantum version” of a classical aperiodic
tileset.

Overall, we have the following implications in the 1-dimensional quantum case, with the
addition of the right-left implication in the probabilistic and possibilistic case.

supp(T ) doesn’t tile Z ⇔ supp(T ) aperiodic ⇒ T trace-aperiodic ⇔ T doesn’t tile Z

The fact that aperiodicity of the support implies trace aperiodicity and that trace
aperiodicity is equivalent to non-tileability, suggest that trace aperidicity is the right extension
of the concept of aperiodicity to the quantum case. Now that we have extensively studied the
one-dimensional case, we will extend all definitions and interpretations to the two-dimensional
one. Sadly, we will not be able to rely on familiar matrix algebra anymore, and the full power
of the tensor formalism will be required there.

4 Tensorial tiles

4.1 Definition

d

c

b

a

Figure 1: Example of Wang tile
and portion of Z2 tiled.

As before, let A be a finite alphabet. A (two-dimensional)
Wang tile is a quadruplet (a, b, c, d) ∈ A4, each color cor-
responding to a side of the tile. Let τ be a finite set of
Wang tiles. A pattern p ∈ τS of finite support S ⊂ Z2

is said to be valid for τ if the color of the sides of each
tile of the pattern match, i.e. for all (i, j) ∈ D, write
x(i,j) = (a, b, c, d), then

(i + 1, j) ∈ D ⇒ ∃f, g, h, x(i+1,j) = (f, g, h, b)
(i − 1, j) ∈ D ⇒ ∃f, g, h, x(i−1,j) = (f, d, g, h)
(i, j + 1) ∈ D ⇒ ∃f, g, h, x(i,j+1) = (f, g, a, h)
(i, j − 1) ∈ D ⇒ ∃f, g, h, x(i,j−1) = (c, f, g, h)

We say that τ tiles the plane Z2 if the above holds for
S = Z2.

Like for the case of Z, compactness of the space AZ2 implies that τ tiles the plane if and
only if there exists arbitrarily large valid patterns. A valid pattern (or a tiling) x of support S
is said to be weakly periodic of period u ̸= 0 if for all v ∈ S, ∀k ∈ Z, v+ku ∈ S ⇒ xv+ku = xv.
It is strongly periodic if it has two non-colinear vectors of periodicity. It turns out that a
tileset admits a weakly periodic tiling if and only if it admits a strongly periodic one, thus we
simply say that τ is aperiodic if it has valid tilings but no weakly (equivalently no strongly)
periodic ones. A fundamental result in tilings is that in dimension two, unlike dimension one,
there exist aperiodic tilesets [6]. We aim to investigate if quantum interference allow us to
build new kinds of aperiodic tilesets.

Our definition of tensorial dominoes on the line directly extends into the definition of
tensorial tiles in the plane.

Definition 4.1. A tensorial tile is a 4-tensor, that can be seen as T ∈ C|A|⊗C|A|⊗C|A|⊗C|A|.
It is:

• possibilistic if and only if ∀(x, y, z, t) ∈ A4, Tx,y,z,t ∈ {0, 1}.
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• probabilistic if and only if ∀(x, y, z, t) ∈ A4, Tx,y,z,t ∈ [0, 1] and ∑(x,y,z,t)∈A4 Tx,y,z,t =
1.

• quantum if and only if ∑(x,y,z,t)∈A4 |Tx,y,z,t|2 = 1.

By convention, a tensorial tile will be depicted as: TTx,y,z,t

x

y

z

t=

Notice that we are writing indices in clockwise order, starting by the upper one. The
interpretation of the coefficients for the different types of tensorial tile are completely analogous
to tensorial dominoes. However, the situation is more intricate when it comes to composing
tiles.

We also define product and union of tensorial tile in a way that we will again have:
supp(T × L) = supp(T ) × supp(L) and supp(T ⊎ L) = supp(T ) ⊎ supp(L).

Definition 4.2 (Union). The union of two tensorial tiles T ∈ Cd4 and L ∈ Ck4 is the
tensorial tile T ⊎ L ∈ C(d+k)4 whose coefficients are:

(T ⊎ L)x,y,z,t =


Tx,y,z,t if 1 ≤ x, y, z, t ≤ d

Lx−d,y−d,z−d,t−d if d < x, y, z, t ≤ d + k

0 otherwise.

which corresponds to the direct sum of the tensors.

The product corresponds to the tensor product with an additional permutation of indices.

Definition 4.3 (Product). The product of two tensorial tiles T ∈ Cd4 and T ′ ∈ Cd′4 ,
(T × T ′) ∈ C(dd′)4 is defined as: (T × T ′)x,a,y,b,c,z,d,t = Tx,y,z,tT

′
a,b,c,d, graphically:

T

T ′

10



4.2 Tilings as tensor networks

T

TT

T

T

In two dimensions we can’t directly see a tensorial
tile as a matrix, so now juxtapositions of tiles will
not be represented as matrix product but as tensor
contraction. The idea is to place some tensorial tiles
in the plane and perform a contraction each time
two tiles are adjacent. Thus given a tensorial tile T
and a finite part of the plane S we should be able to
construct a tensor S ·T that represents S covered with
the tensor T on each of its positions, and contracted
where necessary. We start by fixing a set of abstract
indices themselves indexed by couples of half integers
(ia,b)(a,b)∈Z×(Z+ 1

2 )
⋃

(Z+ 1
2 )×Z, they corresponds to the

red dots on the picture, one for each possible link.
This allows us to match S with a tensor in abstract index notation.

Definition 4.4. Given a tensorial tile T and finite shape S ⊂ Z2, we define:

S · T =
∏

(x,y)∈S

Ti(x,y+ 1
2 ),i(x+ 1

2 ,y),i(x,y− 1
2 ),i(x− 1

2 ,y)

Thanks to Einstein’s summation convention, each repeated indices are summed, and the
necessary contractions occur. Of course, once the tensor have been properly defined, we are
free to rename the indices, thus the final result is translation invariant: S · T = t(S) · T for
any translation t.
Example 4.1. We consider the shape S = {(−1, 1), (1, 1), (0, 0), (1, 0), (0, −1)}. Then the
corresponding tensor S · T is:

Ti(−1, 3
2 ),i(− 1

2 ,1),i(−1, 1
2 ),i(− 3

2 ,1)
Ti(1, 3

2 ),i( 3
2 ,1),i(1, 1

2 ),i( 1
2 ,1)

Ti(0, 1
2 ),i( 1

2 ,0),i(0,− 1
2 ),i(− 1

2 ,0)

Ti(1, 1
2 ),i( 3

2 ,0),i(1,− 1
2 ),i( 1

2 ,0)
Ti(0,− 1

2 ),i( 1
2 ,−1),i(0,− 3

2 ),i(− 1
2 ,−1)

Which after renaming of the indices is: Ta,b,c,dTe,f,g,hTi,j,k,lTg,m,n,jTk,o,p,q, a 14-tensor with 14
indices and two repeated ones, g and j. Graphically:

S =

T

TT

T

T

S · T =

Where we can see the two links corresponding to indices g and j.
When taking the union (i.e. direct sum) of tensorial tiles, linearity gives us the following

property.

Proposition 4.2. Let T , L be two tensorial tiles and S a shape. Then S · (T ⊎ L) =
(S · T ) ⊎ (S · L).

Proof. Unfolding the definitions, we have:

11



S · (T ⊎ L) =
∏

(x,y)∈S

(T ⊎ L)i(x,y+ 1
2 ),i(x+ 1

2 ,y),i(x,y− 1
2 ),i(x− 1

2 ,y)

=

 ∏
(x,y)∈S

Ti(x,y+ 1
2 ),i(x+ 1

2 ,y),i(x,y− 1
2 ),i(x− 1

2 ,y)


⊎

 ∏
(x,y)∈S

Li(x,y+ 1
2 ),i(x+ 1

2 ,y),i(x,y− 1
2 ),i(x− 1

2 ,y)


= (S · T ) ⊎ (S · L)

For a possibilistic tile, the coefficients of S · T correspond to the number of possible ways
to tile the shape S while satisfying the border conditions given by the indices. As for tensorial
dominoes, the coefficients of S · T for probabilistic and quantum tiles correspond respectively
to probabilities and amplitudes. For possibilistic dominoes, the existence of a valid (infinite)
tiling is equivalent to the fact that any (finite) shape should have a valid tiling. This suggests
the following generalized notion of tiling:
Definition 4.5. A tensorial tile T tiles the plane if and only if for all finite S ⊂ Z2, S · T ≠ 0.

It is easy to see that any sub-shape of a non-zero tensor will have a non-zero tensor.
Lemma 4.3. Let T be a tensorial tile and S′ ⊆ S ⊂ Z2 such that S · T ̸= 0. Then S′ · T ̸= 0.

Therefore, it is enough to check that a tileset tiles infinitely many rectangles to know if it
tiles the whole plane. We will write Rm,n = J1, mK × J1, nK ⊂ Z2.
Proposition 4.4. A tensorial tile T tiles the plane if and only if for all m, n, Rm,n · T ̸= 0.

Example 4.5. A very small yet interesting classical tileset is the following one:

It is the famous dimer model, i.e. tilings of the grids by 2 × 1 rectangles, which has been
studied extensively [8, 21, 30]. As a possibilistic tile, it is represented by the following binary
tensor, with x, y, z, t ∈ {0, 1}:

Txyzt = 1 if and only if x + y + z + t = 1.

It turns out that this tensor corresponds to the black spider of the ZW-calculus, a well
studied graphical language for quantum computing. In [9], this correspondence allowed us to
make a new combinatorial interpretation of the ZW calculus. And the study of its fragment
representing dimer tilings allowed us to develop new techniques to count dimer tilings based
on diagram rewriting.
Example 4.6. One can derive a quantum tileset from the previous dimer model, for example
by considering a model with two different complex weights on the horizontal and vertical
dimers. For that we define T by:

T1,0,0,0 =
√

7
4

T0,0,1,0 =
√

7
4

T0,1,0,0 = −1
4

T0,0,0,1 = 1
4

Tx,y,z,t = 0 otherwise

12



Then, it is a quantum tile, and it represents the dimer tileset with amplitudes
√

7
4 on tiles

and , amplitude −1
4 on and 1

4 on . In other words, vertical dimers have weight 7
16

and horizontal ones − 1
16 .

4.3 (a)Periodicities

As our definition of tensorial tiles allows us to only talk about sets of valid patterns, and to
stay as close as possible to the usual terminology, we will only define notions of aperiodicity,
not periodicity.

In the general tensorial case, it is not immediate that weakly and strongly aperiodic are
equivalent. We will see in this section that they are, just like in the classical case.

First, let us define a directional trace along some vector.

Definition 4.6 (Directional trace). Let T be a tensorial tile, u ∈ Z2 − {(0, 0)} and S ⊂ Z2.
The trace along u = (a, b) of S · T is:

tru(S · T ) =
∏

(x,y)∈S

Ti(x,y+ 1
2 ) mod u, i(x+ 1

2 ,y) mod u, i(x,y− 1
2 ) mod u, i(x− 1

2 ,y) mod u

Intuitively, the directional trace will sum together all the indices that can be “linked” by
the given vector, the other borders being untouched and their indices staying free.

tru(S · T )=

u

Figure 2: Example of directional trace with u = (3, 1).

We will usually apply it to rectangular shapes. When tracing a rectangle shape without
specifying a direction, we will always imply that we sum opposite sides together:

tr(Rm,n · T ) = tr(0,n)(tr(m,0)(Rm,n · T ))

tr(R3,2 · T )=

Notice that we have tr(Rm,n ·(T ⊎L)) = tr(Rm,n ·T )+tr(Rm,n ·L) and tr(Rm,n ·(T ×L)) =
tr(Rm,n · T )tr(Rm,n · L). Using this directional trace, we can now define the two notions of
trace-aperiodicity. Note that intuitively, a strongly aperiodic tileset is a tileset that cannot
tile in a weakly periodic manner. Similarly, a weakly aperiodic tileset cannot tile in a strongly
periodic way (the two strongness notions switch when we consider the negative assertion).

Definition 4.7 (Strong trace aperiodicity). A tensorial T is strongly trace-aperiodic if for all
u = (x, y) ̸= 0, there exists an n such that either tru(Rx,n · T ) = 0 or tru(Rn,y · T ) = 0.

Definition 4.8 (Weak trace aperiodicity). A tensorial T is weakly trace-aperiodic if for all
rectangle Rn,m, tr(Rn,m · T ) = 0.

13



Those definitions are generalizations of the usual ones for Wang tile sets.
First, we show that the link between the aperiodicity of a tensorial tile and the aperiodicity

of its supports works as in dimension one.

Proposition 4.7. Given a tensorial tile T , if supp(T ) is weakly (respectively strongly)
aperiodic then T is weakly (respectively strongly) trace aperiodic. Furthermore, the converse
holds if T is a possibilistic or probabilistic tile.

Proof. We start by proving the contrapositive of the weak case. Let’s consider a tensorial
tile T which is not strongly aperiodic, in other words, there is a u = (x, y) ̸= 0 such that for
all n, tru(Rx,n · T ) ̸= 0 and tru(Rn,y · T ) ̸= 0, by symmetry we will consider that x ̸= 0 and
only consider the rectangles Rx,n. This implies that at least one of the coefficient in the sum
defining the trace is non-negative, and then supp(T ) can tile arbitrary wide stripes with the
u-directional boundary conditions.

T T T

T T T

T T T

T T T

|x1⟩

|x1⟩

|x2⟩

|x2⟩

=
∑

x∈C2 ⇏= 0 ∃x ∈ A2
T T T

T T T

|x1⟩

|x1⟩

|x2⟩

|x2⟩

̸= 0

By repeating those stripes vertically we get u-periodic tilings of arbitrarily wide shapes,
and then a valid u-periodic tiling of Z2 by compactness. So supp(T ) is not strongly aperiodic.

For the converse in the possibilistic and probabilistic case, if supp(T ) admits a u-periodic
tiling providing a non-null term in the sum defining the u-directional trace. If the coefficients
of T are non-negative, this implies that the u-directional trace is non-null as well, and then
T is not strongly trace-aperiodic.

We now prove the contrapositive of the weak case. Let’s consider a tensorial tile T which
is not weakly aperiodic. In other words, there is a rectangle Rn,m such that tr(Rn,m · T ) ̸= 0.
It implies that at least one of the coefficients in the double sum defining the trace is non-zero.
Then supp(T ) can tile the rectangle with both vertical and horizontal periodic boundary
conditions.

T T T

T T T

T T T

T T T

|x1⟩

|x1⟩

|x2⟩

|x2⟩

=

∑
x∈A3

⇏= 0

∃x ∈ A3

T T T

T T T
̸= 0

|x3⟩

|x3⟩

|x1⟩ |x2⟩ |x3⟩

|x1⟩ |x2⟩ |x3⟩

|y1⟩

|y2⟩

|y1⟩

|y2⟩

|y1⟩

|y2⟩

|y1⟩

|y2⟩∑
y∈A2

∃y ∈ A2

Repeating this rectangle horizontally and vertically provides a valid tiling of Z2, which is
both (n, 0)-periodic and (0, m)-periodic, and then supp(T ) is not weakly aperiodic.

For the converse in the possibilistic and probabilistic case, if supp(T ) has strongly periodic
tilings, then it is known that supp(T ) admits rectangular periods, meaning that there are
two vectors (n, 0) and (O, m) and a configuration which is both (n, 0)-periodic and (O, m)-
periodic. This tiling provides a way to tile the rectangle Rn,m with both vertical and horizontal
boundary conditions, and then there is a non-null term in the sum defining tr(Rn,m · T ). If
the coefficients of T are non-negative (possibilistic and probabilistic case) this implies that
tr(Rn,m · T ) ̸= 0, and then T is not weakly trace-aperiodic.

Using the previous results on dominoes one can show, as expected, that strong periodicity
(the negation of the previous definition) implies that the tile tiles the plane:
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Lemma 4.8. If a tensorial tile is strongly trace-periodic, then it tiles the plane.

Proof. Let T be a strongly periodic trace-periodic tensorial tile. In other words, there
exists n and m such that tr(Rn,m · T ) ̸= 0. Seing tr(0,n)(Rn,m · T ) as a matrix we have
tr(Rn,m · T ) = tr(tr(0,n)(Rn,m · T )). Then tr(0,n)(Rn,m · T ) is a trace-periodic tensorial
domino, and by Lemma 3.6, one can find arbitrarily large k such that tr(0,n)(Rn,m · T )k =
tr(0,n)(Rn,mk · T ) ̸= 0. Reiterating the same argument in the other direction we have that we
can find arbitrarily large k and l such that tr(Rnl,mk · T ) ̸= 0. It implies that Rnl,mk · T ̸= 0,
so T tiles the plane.

As the name suggests, any strongly trace-aperiodic tensorial tile is also weakly trace-
aperiodic. Perhaps less straightforwardly, weak and strong aperiodicity are actually equivalent,
just like in the classical case.

Proposition 4.9. If a tensorial tile T is weakly trace-aperiodic, then it is strongly trace-
aperiodic.

The proof is more difficult than the well-known similar result in the classical case due to
the possible presence of negative coefficients in the tensors. However, it follows similar ideas,
but re-expressed in the new tensorial formalism.

Proof. We prove the contrapositive: assume that T is not strongly aperiodic, i.e. there is
a u = (a, b) ̸= 0 such that for all n, tru(Ra,n · T ) ̸= 0 and tru(Rn,b · T ) ̸= 0, without loss of
generality we will assume that b ̸= 0 and a, b ≥ 0, the other cases being symmetrical. For any
n, tru(Rn,b · T ) is depicted:

tru(Rn,b · T ) = Rn,b · T

a

n − a

a

n − a
bb

... ... ...

.........

...

...

... ...

For all n ≥ a + 1 we define the matrix Kn by reorganizing the indices of tru(Rn,b · T ) as
follows:

Kn =

Rn,b · T bb

... ... ...

.........

...

...

... ...

......

...

a ... a

...

...
n − a

n − a

We remark that Km ◦ Kn = Kn+m:
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Rn,b · T

... ... ...

.........

...

...

... ...

......

...

...

...

...
n − a

n − a

Rm,b · T

... ... ...

.........

...

...

... ...

... ...

...

...
m − a

m − a

=

R(n+m),b · T

... ... ...

.........

...

...

... ...

......

...

...

...

...
(n + m) − a

(n + m) − a

As Kn is tru(Rn,b · T ) with reorganized indices, Kn = 0 only if tru(Rn,b · T ) = 0 which
is never true by hypothesis, and then for each n, Kn ≠ 0. In particular (Kn)l = Knl ≠ 0
for all l, so Kn is not nilpotent. Setting n = a + 1, by charaterization of (non-)nilpotent
matrices (Proposition 3.3), there exists m0 such that tr(m0(a+1),0)

(
tr(a,b)(Rm0(a+1),b)

)
=

tr(Km0(a+1)) ̸= 0. We will fix q = m0(a + 1), graphically:

tr(Kq) =

Rq,b · T

... ... ...

.........

...

...

... ...

......

...

q − a

q − a

...

...
...

...

...

...

...

...

...

...

...

̸= 0

We will now look at our tensors as matrices from bottom to top. Let σ be the cyclic
permutation matrix corresponding to moving the first a elements to the end of a list of q
elements. We define the matrix L as L = σ ◦ tr(q,0) (Rq,b), pictorially:

L = Rq,b · T

... ...

......

a

...

...
...

... ...

q − a

...

...
...

......

aq − a

σ

We directly see graphically that: tr(L) = tr(Kq) ̸= 0 so L is not nilpotent. Then:

(
σl ◦ tr(q,0) (Rq,lb · T )

)
◦
(
σk ◦ tr(q,0) (Rq,kb · T )

)
= σ(k+l) ◦ tr(q,0)

(
Rq,(k+l)b · T

)
We show it pictorially:
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Rq,kb · T

... ...

......

...

...
...

... ...

...

...
...

......

σk

Rq,lb · T

... ...

......

...

...
...

... ...

...

...
...

σl

=

Rq,kb · T

... ...

......

...

...
...

... ...

...

...
...

......

σk

T

...

...

...

... ...

σl

T

T

T

TT

T T

............

...

...

...

=

σl ◦ σk

...

Rq,kb · T

... ...

......

...

...
...

... ...

...

...
...

......

T

...

...

...

... ...

T

T

T

TT

T T

............

...

...

...

...

In this last step, we make the vertical columns of T slide along the horizontal trace until
the lower permutation σk is completely disentangled and equal to the identity. This has
the effect of composing the upper permutation with σk. Notice that the fact that σk is
cyclic is crucial for this operation to be done only by sliding columns along the trace. Then
recombining the T s gives:

Rq,(k+l)b · T

... ...

......

...

...
...

... ...

...

...
...

......

=

Rq,kb · T

......

...

...
...

... ...

...

...
...

......

Rq,lb · T

... ...

......

...

...
...

... ...

...

...
...

σl ◦ σk

σl ◦ σk

From this it follows that: Lk = σk ◦ tr(q,0) (Rq,kb · T ). Since σ is a permutation there is a p
such that σp = id and then Lp = tr(q,0) (Rq,pb · T ). Furthermore as L is not nilpotent, Lp is
not nilpotent, and then by Proposition 3.3 there exists m ∈ N such that tr(Lmp) ̸= 0. This
provides a rectangle Rq,mpb such that:

tr(Rq,mpb · T ) = tr(0,pb)
(
tr(q,0) (Rq,mpb)

)
= tr(Lmp) ̸= 0

and then T is not weakly aperiodic.

Overall, we see that just like in the possibilistic case, strong and weak aperiodicity are
totally equivalent. Thus, we will only talk about trace aperiodicity without mentioning its
weak or strong character. Notice that for classical tile sets having a rectangular strong period
implies that there is a square strong period, however we did not manage to obtain a similar
result for tensorial tiles in general. Neither did we manage to find any counter example. We
state this problem as a first open problem.
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Open problem 1. Given any tensorial tile T , does tr(Ra,b · T ) ̸= 0, for some a, b ∈ N,
implies that there is an n ∈ N such that tr(Rn,n · T ) ̸= 0 ?

This problem is more difficult than it seems. Given any rectangle such that tr(Rn,m ·T ) ̸= 0
we can show that the sequences k 7! tr(Rkn,m · T ) and k 7! tr(Rn,km · T ) are linear recurrent,
and then we can use a wide variety of results to independently study there zeroes. However,
we need to understand the interplay of those different sequences to tell anything about
k 7! tr(Rk,k · T ), it seems that the mathematical tools to describe those kind of two
dimensional sequences are yet to be developed.

4.4 A quantum aperiodic tiletset

In dimension one, the only trace-aperiodic quantum tilesets are the ones that do not tile the
line. In dimension two, just like in the classical case, these two notions are not equivalent. A
classical aperiodic tileset provides an obvious (but not very satisfying) example of a quantum
aperiodic tileset that tiles the plane. The interesting question is whether quantum interference
allow new kinds of aperiodicites to appear. Thus we have to look for a quantum tileset
that is trace-aperiodic, but whose support is not aperiodic. Such a tileset really needs the
interference to be aperiodic.

Theorem 4.10. There exists a quantum tile T that: has a non-aperiodic support, tiles
the plane, i.e., for all shape S, S · T ̸= 0, and is trace-aperiodic, i.e., for any rectangle
R, tr(R · T ) = 0.

Proof. Let τA be any usual aperiodic tileset (for example Kari’s aperiodic tileset [18]) and TA

its associated possibilistic tile. Let N = 1
2

(
1 1

−1 −1

)
and TN be the following 2D quantum

tile:
(TN )x,y,z,t = ⟨x| N |z⟩ ⟨t| N |y⟩ .

We denote its support (wich is the full tileset) by τN . First, remark that since N2 = 0, we
have R · TN = 0 for any rectangle R, strictly larger than 1 × 1. Then for any rectangle R,
tr(R · TN ) = 0, as tr(TN ) = tr(N)2 = 0. However, all tiles are in τN , in particular the ones
with the same color everywhere, so τN has many valid periodic tilings.

Then T := TA ⊎ TN checks the conditions of the theorem:

Has a non-aperiodic support : supp(T ) = supp(TA ⊎ TN ) = τA ⊎ τN and τP has valid
periodic configurations.

Tiles the plane : First T ̸= 0 and for any rectangle R bigger than 1 × 1, R · T = R · TA ⊎
R · TN = R · TA ⊕ 0 ̸= 0 as TA tiles the plane.

Is trace-aperiodic : For any rectangle R, tr(R · T ) = tr(R · TA) + tr(R · TN ) = 0 because
TA is aperiodic and we already know that tr(R · TN ) = 0.

This very simple example shows that quantum interference can force aperiodicity, however
it is quite artificial, since a subset of its support form a classical aperiodic tileset (the support
of TA is classicaly apeirodic by definition). This suggest the following definition.

Definition 4.9 (Purely quantum aperiodic tile). A tensorial tile T is said purely quantum
aperiodic if it tiles the plane, it is trace-aperiodic and no subsets of supp(T ) are aperiodic
tilesets tiling the plane.
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Such tileset would exhibit aperiodicity of a new kind that do not rely on classical
aperiodicity but only on interference. The existence of such a tileset is the second open
problem of quantum tiling theory that we state.

Open problem 2. Does a purely quantum aperiodic tensorial tile exist ?

In particular, such tileset would not be concerned by the lower bound of [15], opening the
possibility of quantum aperiodic tilesets with less than 11 tiles.

5 Applications

5.1 Space time diagram of quantum cellular automata

Wang tilesets are very often used as a way of representing space-time diagram of (classical)
cellular automata. In this section we show that our model of quantum tiles allow us to do
the same for certain type of quantum cellular automata.

Without defining all the term, a (one dimensional) quantum cellular automaton is an
operator on quantum configurations which is unitary, shift-invariant and causal (meaning
that it can be decomposed into a uniform local functions with a finite radius of influence). A
particular type of quantum cellular automaton is a partitioned (one-dimensional) quantum
cellular automaton (PQCA), defined by a local unitary operator U , which can be written as
a 4-tensor. It is also required to preserve a special quiescent state |q⟩, i.e. U |q⟩ = |q⟩. Its
global operator is then ⊗ZZn U (Section 5.1). This type of quantum cellular automaton may
seem restrictive, as its radius is only two cells, however they are intrinsically universal: they
able to simulate any quantum cellular automaton [3].

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

U

Figure 3: Space-time diagram of a
PQCA. The Us are the local unitary
operators, the configurations are the
infinite lines of wire between them.

Up to a constant factor, any PQCA U is actually
a quantum tile. Therefore, Rm,n · U (or any S · U)
represents exactly a portion of space-time diagrams of
the PQCA U , with any possible boundary condition.
This shows how our model of quantum tile is a good
generalization of Wang tiles, in the sense that it is able
to represent spacetime diagrams of any PQCA, just as
how classical Wang tiles can represent the space-time
diagram of any radius-1

2 cellular automaton.

5.2 Simulating quantum walks

Our model of tensorial tilings exhibits typical quantum
behaviors. We illustrate this by providing an example
of quantum Wang tile simulating the simplest model
of quantum walks on the line. The idea is to describe
a walker on the line by its position x ∈ Z and its
direction of movement d ∈ {◀,▶}. In the quantum
formalism the state of a walker is then a state |x, d⟩, i.e. a superposition of the position in Z
together with one qubit encoding a direction (left or right). Formally, at each step the step
of the walker is of the form: ∑x∈Z

∑
d∈{◀,▶} yx,d |x, d⟩. At each step of the walk, the walker

updates its direction with a unitary U =
(

a b
c d

)
(called the coin operator), and then moves

one step to the right or to the left according to its direction, which amounts to apply the
shift operator S such that: |x,◀⟩ 7! |x − 1,◀⟩ and |x,▶⟩ 7! |x + 1,▶⟩.

So in one step the state of the walker evolves as:
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|x,◀⟩ 7! a |x − 1,◀⟩ + c |x + 1,▶⟩
|x,▶⟩ 7! b |x − 1,◀⟩ + d |x + 1,▶⟩

We built a quantum tile whose tilings represent the two-dimensional space time diagram
of the walker evolution. We use three colors, ∅ representing an empty cell, ◀, representing a
walker with left direction, and ▶, representing the walker with right direction. Our quantum
tile is then defined as the following tiles with the following amplitudes:

◀
a c b d1 1 1◀ ◀

◀ ◀
◀▶

▶
▶

▶
▶
▶

The first three tiles propagate the walker (or its absence) encoding the shift operator S, and

the four last encode the coin unitary U =
(

a b
c d

)
. To simulate a walk with our quantum

Wang tile we will consider a grid of odd width with empty boundary conditions on the left
and right side. The lower side will encode the initial position of the walker with empty
everywhere, except in the middle position where the walker is in a uniform superposition of
direction left and right. The upper edge of the grid will allow us to read the result of the
walk, we cautiously choose a width large enough to avoid forcing the walker to bounce, that
is m ≥ 2n + 1. Notice that choosing a = b = c = d = 1 we recover the classical uniform
random walk, and obtain a Gaussian distribution, however taking U = H we obtain the
typical two-spikes distribution of the Hadamard quantum walk (see Fig. 4). This highlight
the richness of our model: a small quantum tileset is enough to simulate interesting quantum
phenomena.

∅ ∅ ∅ ∅
|▶⟩ − i |◀⟩

∅ ∅ ∅ ∅

∅

∅

∅

∅

∅

∅

∅

∅

Figure 4: Simulation of four steps of a quantum walk using a 9×4 pattern tiled by a quantum
Wang tileset. One can see the characteristic Gaussian distribution of the classical walk (left
data, in blue) and the two-spikes distribution caused by quantum interference (right data, in
red). Note that the odd positions have probability 0 due to the design of the tileset.

6 Conclusion and further research directions

To summarize our contributions, we introduced a notion of quantum Wang tiles in dimensions
one and two and demonstrated how they might behave differently than usual Wang tiles. In
dimension one already, interference can change the allowed patterns of a tileset, changing the
standard notion of “tiling the line”. In dimension two, the same behavior is observed with
periods, even though some fundamental properties still hold. This preliminary work opens a
lot of questions to be investigated, and we try here to provide a list as complete as possible
of relevant directions, a few of which having already been mentioned in the paper.

6.1 Minimal trace-aperiodic tiling

The obvious next goal is to find a “purely quantum” aperiodic tileset, as our current
construction relies on a classical aperiodic tileset. For classical Wang tilesets, Jeandel and
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Rao showed that no aperiodic tileset can have less than 11 tiles [15]. However, no such
limitation is known in the quantum world, and it might be possible to use the power of
interference to create a quantum aperiodic tileset with less than 11 tiles in its support.

6.2 Cellular automata

A key motivation for the development of quantum Wang tiles was the quest for a mathematical
object playing with respect to quantum cellular automata, the role that usual Wang tiles
play with respect to cellular automata. Our current model depicts exactly (finite) space-time
diagrams of Partitioned quantum cellular automata that can simulate any other quantum
cellular automata [3]. This connection is not developed in the present paper and is the subject
of ongoing work. We are particularly interested in the relationship between determinism in
tilings and causality in tensor networks.

6.3 Condensed matter physics

We expect that linear algebraic and string diagrammatic methods could be of interest to
reformulate and to study quantitative aspects of tiling theory. The properties of possibilistic
tiles allow to count the number of admissible patterns via algebraic methods, a very important
problem in statistical physics (see for example [20]). More generaly we hope our model could
act as a bridge between symbolic dynamic and condensed matter theory. The object studied
in those field are very similar but are approached with completely different sets of question by
the different comunities. Indeed diagrams similar to ours have also been used in condensed
matter theory, for example, to represent MPS product states [24]. The precise link between
our framework and this field will be the object of further work. The cornerstone question
here being to link the physicist point of view on local constraints, describing the desired
configuration as the ground state of a Hamiltonian, with the approach of mathematicians and
computer scientists, who typically understand local constraints as local forbidden patterns.

6.4 Diagrammatical rewriting

One can have a purely syntactic approach to tensors using diagrammatic equational theories.
In a sense, this mean opening the tensorial tiles to build them from elementary generators and
apply rewriting technics to study there properties. This approach allows a direct connection
with the diagrammatic languages used to represent quantum processes, as ZX, ZW and ZH-
calculus [5,10,11] that have already been used to approach similar combinatorial problems [12].
The diagrammatical language share many property with opur model, in particular they share
the same freedom in defining prefered a prefered direction of time to interprte the diagram.
More generally, even if we choose not to emphasize this aspect too much, our approach is
deeply rooted in the categorical quantum mechanic program, and the theory of monoidal
categories [7]. Indeed the way we defined tensorial tiles can be naturally generalized in
compact closed categories.

6.5 Diagrammatical symbolic dynamics

A very powerful tool to understand classical Wang tilings is the strong link with subshifts of
finite type and thus symbolic dynamics. It would be interesting to design a quantum analog
of subshifts of finite type. However, this is not a straightforward task, mainly because the
no-cloning theorem prevents cells from communicating their whole state to more than one
neighbor.

We introduced quantum Wang tiles only for the line and the plane but the extension in
higher dimension is straightforward. Hypercube tensorial tiles of dimension d are tensors
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with 2d indices and definitions of possibilistic, probabilistic and quantum hyper tiles are
completely analogous. The formalism also directly extends to the case of other shapes, such
as triangles or hexagons, extensions to different topologies are also possible, like a torus or
Cayley graphs of groups.

Our ongoing work on reformulating symbolic dynamics in a tensorial formalism raises the
hope that it allows natural generalization of one-dimensional techniques (for example based
on finite automata) to study configurations on more exotic topologies than the line.

6.6 Skolem

Our tensorial view on tilings allow us to draw a new bridge between tilings and the Skolem
problem [25]. The Skolem problem can be formulated as follow. The input is a square
integer matrix M with a pair of vectors |a⟩ , |b⟩. It asks the question whether there exists
n such that ⟨a| Mn |b⟩ = 0. It is in fact very similar to the problem of tiling the line with
tensorial dominoes. Indeed, tensorial domino M does not tile the line if and only if there
exists n such that for all pair of vectors |a⟩ , |b⟩, ⟨a| Mn |b⟩ = 0. However, one can notice the
difference of quantification between the two problems, leading to different results regarding
their decidability: the tiling problem is decidable, as equivalent to deciding the nilpotency of
the matrix, whereas the decidability of the Skolem problem is still unknown. This similarity
allow us to interpret the Skolem problem as a (tensorial) tiling problem: there is no zero in
the sequence (⟨a| Mn |b⟩)n if and only if the tensorial tile M admits arbitrary wide patterns
with border ⟨a| , |b⟩. In other words, the Skolem problem corresponds to a ”constrained”
domino problem, where the border is imposed to be ⟨a| , |b⟩ instead of any color vector.

It is also possible to reduce the Skolem problem to the two-dimensional tensorial tiling
problem using a Robinson aperiodic tileset, and classical tricks from tilings in order to make
patterns ⟨a| Mn |b⟩ appear in the tiling for all n, in the squares drawn by the Robinson tileset.
This tensorial tile then tiles the plane if and only if ⟨a| Mn |b⟩ ̸= 0 for all n. Of course the
2D tiling problem being undecidable, this does not show help deciding Skolem problem, but
this draws an interesting link between Skolem’s problem and tiling problems. It places it
somewhere at the fascinating frontier between the 1D tiling problem (decidable) and 2D
tiling problem (undecidable).

This link also shows that our open problems might be very difficult to tackle. Especially
Open problem 1, as it can be understood as understanding the zeroes of a sequence defined
not by a matrix product as in Skolem, but by more general 2D tensor contraction. If Skolem’s
problem is not fully understood for matrix power, Open problem 1 looks even more challenging
as the ”growing square of a tensor” operation is much more complex and less understood
than matrix power.
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Michael Walter, and Freek Witteveen. The minimal canonical form of a tensor network,
2022. URL: https://arxiv.org/abs/2209.14358, doi:10.48550/ARXIV.2209.14358.
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