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ABSTRACT
Low latencies connections and decentralized servers are currently
showcasing a new potential for distributed computing. By moving
away from traditional centralized cloud models and toward edge
computing, which allows for more autonomy and decision-making
at the network’s edge, almost any physical thing can be turned
into an Internet of Things (IoT) device that can elaborate on data it
senses from its environment. In this context, service management
and adaptation routines in a highly dynamic and geographically
distributed federation depends on a large number of factors ranging
from performance to cost and the fluctuation of the data quality.

This paper presents mechanisms for monitoring resources at the
edge in real-time, orchestrating service provisioning, performing
data-driven decisions on behalf of applications, adapting service lo-
cations, and coordinating sensing tasks. The demonstration focuses
on autoscaling of containers, service placement and distributed
sensing, while considering utility metrics to help achieve a fluid
workload in Kubernetes clusters.
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1 INTRODUCTION
Low latencies connections and decentralized servers are currently
showcasing a new potential for distributed computing. This shift
from traditional centralized Cloud models enables distributed ana-
lytics spanning resources at the edges, in the core and in-between,
also referred to as the Computing Continuum [3, 4]. The Computing
Continuum aggregates the architectural and algorithmic challenges
of its individual layers while presenting new challenges related to
their control and adaptation.

The Computing Continuum is an ideal platform for supporting
urgent computing, i.e., computing under strict time and quality
constraints to support decision making with the desired confidence
within a defined time interval [5, 11]. However, it represents ex-
treme heterogeneity in the capabilities and capacities of systems,
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furthered coupled with extreme uncertainty arising from the avail-
ability and quality of data, resources, and services [13]. Thus, the
end-to-end performance of applications deployed across the con-
tinuum relies both on the understanding of application models and
components, as well as the resources available during execution.

Processing capacity
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Data size per computing unit

In-transitEdge Core

Figure 1: An abstract view of the Computing Continuum.
Traversing the data path from the network edges, via in-
transit resources, to the core, resources typically increase
in scale and processing capacity, but also imply increasing
latency and data movement costs.

Such applications benefit from a computing environment built
on top of mixed, heterogeneous and even mobile resources, that
promises to map user expectations and constraints in terms of
response time, solution quality, data resolution, cost, energy, etc.
Particularly, pervasive applications will need a flexible and dynamic
provisioning of computing services , that is, a provisioning system
capable of orchestrating (activating, deactivating, updating, inte-
grating, etc.) processing, storage and networking resources.

This work focuses on adaptation routines for data-driven ap-
plications using Kubernetes, the de facto standard, for service or-
chestration. The demonstration consists in a (1) deployment of an
edge-cloud cluster on Kubernetes, (2) a service placement defined
by the location of data products and performance of data process-
ing, and (3) an autoscaling mechanism for adapting the number of
services instances with regards to over-provisionning.

2 MOTIVATION
2.1 Urgent Computing
Urgent science describes time-critical, data-driven scientific work-
flows that can leverage distributed data sources in a timely way
to facilitate important decision making. Examples of urgent sci-
ence span various domains ranging from applications that aim to
improve quality of life, monitor civil infrastructures, respond to
natural disasters and extreme events, and accelerate science. Ur-
gent science workflows present requirements and constraints due

https://doi.org/10.1145/3676288.3676307
https://doi.org/10.1145/3676288.3676307
https://doi.org/10.1145/3676288.3676307
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3676288.3676307&domain=pdf&date_stamp=2024-08-23


SSDBM 2024, July 10–12, 2024, Rennes, France Daniel Balouek

to the nature and distribution of the data, the complexity of the
models involved, the stringent error thresholds, and the strict time
constraints [2].

The Earthquake Early Warning (EEW) application [7] is repre-
sentative of that class of problems, with two important data pro-
cessing steps: a by-sensor time-series classification and a by-region
combination of sensor predictions, as illustrated in Figure 2.

Figure 2: An illustration of the Distributed Multi-Sensor
Earthquake Early Warning use-case [7]. Seismic sensors lo-
cated in the Edge send measurements to gateways in the net-
work which pre-process the data. Those preprocessed data
are sent to cloud servers which complete the data processing
and eventually broadcast earthquake alerts.

Such Cyber-Physical System (CPS) combines physical and com-
putational components to monitor and control physical processes.
CPSs integrates physical processes, control algorithms and commu-
nication networks to deliver alerts within an information-sharing
network. In other words, our vision for Urgent Computing aims at
taking advantage of a broad computing landscape that mixes Cloud
Computing, Edge Computing and IoT resources.

It is essential in this setting to effectively integrate edge devices
and cloud servers in order to quickly and accurately address any
scenario and minimize the volume of data sent to the cloud. This
necessitates the implementation of a reliable adaptation mechanism
that consistently monitors, understands, and adjusts in response to
the changing conditions of the computing environment.

3 METHODOLOGY
3.1 Data quality adaptation strategy
The system comprises a set of distributed and finite resources with
varying computational and network capabilities. To analyze sensor
data from numerous sources on these resources, one must select a
system that balances latency and accuracy. This section describes
an approach for adapting data quality in applications that rely
on sensor data. This approach determines the allocation of data
characteristics across the current data sources. It assesses whether
the system is capable of handling the original data qualities of all
data sources, or if a drop in quality is necessary. This approach
ensures the quality of the produced data while ensuring that the
system accuracy is above a predetermined threshold 𝑎𝑚𝑖𝑛 . The
service responsible for implementing this strategy is deployed on
the Edge.

Let 𝐵 = {𝑏1, ..., 𝑏𝑚} be the set of possible quality distributions
among data sources. Each distribution 𝑏𝑖 is formulated as {𝛽 · 𝑞𝑙 |

1 ≤ 𝛽 ≤ 𝑘 and 𝑞𝑙 ∈ 𝑄}, where 𝛽 represents the number of data
sources having the data quality 𝑞𝑙 and 𝑘 is the total number of
data sources in the system. 𝑞𝑙 might corresponds to their original
or reduced data qualities. In the object detection use case 𝑄 =

{512𝑝, 416𝑝}. For n=3, a possible data quality distribution can be
𝑏1 = {(2) ·𝑄512𝑝 , (1) ·𝑄416𝑝 }.

The suggested technique chooses the distribution from the set 𝐵
that has the shortest analysis latency and highest accuracy, while
still meeting the minimum criterion 𝑎𝑚𝑖𝑛 . However, in certain spe-
cific scenarios, the chosen distribution of data quality may not be
the most efficient. The system achieves a balance between latency
and accuracy, considering the scenario where there is an alternative
distribution that offers a latency improvement of less than 10ms but
a decrease in accuracy of 20% or more. The strategy is presented in
Algorithm 1.

Algorithm 1: Select the quality distribution with a latency-
accuracy trade-off.
Result: quality distribution with the optimal trade-off.

1 begin
2 initialization;
3 for b in B do
4 L← getEstimatedLatency(b)
5 A← getEstimatedAccuracy(b)
6 if A ≥ 𝑎𝑚𝑖𝑛 then
7 add({b, L, A}, list);

8 if isEmpty(list) == TRUE then
9 return ∅

10 best← getMinLatency(list);
11 for x in list do
12 if △(𝑥 [𝐿], 𝑏𝑒𝑠𝑡 [𝐿]) < 10 and
13 △(𝑥 [𝐴], 𝑏𝑒𝑠𝑡 [𝐴]) ≥ 20% then
14 best← x;

15 return(best);

In steps 2-6, it calculates the estimated latency and accuracy of
each possible data quality distribution. Then, in step 5, it filters
those with unacceptable accuracy. If no configuration provides ac-
ceptable accuracy, the data source can’t join the system at that
time period (steps 7 & 8). Otherwise, the preferred data distribution
among the acceptable configurations is the one with the fastest
analysis (step 9). In steps 10-12, it checks if there is another distri-
bution that matches the use case presented above. If so, it will be
selected as the preferred quality distribution in the system.

3.2 Resource adjustment strategy
Algorithm 2 is employed to minimize the resource demands of
demanding jobs in situations where it is not feasible to provide the
complete amount of required resources. It optimizes the utilization
of system resources while guaranteeing a minimal threshold that
is equivalent to 50% of their estimated requirements.

Algorithm 2 accepts as input the category of the work to be
allocated and the list of resources allocated for high-demand tasks.



Performance-cost trade-offs in service orchestration for edge computing SSDBM 2024, July 10–12, 2024, Rennes, France

In steps 2 and 3, it gets the remaining free resources on the Cloudlet-
Cloud tiers and selects the one with the maximum remaining capac-
ity. If the remaining capacity selected is greater than or equal to the
minimum threshold, the resource is reserved (steps 3-5). However,
if not, the algorithm attempts to reach the minimum threshold by
adjusting the computing capacity of the other reservations on the
same selected resource (steps 6-13). In step 7, it gets the remaining
capacity needed to reach the minimum threshold. The reservations
on the selected resource that can handle a resource adjustment are
those that remain above the minimum threshold even if their com-
puting capacity is reduced (step 8). In steps 9 and 10, it reduces the
remaining capacity needed evenly from the reservation list. After
adjustment, the list of reserved resources is updated (steps 11-13).

Algorithm 2: Resource adjustment for tasks.
Data: listLI, listHI, category
Result: Adjust required resources of intensive tasks

1Void Adjust_res(listLI, listHI, category)
2 begin
3 listFree← getFreeResources();
4 res← getMAX(listFree, category);
5 if res ≥ 50% × requiredResources then
6 entry← reserve(res, category);
7 updateReservedList(category, entry);
8 else
9 remain← getRemain(res);

10 listReservations←checkReservations(remain,
listLI, listHI);

11 part← (remain / size(listReservations));
12 newList← Reduce(part, listReservations);
13 updateReservedList(newList);
14 entry← reserve(res, remain);
15 updateReservedList(entry);

4 SERVICE ORCHESTRATION
This demonstration builds upon preliminary research on edge com-
puting and urgent science to providing attendees with the required
tooling for orchestrating services and adapting performance to
given constraints [14]. From an application development perspec-
tive, lowering the entry barriers for scientists from related domains
when mapping application expectations and constraints is essen-
tial. From a system perspective, improving resource orchestration
(activating, deactivating, updating, integrating, etc.) at the edge of
the network allows for better resource usage.

4.1 Demonstration Setup
We use Kubernetes for managing a containerized environment
describing an Edge-Cloud cluster over the Grid5000 platform [1].
The Cloud is composed of a single core node with 8 cores, and
the edge is composed of 1-core nodes, which the number can be
adjusted during the experiments. EnosLib [6] enables the scripting

of network emulation features that allows the specification of Edge-
to-Cloud communication constraints (delay, loss, and bandwidth).

4.2 Scenario
The overall idea of resource orchestration at the edge is to leverage
performance indicators such as performance or cost to manage the
service deployment and placement. Additionally, the application
data itself. through intelligent algorithm for training and inferenc-
ing, also influence the resource orchestration.

First, we will allow users to visualize the baseline performance
of our Edge-Cloud cluster using a synthetic dataset. Second, we
will showcase an adaptation routine for scaling the number of edge
nodes according to a target and dynamic performance indicator.
Third, wewill leverage a simplemachine learning process to identify
out-of-scope values across edge-nodes.

5 RELATEDWORK
Analyzing concurrentlymultiple data streamswith limited resources
forces resource-quality trade-offs [8, 16, 17]. As the incoming data
are processed concurrently, resources available to each data stream
are often unknown. Online/offline configurations adaptation is
currently a promising solution to address the issue of limited re-
sources [9, 10, 12, 15, 17]. In [15], Wang adopt an offline configu-
ration adaptation and bandwidth allocation strategies to address
the issue of limited resources between IoT devices and edge nodes.
Similar to the approach presented in this work, the adaptation is
triggered periodically. Systems in [9, 10] adopt an online configura-
tion adaptation algorithms for video analytics in Edge computing.
The configurations targeted are frame rate and resolution. However,
these systems only focus on the performance of the analysis stage
and not on a complete workflow. Additionally, they only target
Edge-based video analytics applications. In [12], they present an
Edge Network Orchestrator for Mobile Augmented Reality (MAR)
systems. It boosts the performance of an Edge-based MAR sys-
tem by optimizing the edge server assignment and video frame
resolution selection for MAR users.

6 CONCLUSION
Computing is shifting from the traditionally centralized cloud to
a distributed set of heterogenous resources located between the
edge, the cloud and in-between. As computing has moved to this
Computing Continuum, the tradeoffs between performance, avail-
ability and cost have become increasingly complicated. This paper
presents mechanisms for adapting the orchestration of containers
while considering utility metrics to help achieve a flexible resource
management in Kubernetes clusters.

As future work, we aim at augmenting common operations of
data-driven analytics (e.g. collection, filtering, processing, deliv-
ery) with similar adaptation and tunable parameters. This will
provide software abstractions that will be able to better orches-
trate operations by considering application context and real-time
infrastructure metrics.
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