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Abstract 

In this work we computed and analyzed, by the means of density based descriptors, the real time 

evolution of both the Locally Excited (LE) and Charge Transfer (CT) excited states for the planar 

and twisted conformations of the DMABN (the 4-(N,N- dimethylamino)benzonitrile molecule 

using Real Time-Time Dependent DFT and three different exchange correlation functionals (EXC) 

belonging to the same family (the PBE one). 

Our results based on the analysis of density based descriptors show that the underlying EXC 

modifies the evolution in time of the density. In particular, comparing the frequency of density 

reorganization computed with the three functionals (PBE, PBE0 and LC-PBE) we found that the 

frequency of electronic interconversion of the individual determinants involved during the 

dynamics increases from PBE to PBE0 and to LC-PBE. This allows showing that there is a 

correlation between the delocalization of the electronic density and the frequency of 

reorganization. In particular, the greater the mean hole-electron distance during the dynamics the 

lower is the frequency of density reorganization.  
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1. Introduction 

Density Functional Theory (DFT)1 and Time-dependent DFT (TDDFT)2 are quantum chemical 

methods extensively used to describe ground and excited states properties and reactivity of 

molecular systems. These methods are indeed providing generally accurate results at a 

computational cost that makes them applicable and reliable also for the description of medium to 

large size molecular systems3.  

The success of DFT and TDDFT is clearly linked to the development of increasingly accurate 

approximate exchange-correlation functionals (XC) that have been the subject of intensive 

research and benchmarking in the last decades. Several studies have also clearly pointed out some 

impacts of the use of approximate XC and their consequences on the reliability of the computed 

properties. For what concerns the description of excited states by the means of methods rooted on 

TDDFT, it is nowadays well established that these methods may fail to reproduce the correct 1/R 

asymptotic behavior (with R the distance between the electron and the hole charge distribution) 

due to the approximated nature of the exchange and correlation functional used to express the total 

energy of the system4,5,6,7,8,9,10,11. As a consequence, the description of excited state with long-

range Charge Transfer (CT) character or, more generally, of localized charge separated 

states12,13,14,15 may result inaccurate depending on the XC used. In particular, previous linear 

response (LR-)TDDFT studies have shown how CT excited states energies are typically 

underestimated, using Local-Density Approximation (LDA)16,17 or Generalized Gradient 

Approximation (GGA)18,19,20 functionals while the functionals restoring partially or completely the 

correct 1/R behavior incorporating a fraction or full exact exchange (such as Global Hybrids 

(GH)21,22 or, Range Separated Hybrids (RSH)23,24 functionals) mitigate this error.  

In some cases, this error may lead to the prediction of unphysical low lying -dark- states, 

commonly referred to as ghost states, or unphysical states, which may induce the derivation of a 

misleading picture of the photophysics of the molecular systems considered4-11.  Ghost states have 

been indeed identified in the description of excited states conducted using LR-TDDFT within the 

Casida’s formalism25 which is the most employed formulation of TDDFT enabling the calculation 

of properties directly related to the optical spectra of molecules.26 More scarce are, on the other 

hand, the works making use of Real-time TDDFT (RT-TDDFT)27,28,29,30, where the application of 

the perturbation is followed by the propagation of the electron density via numerical integration, 
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for which a deep analysis of the electronic density reorganization and its evolution in time31,32 was 

performed together with an identification of possible ghost states.33  

In this context, various indexes have indeed been developed both to describe from a quantitative 

point of view the CT34,35,36,37, 38,39,40,41,42 and to estimate the reliability of the predicted excited 

states (ES) energies43,44,45.  Some of these indexes, based on the analysis of the electron and hole 

charge distributions, were developed by some of us in the last years. These indexes were used in 

the framework of LR TDDFT both to quantify the hole-electron distance (that is the charge transfer 

extent) by the means of the DCT family34-36 and/or to diagnostic possible artifacts in calculations, 

using the so-called MAC index44,45 which provides a lower bound of the transition energies and thus 

allows to spot unphysically low lying states. Only in a recent work, the same tools were generalized 

to the RT-TDDFT formalism and used to describe and diagnostic on the fly the electronic density 

evolution upon real time propagation for a family of simple rod-like push-pull molecules.33 

This analysis confirmed that attoseconds electron dynamic simulations can be affected by the same 

artifacts known for LR-TDDFT approaches. Nonetheless, our analysis was performed focusing 

exclusively on the lowest lying excited state and considering only a local exchange and correlation 

functional (namely SVWN) for which the artifacts stemming from the approximate nature of the 

exchange and correlation energy functional (EXC) are expected to be more evident.  

To understand how these index may be of further relevance for the interpretation of excited states 

evolution in more complex systems described at RT-TDDFT level, in the present work we have 

considered a simple molecule, largely theoretically studied, displaying dual emission in polar 

solvents, that is DMABN (the 4-(N,N- dimethylamino)benzonitrile, schematically represented in 

Figure 1)46,47,48,49,50,51,52. This molecule shows two bright emitting states normally classified as a 

Locally Excited (LE) one and a CT one. Depending on the relative orientation of the 

dimethylamino group with respect to the benzonitrile plane (ruled by the θ twisting angle, Figure 

1) the relative stability of the two states changes. In particular, while the emitting LE excited state 

has been linked to the molecule in planar structure (𝜃 = 0o), different molecular geometries have 

been proposed for the emitting CT state53,54,55, among which the twisted geometry is considered 

the most plausible.56,57  In this contribution, we have computed for both planar and twisted 

conformations the real time evolution in gas phase of the density of both the LE and CT excited 

states using different functionals by the means of the RT-TDDFT approach and analyze it by the 



4 
 

means of different density based descriptors to see if and how the underlying EXC modify the 

evolution in time of the density. 

 

Figure 1. The planar and twisted geometries of the DMABN molecule which depend on the value of the 

angle 𝜃 (formed by the plane of the dimethylamino group and the benzonitrile plane). 

 

2. Methods  

Density based descriptors In order to determine the spatial extent associated to an electronic 

excitation in the LR regime and the extent of density rearrangement during electron dynamics, we 

made use of the DCT (distance of the charge transfer) original index34. The latter provides a measure 

of the hole-electron distance using only the densities of the ground state and the excited state of 

interest. The procedure can be synthesized in four simple steps: 

I) the electron density variation is computed as the difference between the ground and excited state 

densities: Δ𝜌(𝒓) = 𝜌𝐸𝑆(𝒓) − 𝜌𝐺𝑆(𝒓) 

II) two functions are defined representing the regions in space around the molecule characterized 

by a density increment (𝜌+(𝑟)) and deletion (𝜌−(r)) after excitation 

III) the barycenters of the density increment (𝑹+) and depletion (𝑹−) regions are computed 

IV) the distance of the charge transfer is obtained as the distance between the two barycenters: 

𝐷𝐶𝑇 = |𝑹+ − 𝑹−|. 

The DCT index provides a qualitative measure of the distance of the charge transfer (referred to 

here as DCT values), allowing a given excited state to be easily classed as a charge transfer or 

locally excited state. For a locally excited state we expected a DCT value very close to zero while 

a partial CT character will correspond to DCT around 2Å or larger. Additionally, one can define 

two charge centroids associated to the density increment (𝐶+) and depletion (𝐶−) regions, which 

allows to obtain a simple visual representation of the spatial extent of the charge transfer. Different 
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formulations of the DCT index allowing its generalization to symmetric systems were also further 

developed. 35,36  

In the electron dynamics domain, the descriptor is computed directly on selected snapshots along 

the RT simulation trajectory as the difference in density between the actual propagated density and 

the initial ground state density. In this case the computed DCT values along the RT trajectory will 

reflect the evolution of the electron density reorganization and can be used as tool to quantify the 

extent of the density rearrangement during the simulation.  

The DCT index can also be used to define the MAC (Mulliken averaged configuration) index,44,45 

which was developed by some of us with the aim of understanding the reliability of different XC 

in describing charge transfer processes. The formulation of the MAC index stems from a formula 

originally proposed by Mulliken, which allows to estimate the lower bound of a net one-electron 

intermolecular charge transfer (𝜔𝐶𝑇) between a donor (D) and an acceptor (A) as: 

 𝜔𝐶𝑇 = 𝐼𝑃𝐷 − 𝐸𝐴𝐴 −
1

𝑅
,  (1)  

where 𝐼𝑃𝐷, 𝐸𝐴𝐴 and 𝑅 are the ionization potential of the donor, the electron affinity of the acceptor 

and the geometrical distance between the donor and the acceptor groups, respectively. Using a 

Koopman-type approach, the MAC index is computed by replacing 𝐼𝑃𝐷 and 𝐸𝐴𝐴with the weighted 

average of the energies of the initial occupied (ϵ𝑖) and final virtual (ϵ𝑎) Kohn-Sham orbitals, 

respectively: 

 𝑀𝐴𝐶 =
∑  𝑖𝑎 [𝐶𝑖𝑎

2(𝜖𝑎
𝐷𝐹𝑇−𝐻𝐹−𝜖𝑖

𝐷𝐹𝑇−𝐻𝐹)]

∑  𝑖𝑎 𝐶𝑖𝑎
2 −

1

𝐷𝐶𝑇
,  (2)  

where the weights 𝐶𝑖𝑎 are the CI coefficients obtained as solution of TDDFT equations. Of note, 

deexcitation amplitudes are negligeable in our case allowing the direct use of the CI coefficients. In eq 2, 

the energies of the orbitals obtained using DFT theory are corrected with a single SCF cycle using 

Hartree-Fock theory (now referred as 𝜖𝐷𝐹𝑇−𝐻𝐹) to correct their possible underestimation due to 

the approximated nature of the exchange and correlation functional. In addition, the geometrical 

distance 𝑅 between the donor and acceptor is here replaced by the hole-electron distance computed 

with the DCT index. The MAC computed in that way will then represent the lower bound to the 

excitation energy. Therefore, by comparing this energy value with the transition energy computed 

at TDDFT level of theory, one can determine whether the predicted energy with a given XC is 

actually underestimated (referred to as unphysical state) or not (referred to as real state): 
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 𝐸𝑇𝐷−𝐷𝐹𝑇 > 𝑀𝐴𝐶 →  Real State,  (3)  

 𝐸𝑇𝐷−𝐷𝐹𝑇 < 𝑀𝐴𝐶 →  Unphysical State.  (4)  

Recently33, we have adapted this index for its use in the real-time TDDFT domain. This is done 

by expressing the density reorganization during the simulation as a function of the population of 

the ground state occupied and virtual molecular orbitals (𝑛𝑜𝑐𝑐 and 𝑛𝑣𝑖𝑟) along the electron 

dynamics. As consequence, the MAC index will be computed at every selected timestep during the 

simulation, leading to a set of 𝑀𝐴𝐶
𝑅𝑇(𝑡𝑗) energy values representing the lower bound to the energy 

associated to the different density distributions experienced during the electronic dynamics: 

 𝑀𝐴𝐶
𝑅𝑇(𝑡𝑗) =

∑  𝑣𝑖𝑟 [𝑛𝑣𝑖𝑟(𝑡𝑗)𝜖𝑣𝑖𝑟
𝐷𝐹𝑇−𝐻𝐹]−∑  𝑜𝑐𝑐 [𝑛𝑜𝑐𝑐(𝑡𝑗)𝜖𝑜𝑐𝑐

𝐷𝐹𝑇−𝐻𝐹]

∑  𝑣𝑖𝑟 𝑛𝑣𝑖𝑟(𝑡𝑗)+∑  𝑜𝑐𝑐 𝑛𝑜𝑐𝑐(𝑡𝑗)
−

1

𝐷𝐶𝑇(𝑡𝑗)
 . (5)  

Finally, by comparing the set of energy values obtained from eq 5 with the total energy of the 

system during the simulation, one can identify those unphysical density distributions whose 

energies are incorrectly predicted by using a given exchange and correlation functional. 

 

Computational details The two geometries of the DMABN molecule have been optimized at the 

ground state in the gas phase using the PBE0 functional21 and the 6-31+G(d) basis set. The latter, 

together with the optimized structures, is reported in the SI. The vertical excitation energies are 

obtained using LR-TDDFT with 6-31+G(d) basis set and PBE,18 PBE021 and LC-PBE24 

functionals. The same level of theory has been used for the RT-TDDFT dynamics. The excited 

state densities of interest are prepared by promoting an electron from a selected occupied molecular 

orbital to one that is unoccupied in the ground state (Koopman excitation) according to the 

electronic transition of interest between the singlet ground state minimum (S0) and the nth singlet 

excited state (Sn), whose main orbital contributions are resolved using preliminary frequency 

domain LR-TDDFT calculations. The Koopman excitation step creates a non-stationary electron 

density, representing a coherent superposition of the ground and the excited state(s) of 

interest.58,59,60,61,62,63,64 The densities prepared in this way were then propagated according to the 

non-linear Liouville-von Neumann equation65 
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 𝑖ℏ
𝜕𝑷(𝑡)

𝜕𝑡
= [𝑭(𝑷(𝑡)), 𝑷(𝑡)]  (6) 

where 𝑷 is the one-particle reduced density matrix and 𝑭 is the Fock (Kohn-Sham within DFT) 

matrix in an orthonormal basis. Given an initial time 𝑡0, 𝑷(𝑡) can be formally propagated in time 

through the Magnus expansion of the time-domain propagator 𝑼(𝑡, 𝑡0): 

 𝑷(𝑡) = 𝑼(𝑡, 𝑡0)𝑷(𝑡0)𝑼†(𝑡, 𝑡0)    𝑼(𝑡, 𝑡0) = exp(𝛀(𝑡, 𝑡0)) (7) 

where 𝛀(𝑡, 𝑡0) is a series expansion which has to be truncated in practice. In particular, the 

modified midpoint unitary transformation66 (MMUT) was employed to integrate Eq. (6) in time. 

MMUT is an explicit multistep symplectic integration scheme, with an error proportional to Δ𝑡2: 

 𝑷(𝑡𝑘+1) = 𝑼(𝑡𝑘)𝑷(𝑡𝑘−1)𝑼†(𝑡𝑘)    𝑼(𝑡𝑘) = exp (−
2𝑖Δ𝑡

ℏ
𝑭(𝑷(𝑡𝑘)))  (8) 

where 𝑡𝑘 is the current time step. 

Since we are not allowing the nuclei to move (fixed nuclei approximation, by starting from a 

minimum geometry), this procedure can be used as a reasonable approximation of a vertical 

excitation in the Franck-Condon region in the ultrafast regime (~ 50 fs). In such a short time, 

indeed, it could be assumed that the effect of nuclear vibrations is still limited. Therefore, the 

“fixed nuclei” approximation implied in these purely electronic dynamics is reasonable. 

DMABN RT-TDDFT simulations were carried out with a propagation time step of 0.25as, for a 

total simulation time of 20fs. Such time step ensured an energy drift within 10-6Ha. Density 

snapshots and orbital populations were extracted every 0.1fs. All LR calculations and RT 

simulations were performed using Gaussian16 and the Gaussian development versions67,68, 

respectively. 

 

3. Results & Discussion 

LR TDDFT calculations Preliminary to RT-TDDFT calculations, vertical LR-TDDFT 

computations have been performed on the stable planar and twisted conformers.  The outcomes of 

these calculations are summarized in Table 1 and will be used as reference in the discussion of 

RT-TDDFT results. In line with previous literature reports46,47,48, the data obtained at PBE, PBE0 
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and LC-PBE level show the presence of two states, one displaying a larger CT character (labelled 

as CT), as easily quantified by the DCT value, and a more localized one (labelled LE). Upon rotation 

of the donor -dimethylamino- group the two states invert: for a planar conformation the LE is the 

most stable, while for a twisted CT becomes the lowest in energy.  In agreement with the analysis 

of Tozer and collaborators46, the computed DCT values as well as the corresponding hole and 

electron centroids of charge (reported in Figure 2) show how, at the twisted conformation, both 

states actually present a sizable CT character and are thus expected to be affected by errors 

depending on the EXC applied.  Indeed, the computed MAC energies (Table 1) confirm that PBE 

is underestimating the energy of both CT and LE states at the twisted conformation while the 

hybrid functionals (PBE0 and LC-PBE) are correctly predicting LE energy and ameliorating 

(PBE0) or correcting (LC-PBE) the energy prediction for the CT state.  

 PBE PBE0 LC-PBE 

 E (eV) MAC(eV) DCT (Å) E (eV) MAC(eV) DCT (Å) E (eV) MAC(eV) DCT (Å) 

Planar LE 4.04 - 0.98 4.54 - 0.87 5.00 - 0.67 

Planar CT 4.34 1.77 1.87 4.75 1.30 1.81 5.14 - 1.48 

Twisted LE 3.00 3.37 1.86 4.12 3.64 1.91 5.78 3.02 1.75 

Twisted CT 2.34 4.50 2.31 3.36 4.52 2.30 4.60 4.59 1.95 

Table 1. Transition energies (eV), DCT (Å) and MAC energy values (eV) of the CT and LE states in the 

planar and twisted geometries using PBE, PBE0 and LC-PBE functional. The excitation energies predicted 

to be underestimated by the MAC index are marked in red. 

As described in the Computational Details, in order to simulate the CT and LE states in RT 

simulations, single determinant contributions of LR TDDFT states were analyzed. Table 2 collects 

for both geometries the main individual determinants contributing to the two excited states along 

with their weight in percentage terms. The orbitals involved are depicted in Figure 2. In agreement 

with previous reports, the only determinant that contributes significantly (>80%) to the CT states 

involves an electron transfer from the HOMO → LUMO, while the LE states are mainly the result 

of a HOMO → LUMO+1 excitation (LUMO+2 in the case of the LC-PBE functional). Therefore, 

starting density for the RT TDDFT simulation was obtained by populating the single determinant 

|CT1> and |LE1>, constructed promoting an electron from the HOMO to LUMO and from the 

HOMO to LUMO+1 orbital (LUMO+2 for LC-PBE), respectively, for the CT and LE states 

simulation. We should nonetheless note that in some cases a small but sizable contribution of a 

second single determinant (such as the |LE2> and |CT2> in case of the planar conformations) is 

present. 
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PLANAR 

 PBE PBE0 LC-PBE 

LE |𝐿𝐸1⟩ HOMO   →LUMO+1     92% 
|𝐿𝐸2⟩ HOMO-1→LUMO     0.05% 

|𝐿𝐸1⟩ HOMO   →LUMO+1      90% 
|𝐿𝐸2⟩ HOMO-1→LUMO          1% 

|𝐿𝐸1⟩ HOMO   →LUMO+2     82% 
|𝐿𝐸2⟩ HOMO-1→LUMO      0.14% 

CT |𝐶𝑇1⟩ HOMO   →LUMO         92% 
|𝐶𝑇2⟩ HOMO-1→LUMO+1 0.03% 

|𝐶𝑇1⟩ HOMO   →LUMO          95% 
|𝐶𝑇2⟩ HOMO-1→LUMO+1  0.03% 

|𝐶𝑇1⟩ HOMO   →LUMO         92% 
|𝐶𝑇2⟩ HOMO-1→LUMO+2  0.03% 

TWISTED 

LE |𝐿𝐸1⟩ HOMO -> LUMO+1    100% |𝐿𝐸1⟩ HOMO → LUMO+1     100% |𝐿𝐸1⟩ HOMO → LUMO+1     95% 

CT |𝐶𝑇1⟩ HOMO → LUMO        100% |𝐶𝑇1⟩ HOMO → LUMO          98% |𝐶𝑇1⟩ HOMO → LUMO         87% 
|𝐶𝑇2⟩ HOMO → LUMO+24 0.04% 

Table 2. Single determinants predominantly contributing to the CT and LE states, with their weight in 

percentage terms, in the planar and twisted geometries using PBE, PBE0 and LC-PBE functionals.  

 

Figure 2. Molecular orbitals (MOs) mainly involved, density variation upon excitation (Δ⍴) and centroids 

of charges (𝐶+, 𝐶−) of the CT and LE states in the planar and twisted geometries with LC-PBE functional. 

The isovalue of the MOs and Δ⍴ are 0.02 and 0.004, respectively. The red and green colors of the density 

variation represent the density depletion and increment after excitation, respectively. 
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RT TDDFT simulations For each functional four RT simulations were performed starting from the 

above mentioned single determinants (|CT1> and |LE1> representing the CT and LE states, 

respectively) at planar and twisted structures. For simplicity from here on we will refer to them as 

CT and LE although these are clearly not corresponding to the real CT and LE pure states. In Figure 

3 are reported the DCT values calculated at LC-PBE level along the four trajectories (refer to SI for 

corresponding PBE and PBE0 plots) which provide an on-the-fly measure of the hole-electron 

separation during the dynamics. For each simulation, the average of the DCTs value computed 

during dynamics (labelled as mean RT) and the corresponding LR value (labelled as LR) are also 

reported in Table 3. Regardless of the functional used, the largest difference between the mean RT 

and LR DCT value is computed for the CT at the planar geometry. This difference indicates a 

significant reorganization of the electronic configuration with respect to the starting density as a 

consequence of hole-electron redistribution. In particular, the lower RT mean DCT value is 

explained by the ultrafast density oscillation between donor and acceptor moieties characterizing 

CT charge dynamics. Furthermore, the difference between mean RT and LR values increase going 

from LC-PBE to PBE0 to PBE. Similarly, the higher amplitude of the DCT oscillations is observed 

for the CT dynamics independently of the functional, while the other three dynamics (i.e. planar 

LE, twisted LE and CT) show a DCT that doesn’t change significantly, meaning that the charge 

densities fluctuate little around the mean value.  

Following eq 5, the corresponding MAC values were next computed along the dynamics and 

compared with corresponding RT energies thus allowing to identify the density distribution along 

the simulation corresponding to non-physical states. The latter are identified in red in Figure 3 and 

in Figure S2-3. Regardless of the functional used, no dynamics shows a significant presence of 

non-nonphysical states. More specifically, in the case of LC-PBE (Figure 3) non-physical states 

are explored only in the case of the twisted CT simulation and in the case of the twisted LE only 

the starting point is displaying a density distribution corresponding to a non-physical state.  We 

should nonetheless point out that the RT energy is much larger than the corresponding LR energy 

thus explaining why, also in the case of the PBE0 and PBE functionals most of the charge 

distribution explored are considered as corresponding to a physical state. In these regards, it has to 

be remarked that the initial density of RT dynamics corresponds to a photogenerated electron and 

hole. Such density resembles the most the excited state of interest, but it corresponds to a 

nonequilibrium superposition of eigen-states.29 Therefore, the initial RT energy (then conserved 
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along all the simulation) results always higher than that of the corresponding (LR resolved) excited 

eigenstate. 

 

Figure 3.  DCT values (Å) of CT and LE simulations in the planar and twisted geometry obtained with 
LC-PBE functional. The average of all DCT values in RT, the average DCT value obtained from the correct 
density distributions, and the average DCT value obtained from the non-physical density distributions 
are represented as black, green, and red lines, respectively. The average of all DCT values and the 
average DCT value obtained from the correct density distributions are the same for the simulations of 
CT and LE at planar geometry and LE at twisted geometry.  
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 PBE PBE0 LC-PBE 

LR RTMEAN Δ A LR RTMEAN Δ A LR RTMEAN Δ A 

PLANAR             

LE 0.98 0.55 0.44 1.28 0.87 0.71 0.18 0.90 0.67 0.80 0.19 1.21 

CT 1.87 0.94 0.50 2.10 1.81 1.07 0.41 2.71 1.48 0.95 0.36 2.34 

TWISTED             

LE 1.86 1.57 0.16 1.57 1.91 1.72 0.10 0.81 1.75 1.68 0.04 0.72 

CT 2.31 1.82 0.21 1.01 2.30 2.03 0.12 0.91 1.95 1.94 0.01 0.91 

Table 3.  DCT values (Å) obtained from LR calculations, mean DCT values of CT and LE simulations, and 
relative difference between LR and mean RT values (Δ) and oscillation amplitude (A) for the planar 
and twisted geometry using PBE, PBE0 and LC-PBE functional. The value of A is calculated as the 
difference between the maximum and minimum DCT values right after the first 0.1 fs of the simulation. 

Let’s now focus on how the planar CT density evolves over time. For this purpose, we consider 

how the population of molecular orbitals evolves during the dynamics. To this end we have set 

a threshold for population change 0.1 electron and consider all MOs with changes above this 

threshold. Regardless of the functional, the orbitals involved are those of the single 

determinants |CT1> and |CT2> that actually mostly contribute to the CT state as reported in 

Table 2. Specifically, the dynamics is initiated by populating only the |CT1> alpha determinant, 

that is removing an alpha electron from the HOMO and populating the alpha LUMO. Once the 

dynamics is initiated, the system reorganizes as a result of the coulombic interaction between 

the electron and the generated hole, and the only other orbitals that become significantly 

involved in this hole-electron delocalization are the beta orbitals of the simple |CT1> 

determinant and the alpha and beta of the |CT2> determinant. Figure 4 shows how this behavior 

is qualitatively the same for all functionals analyzed. 
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Figure 4. Population of alpha and beta MOs involved in the CT dynamics at planar geometry using PBE, 
PBE0 and LC-PBE functional. The threshold used for the population variation is 0.1 fraction of electron. 

 

In the case of the LC-PBE functional we performed a more quantitative analysis of the orbital 

contribution, as reported in Figure 5. In this figure, the absolute value of the population changes 

with respect to ground state of the individual occupied (and virtual) molecular orbitals is plotted 

in percentage terms with respect to the overall population change over all occupied (and virtual) 
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orbitals. It can be seen that, after an initial reorganization time taking place in about 5fs, the orbitals 

of the simple determinant |CT1> are the ones that determine 80 % of the electronic reorganization, 

5 % are those of the simple determinant |CT2>, while the remaining 15 % involve 28 molecular 

orbitals that, however, undergo a population change of less than 0.1 electron each.  This leads to 

the exclusion of significant involvement of other single determinants than |CT1> and |CT2> and 

thus the mixing of outer electronic states. 

 

Figure 5. The population variation percentage of the most involved MOs for the CT simulation at planar 
geometry using LC-PBE functional. All the orbitals with a population variation ≤ 0.1 fraction of electron 
are included in Other Virtual and Other Occupied. 

Moreover, this density reorganization, in addition to significantly affecting only the two single 

determinants that constitute the CT state itself, occurs through a population/depopulation which 

takes place within the same determinant. This can be visualized by the analysis of the Fourier 

transform of the population oscillations of the orbitals reported in Figure 6 for the LC-PBE 

functional (and in SI for the PBE and PBE0 simulation). It can be seen that the oscillation 

frequency and amplitude are the same for orbitals belonging to the same determinant, indicating a 

density reorganization that results from electronic interconversion within the same single 

determinant. In other words, what happens during the RT dynamics is an oscillation of the 

contribution of the individual single determinants that contribute to the CT state. 



15 
 

Figure 6. Fourier transform of the population of the mainly involved molecular orbitals in the CT dynamics 
in planar geometry using the LC-PBE functional. 

Further analysis of Figure 4 allows to show how, the electron initially promoted in the LUMO 

alpha orbital progressively populates the HOMO alpha orbital, while the other occupied (HOMO 

beta, HOMO-1 beta) and virtual (LUMO beta, LUMO+2 beta) orbitals undergo a 

population/depopulation that occurs at a constant frequency but with a decreasing amplitude. This 

indicates a progressively important involvement of the ground state determinant |GS>. A 

progressive population of the ground state thus occurs, but since there is no energy dissipation the 

system maintains a stable energy by populating high-energy virtual orbitals and oscillating with 

constant frequency around the ground state density.  

The involvement of the ground state determinant is what determines the dynamics in the case of 

CT at planar geometry. On the other hand, in the case of LE at planar geometry and CT and LE at 

twisted geometry ground and excited states are characterized by a different symmetry. This results 

in the fact that mixing with the ground state has a lower probability. As a consequence of this, the 

single determinant populated at the beginning of the simulation will be the only one involved 

during the dynamics of these states, resulting in a nonsignificant density swing around the starting 

density, as shown by the DCT analysis in Figure 3.  
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Figure 7. Fourier transform of the HOMO-beta orbital population in the CT dynamics at planar geometry 

using PBE, PBE0 and LC-PBE functionals. 

Finally, in order to highlight the differences between the three functionals, we compare the 

frequency of density reorganization computed with the three functionals by analyzing the Fourier 

transform of the change in populations of the HOMObeta orbital obtained with PBE, PBE0 and LC-

PBE, shown in Figure 7. Since from Figure 6 it can be seen that the frequency of oscillation 

HOMOalpha=LUMOalpha=HOMObeta=LUMObeta, the HOMO beta orbital is chosen here only for 

convenience. It is noticed that the frequency of electronic interconversion of the individual 

determinants involved during the dynamics increases from PBE to PBE0 and to LC-PBE. This 

result is related to the percentage of Hartree Fock exchange present in the functionals (0% PBE, 

25% PBE0, 100% long range LC-PBE). In fact, the lower the HF exchange, the greater the 

delocalization of the electronic density, thus a greater distance between the barycenter of the 

positive and negative charges. This trend is indeed observed in the DCT values calculated in both 

the LR and RT approaches (Table 3), which show charge transfer distances that decrease as the 

percentage of HF exchange used in the functional increases. Consequently, since the electronic 

reorganization of the system is a result of electrostatic hole-electron interaction, a greater hole-

electron distance (PBE>PBE0/LC-PBE) results in a lower frequency of density reorganization 

(PBE<PBE0/LC-PBE). 
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4. Conclusions 

The analysis performed, by the means of density based descriptors, on the real time evolution of 

the excited states for the planar and twisted conformations of the DMABN (the 4-(N,N- 

dimethylamino)benzonitrile) molecule using Real Time-Time Dependent DFT allowed to show 

how the exchange-correlation functional used not only influence the energetics of the states but 

also their time evolution. 

By employing a local (GGA, PBE), a global hybrid (PBE0) and a long range corrected (LC-PBE) 

functional belonging to the same family, and analyzing the results using two density based 

descriptors, namely the DCT and the MAC, our study shows that the underlying EXC modifies the 

evolution in time of the density.  

The most evident result is that the frequency of density reorganization computed with the three 

functionals (PBE, PBE0 and LC-PBE) is correlated to the different percentage of Hartree-Fock 

exchange and thus with the delocalization of the hole and electron distributions. More specifically, 

the frequency of electronic interconversion of the individual determinants involved during the 

dynamics increases from PBE to PBE0 and to LC-PBE. Indeed, the hole-electron distance is 

inversely proportional to the HF exchange contribution and the greater the mean hole-electron 

distance during the dynamics, the lower is the frequency of density reorganization. 

Supporting Information  

Coordinates of the analyzed molecules, DCT values during the RT simulations and Fourier 

transform of the MOs population for the three XC functionals. 
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