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Our work aims to observe which are the most discriminating linguistic descriptors in order to produce an
efficient  regression model for  text  complexity  in French. Text  complexity is  currently not  an area with
extensive  studies  in  Natural  Language  Processing  (NLP).  Among  the  studies,  there  is  research  on  age
recommendation and text readability using classification (Mesgar and Strube, 2018; Balyan et al., 2020) and
using regression (Bayot and Gonçalves, 2017; Chen et al., 2019). The regression approach shows promise
over classification approach due to the more fine-grained nature of regression over classification.
Our work takes place in the ANR project TextToKids[1] which is a multidisciplinary project, combining
experts from linguistics, psycholinguistics, and natural language processing (NLP). This project tackles the
problem of childrens’ - from 7 y. old et 12 y. old - access informational content of genre diversified texts
(journalistic, fictional, encyclopedic). Thus, it is directly concerned with the question of how to evaluate
complexity of texts for  this type of population. For solving this question, the project focuses on how to
describe complexity into elementary descriptors objectively. The project has made major achievements in
creating in particular two automatic tools, one for extracting linguistic descriptors (Battistelli et al., 2022)
and one for predicting recommended minimal age ranges for texts’ readers (Rahman et al.,  2020, 2023)
starting from a corpus annotated in age ranges as proposed by publishers. The goal of this communication is
to present the application of the combination of these two automatic tools on a dataset of pairs of texts:
experts’ manually simplified texts together with their original versions. This dataset is named Alector corpus
(Gala et al., 2020) and we aim to prove that the combination of our two automatic tools is able (1) to detect
in a pair of texts which one is the simplified one ; (2) to identify which descriptors are the most impactful
descriptors  for  representing the  difference in complexity  between  the original  texts  and  their  simplified
versions.
As we said, Alector is a parallel corpus of original and simplified French texts. It is drawn from 79 French
literary and scientific texts commonly used in schools for children from 7 to 9 years of age. The corpus is
organized into age grade levels of CE1 level (7 y. old), CE2 level (8 y. old), and CM1 level (9 y. old), along
with samples from International Reading Tests to enrich the corpus. The simplifications were manually done
at the lexical, morpho-syntactic, and discourse level. To carry out our study, the linguistic features are first
extracted from the original and the simplified versions using the extraction tool described in (Battistelli et al.,
2022)[2].  This  tool  allows  the  extraction  of  a  total  of  20 descriptors  from 6 groups,  namely Phonetic,
Morphology,  Morphosyntax,  Lexical,  Syntax,  and  Semantic.  Using  interpretability  tools  such  as  SHAP
(Lundberg  and  Lee,  2017),  we  can  find  which  descriptors  are  more  important  for  understanding  text
complexity. The extracted features are then used as input representation for our trained regression models
such as XGBoost (Chen and Guestrin, 2016) to predict the recommended age for a given pair of original and
simplified texts,  and the interpretability module is used to show the most  impactful descriptors that can
highlight the difference in complexity between the two versions.
The results from our work show that: (1) based on the linguistic descriptors, the original version is indeed
more complex than the simplified versions. Using the differences between predicted age ranges as a measure,
we see that the original texts have on average +1.295 years higher recommended age than the simplified
texts;  (2)  using  the  interpretability  module,  we  extracted  "niveau_lexical",  "phonetique",  "pronoms",
"parties_du_discours",   "dependances_syntaxiques",  and  "flexions_verbales"  as  the  most  impactful
descriptors  to  describe  text  complexity.  These  descriptors  correspond  to  "lexique",  "phonetique",
"morphosyntax",  and  “syntaxe”  groups  of  descriptors,  which  are  in  line  with  the  experts’  manual
simplification process reported in (Gala et al., 2020). Figure 1 represents the most impactful descriptors in
recommending the age ranges for the Alector corpus.
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