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Abstract
We determine diameters of Markov chains describing one-dimensional N -particle models
with an exclusion interaction, namely the symmetric simple exclusion process (Ssep) and one
of its non-reversible liftings, the lifted totally asymmetric simple exclusion process (Tasep).
The diameters provide lower bounds for the mixing times, and we discuss the implications
of our findings for the analysis of these models.

Keywords Markov chains · Symmetric simple exclusion process (Ssep) · Totally
asymmetric simple exclusion process (Tasep) · Non-reversibility · Monte Carlo algorithms

1 ExclusionModels

Arguably the simplest models for gases of interacting particles are the lattice exclusion mod-
els [1, 2]. One-dimensional exclusion models describe N hard-sphere particles moving on a
one-dimensional lattice with L sites. The original model is the symmetric simple exclusion
process (Ssep) [3], which implements a discrete Markov chain based on the Metropolis algo-
rithm. A configuration x = {x1, x2, . . . , xN } in the sample space�Ssep is an ordered N -tuple
with x1 < x2 < · · · < xN of the positions of the N particles, which are indistinguishable.
In the Ssep, a single move, from time t to time t + 1, first samples uniformly at random an
active particle i that attempts to move, and then proposes, with equal probability, a forward
or a backward move. If this move would violate the exclusion condition, it is rejected:

• • •
︸ ︷︷ ︸

x (t)∈�Ssep

→ →←• • •
︸ ︷︷ ︸

choice of active i

→
{

• • • p = 1
2

• • • p = 1
2

︸ ︷︷ ︸

x (t+1)∈�Ssep

. (1)
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The Ssep is well-defined both for periodic and hard-wall boundary conditions:

• In hard-wall boundary conditions, if a particle at time t attempts to hop beyond the
boundary of the lattice, its move is rejected so that x (t+1) = x (t).

• In periodic boundary conditions, the lattice is treated as if it wraps around, meaning that
particles leaving the lattice from one end re-enter from the opposite end. This creates a
toroidal geometry.

The much studied Tasep (totally asymmetric simple exclusion process) [4] differs from
the Ssep in that, at each time step, a forward move is proposed:

• • •
︸ ︷︷ ︸

x (t)∈�Tasep

→

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

→• • • → • • • p = 1/N

• →• • → • • • p = 1/N

• • →•
︸ ︷︷ ︸

choice of active i

→ • • •
︸ ︷︷ ︸

x (t+1)∈�Tasep

p = 1/N
. (2)

Here, we require periodic boundary conditions because of the fixed direction of moves. The
Tasep can be interpreted as one half of a lifting [5] of the Ssep [6]. In this paper, we consider
the lifted Tasep [7, 8]. A configuration x in �l- T again consists of an ordered N -tuple
{x1, x2, . . . , xN } with x1 < x2 · · · < xN , and in addition the position xi ∈ x of the active
particle i , which is the only one that can move:

• →• • → • →• • →
{

→• • • p = α (pullback move)

• →• • p = α (forward move)
(3)

→• • •
︸ ︷︷ ︸

x (t)∈�l- T

→ • →• •
︸ ︷︷ ︸

deterministic

→
{

→• • • p = α (pullback move)

• →• • p = α (forward move)
︸ ︷︷ ︸

x (t+1)∈�l- T

, (4)

where α = 1 − α. As sketched in Eqs. (3) and (4), from a sample x (t), the active particle i
first advances deterministically, but if it is blocked (xi+1 = xi + 1, with periodic boundary
conditions in i and x), it passes the pointer on to the blocking particle i + 1. Then, the
move from x (t) to x (t+1) is completed by transferring the pointer with probability α to the
preceeding particle (pullback move from x (t) to x (t+1)) or otherwise with probability α,
by taking no further action (forward move from x (t) to x (t+1)) (see the right-hand sides of
Eqs. (3) and (4)). The transition matrix of this Markov chain is doubly stochastic, so that in
the stationary state, all configurations x ∈ �l- T are equally probable [7].

The lifted Tasep is a one-dimensional lattice reduction for the hard-sphere event-chain
Monte Carlo algorithm [9]. Its parameter α corresponds to a factor field [8]. The model
is integrable by Bethe ansatz [7], although many questions remain. Compared to the Ssep,
the lifted Tasep can also be seen as a kinetically constrained lattice gas [10], as each of
its configurations is connected only to two other configurations, whereas in the Ssep, the
connectivity is 2N . Nevertheless, we will find that the diameter of the lifted Tasep is only
roughly double that of the Ssep. Non-rigorous exact enumerations for small system sizes
indicate that for a critical value αcrit of the pullback, the mixing time (the time it takes to
be close to the uniform distribution in total variation distance, starting from a worst-case
configuration) scales as O (

N 2
)

(for N ∝ L), the same scaling as we derive here rigorously
for the diameter. In Eqs. (1) and (2), configurations are represented by the positions of the
particles and in Eqs. (3) and (4), an additional pointer is introduced.
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Table 1 Diameter dSsepN ,L of the
Ssep with periodic boundary
conditions, obtained by exact
enumeration. Data are compatible
with Eq. (8)

L \ N 1 2 3 4 5 6

4 2 2 2 0

5 2 3 3 2 0

6 3 4 5 4 3 0

7 3 5 6 6 5 3

8 4 6 8 8 8 6

9 4 7 9 10 10 9

10 5 8 11 12 13 12

11 5 9 12 14 15 15

12 6 10 14 16 18 18

2 Diameters of ExclusionModels

Let P be a Markov chain with sample space � and stationary distribution π . We use Pt (x, ·)
to denote the distribution of the chain at time t , assuming x as the starting configuration.
Then we refer to

tmix(P) := min
t

{

t ≥ 0,max
x∈�

‖Pt (x, ·) − π‖T V ≤ 1

4

}

(5)

as the mixing time of P , where ‖ · ‖T V denotes the total variation distance. The diameter of
a discrete-time Markov chain P in � is defined as

d = max
X ,Y∈�

d(X , Y ), (6)

where d(X , Y ) is the smallest number of moves of P needed to reach Y from X . For non-
reversibleMarkov chains, d(X , Y )may differ from d(Y , X). The diameter bounds themixing
time from below by d/2 [11]. The diameter of a lifted Markov chain cannot be smaller than
that of its collapsed chain (the chain of which it is a lifting). Although we are interested in
the diameter of the lifted Tasep, we therefore first compute that of the Ssep. On the other
hand, the diameter of a lifted Markov chain can be much larger than that of its collapsed
chain. As an example, the lifted Tasep for α = 0 is not irreducible, so that its diameter is
infinite for finite N and L . Naturally, the diameter of the lifted Tasep is independent of α,
for 0 < α < 1.

2.1 Diameter of the SSEP

We establish the diameter d |Ssep|
N ,P of the Ssep with hard-wall boundary conditions and, anal-

ogously, the diameter dSsepN ,P for the periodic Ssep (see Table 1 for examples)

Theorem 1 Let N ≤ L. For hard-wall boundary conditions, we have

d |Ssep|
N ,L = N (L − N ) (hard-wall boundary conditions), (7)

while, for periodic boundary conditions, the following is true:

dSsepN ,L =
⌈

N (L − N )

2

⌉

(periodic boundary conditions). (8)
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Before proving Theorem 1, we provide an upper bound for the diameter which is inde-
pendent of boundary conditions (Lemma 1), as well as a tool to reduce the periodic Ssep to
the hard-wall Ssep (Lemma 2).

Lemma 1 Let x = {x1, x2, . . . , xN } and y = {y1, y2, . . . , yN } be two configurations in
�Ssep. Then, for both periodic and hard-wall boundary conditions, we have

dSsep(x, y) ≤
N

∑

i=1

|yi − xi |. (9)

Consequently, dSsepN ,L , d |Ssep|
N ,L ≤ N (L − N ).

Proof Forfixed L ,weproveby inductionon N ≤ L that x can reach y in atmost
∑N

i=1 |yi−xi |
moves; these moves do not invoke periodic boundary conditions, and for each particle i , the
direction ofmoves taken from xi to yi aremonotone, that is, either all forward or all backward.
The case N = 1 is obvious. Suppose the induction holds for N ≤ k. Now consider N = k+1.
We claim that there exists a flexible particle at xi ∈ x such that there are no particles in x
within the interval [xi , yi ] or [yi , xi ] (whichever is a valid interval), except the flexible
particle itself. Before displacing any other particle, we can move the flexible particle from
xi to yi using monotone Ssep moves only, without invoking periodic boundary conditions.
After this movement, we apply the induction hypothesis to two smaller instances whose
number of particles is at most k: we can move particles in {x1, . . . , xi−1} to {y1, . . . , yi−1} in
∑i−1

j=1 |y j − x j | monotone moves without invoking periodic boundary conditions; similarly,

we can move particles in {xi+1, . . . , xN } to {yi+1, . . . , yN } in ∑N
j=i+1 |y j − x j | monotone

moves without invoking periodic boundary conditions. These two instances are independent
of each other because yi divides the [1, L] into halves. More precisely, if xi < yi then
xi−1, yi−1 < yi < yi+1 and by the property of flexible particle, xi+1 > yi ; if xi > yi
then xi+1, yi+1 > yi > yi−1 and by the property of flexible particle, xi−1 < yi . Hence, we
establish the induction.

It remains to show the existence of a flexible particle. For the sake of contradiction, we
assume that there is no flexible particle. If y1 ≤ x1, then the particle i = 1, at x1, is flexible.
If the particle i = 1, at x1, is not flexible, then we must have x1 < x2 ≤ y1. This also implies
x2 < y2. Moreover, if x2 is not flexible, then we have x2 < x3 ≤ y2. We continue in this
fashion and obtain for each i = 1, 2, . . . , N − 1 that xi < xi+1 ≤ yi . At the end, we know
xN ≤ yN−1 < yN . Since, by definition, particle N is the most forward, it must be flexible,
so there is a contradiction. 	


With the following lemma, we reduce the Ssep with periodic boundary conditions to the
one with hard-wall boundary conditions. We denote by [a, b] the periodic interval of a and
b, in other words the interval from a to b if a ≤ b and, using this definition, [a, L] ∪ [1, b]
if a > b.

Lemma 2 Let x = {x1, x2, . . . , xN } and y = {y1, y2, . . . , yN } be configurations in �Ssep.
There then exists a periodic interval [a, b] of length �L/2
 or �L/2
 + 1 that contains the
same number of particles in x and in y.

Proof of Lemma 2 With periodic boundary conditions, there are L distinct periodic intervals
of lengthm := �L/2
+1. Let S0 = [a0, b0] be one of the intervals such that |x∩S0|−|y∩S0|
achieves its maximum among these L intervals. Let Si := [ai , bi ] be the translation of S0 by
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i , where ai := (a0 + i) mod L and bi := (b0 + i) mod L . Let g(i) := |x ∩ Si | − |y ∩ Si |.
By definition, g(0) ≥ 0. If g(0) = 0, then we are done, so we assume g(0) > 0.

Since both x and y have N particles, if |x ∩ S0| > |y ∩ S0|, then there must be some S j

for which |x ∩ S j | < |y ∩ S j |, that is, g( j) < 0. For every i ≥ 1,

g(i) − g(i − 1) = 1[bi ∈ x] − 1[bi ∈ y] − 1[ai−1 ∈ x] + 1[ai−1 ∈ y] ∈ [−2, 2]. (10)

Among i = 1, . . . , j , there is the first j∗ such that g( j∗) < 0. Since g( j∗)−g( j∗ −1) ≥ −2
and g( j∗ − 1) ≥ 0, g( j∗ − 1) ∈ {1, 0}. If g( j∗ − 1) = 0, then S j∗−1 is the desired interval
of length m. Otherwise, g( j∗ − 1) = 1, and g( j∗) = −1, which is only possible when

b j∗ /∈ x, b j∗ ∈ y, a j∗−1 ∈ x, and a j∗−1 /∈ y. (11)

Then we check that S∗ := [a j∗ , b j∗−1] is a desired interval. Indeed,

|S∗ ∩ x | = |S j∗−1 ∩ x | − 1 = g( j∗ − 1) + |S j∗−1 ∩ y| − 1 (12)

= 1 + |S j∗−1 ∩ y| − 1 = |S j∗−1 ∩ y| = |S∗ ∩ y|, (13)

and S∗ is of length m − 1. 	


Proof of Theorem 1 The diameter of the Ssep is at most N (L − N ) for both boundary condi-
tions, as follows from Lemma 1.

For hard-wall boundary conditions, moving between ˜A and ˜B,

˜A =
1
• • · · ·

N
• · · ·

L
, ˜B = · · ·

L−N+1
• · · · •

L
• , (14)

requires N (L − N ) moves, because every particle in ˜A has to be translated by L − N moves
to yield its corresponding particle in ˜B. Therefore, Eq. (7) is established, that is, the first
claim of the theorem.

For the periodic Ssep, we first consider the case of even L . Lemma 2 implies that there
exists a periodic interval [a, b] ⊆ [1, L] of length L/2 or L/2 + 1 with k particles both in x
and in y. By the periodic boundary conditions, [1, L]\[a, b] is also a periodic interval [c, d] of
length L/2 or L/2−1. In both configurations x and y, there are N−k particles in [c, d]. Then
we obtain two smaller instances of the Ssep with hard-wall boundary conditions: on [a, b],
N1 = k and L1 = L/2 (or L/2 + 1), and on [c, d], N2 = N − k and L2 = L − L1 = L/2
(or L/2 − 1). Moreover,

dSsepN ,L ≤ d |Ssep|
N1,L1

+ d |Ssep|
N2,L2

. (15)

Two cases must be considered for the length L1.
In the case L1 = L2 = L/2, we may apply Lemma 1 to both instances and obtain:

d |Ssep|
N1,L1

+ d |Ssep|
N2,L2

≤ N1(L1 − N1) + N2(L2 − N2) (16)

= k

(

L

2
− k

)

+ (N − k)

[

L

2
− (N − k)

]

(17)

=
[

k · L
2

+ (N − k) · L
2

]

− k2 − (N − k)2 (18)

≤ N · L
2

− N 2

2
=

⌈

N (L − N )

2

⌉

, (19)

where the last inequality follows from the fact that (x + y)2/2 ≤ x2 + y2 for any x, y ∈ R.
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Alternatively, in the case L1 = L/2+ 1 and L2 = L/2− 1, a similar computation yields
for the hard-wall diameters:

d |Ssep|
N1,L1

+ d |Ssep|
N2,L2

≤ N1(L1 − N1) + N2(L2 − N2) (20)

= k

(

L

2
+ 1 − k

)

+ (N − k)

[

L

2
− 1 − (N − k)

]

(21)

=
[

k · L
2

+ (N − k) · L
2

]

− [

k2 + (N − k)2 − k + (N − k)
]

︸ ︷︷ ︸

f1(k)

, (22)

where f1(k) : R → R given by f1(k) = k2 + (N − k)2 − k + (N − k). By checking the
derivative of f1, we see that for any k ≥ 0,

f1(k) ≥ f1

(

N − 1

2

)

= N 2 − 1

2
. (23)

Thus,

dSsepN ,L ≤ d |Ssep|
N1,L1

+ d |Ssep|
N2,L2

≤ NL

2
− f1(k) ≤ NL

2
− N 2 − 1

2
= N (L − N )

2
+ 1

2
. (24)

If N is odd, then

dSsepN ,L ≤ N (L − N )

2
+ 1

2
=

⌈

N (L − N )

2

⌉

. (25)

If N is even, then

dSsepN ,L ≤ N (L − N )

2
+ 1

2
=

⌈

N (L − N )

2

⌉

+ 1

2
. (26)

Since dSsepN ,L is an integer and
⌈

N (L−N )
2

⌉

in this case is the largest integer satisfying the above

inequality, we have

dSsepN ,L ≤
⌈

N (L − N )

2

⌉

. (27)

When L is odd, Lemma 2 in turn implies the existence of a periodic interval [a, b] ⊆ [1, L]
of length �L/2
 or �L/2� with the same number of particles in x and in y. In either case, we
can choose to set L1 = �L/2
, N1 = k, L2 = �L/2� and N2 = N − k for some k ∈ [0, N ].
By an analogous computation, we have

dSsepN ,L ≤ d |Ssep|
N1,L1

+ d |Ssep|
N2,L2

≤ NL

2
−

[(

k + 1

2

)

k + (N − k)

(

N − k + 1

2

)]

︸ ︷︷ ︸

f2(k)

, (28)

with f2(k) = (

k + 1
2

)

k + (N − k)
(

N − k − 1
2

)

. Again, by checking the derivative of f2,
we obtain that for any k ≥ 0,

f2(k) ≥ f2

(

2N − 1

4

)

= N 2

2
− 1

8
. (29)

Thus,

dSsepN ,L ≤ NL

2
− f2(k) = N (L − N )

2
+ 1

8
. (30)
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Since N (L−N ) is even, N (L−N )
2 is the largest integer below N (L−N )

2 + 1
8 . Since any diameter

is an integer, we have effectively

dSsepN ,L ≤ N (L − N )

2
=

⌈

N (L − N )

2

⌉

, (31)

establishing the upper bound of Eq. (8) for the periodic Ssep.
Finally we show the lower bound of Eq. (8) by providing two configurations that achieve

this diameter. For simplicity, we suppose N and L to be even (but the following argument
generalizes to arbitrary integers N and L > N ). We show that for the periodic Ssep, moving
from configuration ˜A to configuration ˜AL , which are shown below, takes at least � N (L−N )

2 �
steps.

˜A =
1
• • · · ·

N
• · · ·

L
, ˜AL = · · ·

L/2+1

• · · · •
L/2+N

• · · · . (32)

For a sequence S of periodic Ssep moves that lead ˜A to ˜AL and for a particle at poition
L/2 + i in ˜AL , we can trace back its location in ˜A, denoted by Si . Crucially, for any S
between ˜A and ˜AL , there exists an integer k ∈ [0, N ] such that if k > 0 then

S1 + (k − 1) = S2 + (k − 2) = S3 + (k − 3) = · · · = Sk = N , (33)

and moreover if k < N then

1 = Sk+1 = Sk+2 − 1 = · · · = SN − (N − k − 1). (34)

Accounting for Eqs. (33) and (34), the number of moves required for S is at least

k
∑

i=1

[(

L

2
+ i

)

− Si
]

+
N

∑

i=k+1

[

Si + L −
(

L

2
+ i

)]

(35)

=
k

∑

i=1

[(

L

2
+ i

)

− (N − k + i)

]

+
N

∑

i=k+1

[

i − k + L −
(

L

2
+ i

)]

(36)

=
k

∑

i=1

[

L

2
− (N − k)

]

+
N

∑

i=k+1

[

L

2
− k

]

(37)

= NL

2
− 2k(N − k). (38)

Note that k(N − k) as a function of k takes its maximum when k = N
2 . Thus, we obtain a

lower bound of Eq. (38)

NL

2
− 2k(N − k) ≥ NL

2
− 2

(

N

2

)2

= N (L − N )

2
=

⌈

N (L − N )

2

⌉

. (39)

Therefore, dSsepN ,L (˜A, ˜AL) ≥ � N (L−N )
2 �, and we complete the lower bound of Eq. (8). 	


Remark 1 The proof of Theorem1 is constructive. It thus provides an algorithm for transform-
ing any configuration x of the SSEP with periodic boundary conditions into a configuration
y in at most dSsepN ,L Ssep moves, that first identifies a periodic interval of appropriate length.
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103 Page 8 of 16 X. Zhang, W. Krauth

Table 2 Diameter of the lifted
Tasep, obtained by exact
enumeration. Data are compatible
with Eq. (40)

L \ N 2 3 4 5 6

5 7 9 9

6 9 12 13 12

7 11 15 17 17 15

8 13 18 21 22 21

9 15 21 25 27 27

10 17 24 29 32 33

11 19 27 33 37 39

12 21 30 37 42 45

2.2 Upper Bounds for the Diameter of the Lifted TASEP

With the diameter defined as in Eq. (6) and applied to the lifted Tasep and its sample space
�l- T, the following Conjecture 1 is obtained from exact enumeration for small N and L (see
Table 2). This conjecture suggests that for large N and L with N/L = const, the diameter
of the lifted Tasep (which is inherently periodic) is roughly double that of the Ssep with
periodic boundary conditions. This is remarkable because the lifted Tasep has only two
possible moves per (lifted) configuration, whereas the Ssep has 2N moves at its disposal, at
each time step.

Conjecture 1 For N < L, the diameter dl- TN ,L of the lifted Tasep of N particles on L sites
satisfies

dl- TN ,L = N (L − N ) + 2N − 3. (40)

Furthermore, the configurations A and B,

A =
1
→• • · · ·

N
• · · ·

L
, B =

1
· · ·

L−N+1
• · · ·→•

L
• , (41)

uniquely realize, up to translations, the diameter, so that dl- TN ,L = d(A, B).

We show that the configurations A and B from Eq. (41) actually saturate the bound of
Eq. (40):

Lemma 3 For A and B in Eq. (41), we have dl- T(A, B) = N (L − N ) + 2N − 3.

Finally, we establish an upper bound of the diameter for the lifted Tasep that is tight up
to a term of linear order:

Theorem 2 The diameter of the lifted Tasep with N particles on L > N sites satisfies

dl- TN ,L = N (L − N ) + O (L) . (42)

We provide the proofs of Lemma 3 and Theorem 2.

Proof of Lemma 3 First, we use N − 1 forward moves, so that xN = N becomes active:

→• • • → • • →• . (43)

Next we forward particle N to the position L − 1, followed by a pullback move, to make
particle N − 1 active.

• • →• → • • →• → • →• • . (44)

123
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We repeat these moves until any particle i is at position L − N + i . For this, we have used
N (L − N ) moves:

• →• • → →• • • → →• • • . (45)

Finally, we need N − 2 additional forward moves to render particle N − 1 active without
moving particles:

→• • • → • →• • . (46)

In total, (N − 1) + N (L − N ) + (N − 2) = N (L − N ) + 2N − 3 moves have led from A
to B without invoking periodic boundary conditions.

We have shown that dl- T(A, B) ≤ N (L − N ) + 2N − 3 with A and B from Eq. (41). To
establish the equality in this formula, we now argue that each of the above-mentioned moves
is necessary. First, since each move can change at most one particle by one unit in position,
the required mass transport demands at least N (L−N )moves from A to B. This justifies the
moves in Eq. (45). Moreover, starting from A, the only way one can allow any particle to be
moved is following the moves as in Eq. (43), which takes N − 1 moves. Similarly, the only
way that a state can transition to B is through the N−2moves as used in Eq. (46). As Eqs. (43)
and (46) happen respectively before and after the mass transport, they contain no overlapping
moves. Also, moves in both Eqs. (43) and (46) are independent of the mass transport since
they change no particle positions. Hence, it takes at least N (L − N )+ (N − 1)+ (N − 2) =
N (L − N ) + 2N − 3 moves to reach B from A. 	


We introduce several notions useful for the proof of Theorem2.We say that a configuration
y′ is an ancestor of a configuration y if y′ can reach y by forward moves that do not cross
the periodic boundary conditions at position L . As a forward move advances the pointer by
one unit, a configuration with the pointer at i has i − 1 ≤ L − 1 ancestors. Let Cy be an
ancestor of y such that the backmost particle in Cy is active:

for y = • • • →• • , Cy = →• • • • • . (47)

As a symmetric definition, we say that a configuration x ′ is a successor of x if x is an ancestor
of x ′. Let ̂Cx be a (not necessarity uniquely defined) successor of x such that the foremost
particle in ̂Cx is active:

for x = • →• • • • , ̂Cx = • • • • →• . (48)

Lastly, for two integers a, b ∈ [1, L], we denote by D(a, b) the periodic distance from a to
b, that is, if b ≥ a, then D(a, b) = b − a, and if a > b then D(a, b) = L − a + b.

Proof of Theorem 2 The theorem is obvious if N ≤ 2 or L = N . In what follows, we assume
L > N ≥ 3.

For any pair of configurations x and y, there is a sequence of lifted-Tasep moves from x
to y in three stages:

x → ̂Cx
︸ ︷︷ ︸

stage 1

̂Cx → Cy
︸ ︷︷ ︸

stage 2

Cy → y
︸ ︷︷ ︸

stage 3

. (49)

In stage 1 and in stage 3, by the definition of ancestor and successor, x reaches ̂Cx and Cy

reaches y after at most L − 1 forward moves. It remains to analyze the stage 2, for which we
need the following lemmas.
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Lemma 4 Assume L > N ≥ 3. For any two configurations x = {x1, . . . , xN } and y =
{y1, . . . , yN }, there exists a cyclic relabeling of y, denoted as y′ = {y′

1, . . . , y
′
N }, satisfying

1 ≤ y′
m+1 < y′

m+2 < · · · < y′
N < y′

1 < · · · < y′
m ≤ L (50)

with an integer m ∈ [0, N ], such that
D(xi , y

′
i ) ≤ L − N + 2, for all i = 1, . . . , N , (51)

and

y′
i ≥ xi + 2 for all i = 1, . . . ,m. (52)

Lemma 5 Assume L > N ≥ 3. Let x and y be two arbitrary configurations, with ̂Cx =
{x̃1, . . . , x̃N } a successor of x (with foremost active particle) and Cy = {ỹ1, . . . , ỹN } an
ancestor (with backmost active particle). Suppose that ̂Cx = {x̃1, . . . , x̃N } and the cyclically
relabeled configuration C ′

y = {ỹ′
1, . . . , ỹ

′
N } satisfy the conditions Eqs. (50) and (52) of

Lemma 4 with an integer m ∈ [0, N ]. Then we have that

d(̂Cx ,C
′
y) ≤

N
∑

i=1

D(x̃i , ỹ
′
i ) + O (L) . (53)

Now we use Lemmas 4 and 5 to complete the analysis of the stage 2 in Eq. (49). By
applying Lemma 4 to ̂Cx and Cy , we obtain an m and a cyclically relabeled configuration
C ′
y = {ỹ′

1, . . . , ỹ
′
N } such that Eqs. (50), (51) and (52) are satisfied. With the same m and the

cyclically relabeled sequence C ′
y for Cy , Lemma 5 then suggests

d(̂Cx ,C
′
y) ≤

N
∑

i=1

D(x̃i , ỹ
′
i ) + O (L) ≤ N (L − N + 2) + O (L) , (54)

where the last inequality follows from Eq. (51).
Therefore, x reaches y in at most

2(L − 1) + N (L − N + 2) + O (L) = N (L − N ) + O (L) (55)

moves, which establishes Eq. (42). 	

We provide the proofs of Lemmas 4 and 5 in the appendix.

3 Discussion

The discussed diameter bounds are compatible with the proven [12, 13] or conjectured [7]
mixing times for the Ssep and the lifted Tasep, respectively. In particular, the diameter of
the lifted Tasep, which is independent of α for 0 < α < 1, provides a first geometrical
characteristic of its sample space. In particular, it sets a lower bound on its mixing time
for all values of the pullback α. For non-critical pullbacks, numerical simulations [7, 8, 14]
indicate a mixing-time scaling as N 5/2, much larger than the diameter bound tmix ≥ d/2.
However, for α = αcrit, numerical simulations for 2N = L [7] (see also [8]) are compatible
with a mixing time tmix → N 2 (for N → ∞), which would saturate the diameter bound
up to a factor of two. An asymptotically sharp diameter bound (up to a constant factor), for
α = αcrit, would be exceptional as diameter bounds are in general very weak [11]. Given the
importance of the model, it would be interesting to obtain other geometrical characteristics,
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as the α-dependent conductance of the underlying graph. It appears also possible to obtain the
mixing time of the lifted Tasep rigorously, given that this was achieved for the Ssep [12, 13],
where it is∼ N 3 log N and for theTasep [15], where it is∼ N 5/2. At present, the inverse-gap
scaling for the lifted Tasep is known only from the Bethe ansatz, and it shows a pronounced
dependence on α. It will be fascinating to understand whether this α dependence is reflected
in the basic geometry of the sample space and whether it can be obtained rigorously.

A Supporting Proofs

We provide proofs of Lemmas 4 and 5.

Proof of Lemma 4 We provide the following Algorithm 1 that inputs configurations x and y
and returns the cyclic relabeling y′ characterized by an integer m and satisfying Eqs. (50),
(51) and (52).

Algorithm 1 Find y′ and m in the proof of Lemma 4
Require: 1 ≤ x1 < · · · < xN ≤ L , 1 ≤ y1 < · · · < yN ≤ L
Ensure: y′

i ∈ y for all i = 1, . . . , N , and m ∈ [0, N ]
Ensure: 1 ≤ y′

m+1 < y′
m+2 < · · · < y′

N < y′
1 < · · · < ym ≤ L

Ensure: y′
i ≥ xi + 2 for all i = 1, . . . ,m

1: m ← N
2: while m > 0 do
3: for i = 1, 2, . . . ,m do
4: y′

i ← yN−m+i
5: end for
6: for i = 1, . . . , N − m do
7: y′

m+i ← yi
8: end for
9: if y′ and m satisfy Eq. (52) then
10: return y′ and m
11: end if
12: m ← m − 1
13: end while
14: return y′ = {y1, y2, . . . , yN } and m = 0

Clearly, if Algorithm 1 exits through Line 14, the output satisfies Eqs. (50) and (52). If
Algorithm 1 exits through Line 10, its output satisfies Eq. (52) due to Line 9 and satisfies
Eq. (50) due to the assignment in Lines 3-8.

Now we show that the output of Algorithm 1 also satisfies Eq. (51). First suppose that
Algorithm 1 terminates with m = N . Since xi ≥ i , y′

i ≤ L − (N − i) and y′
i ≥ xi + 2 it then

holds that
D(xi , y

′
i ) = y′

i − xi ≤ L − (N − i) − i = L − N . (56)

As Eq. (56) holds for i = 1, . . . , N , the case m = N has thus been handled.
Second, we may suppose that Algorithm 1 terminates with m < N . Since Algorithm 1

does not satisfy Eq. (52) for m + 1, one of two following conditions are satisfied (still for
m < N ):

(i) y′
N = yN−m < x1 + 2,

(ii) There exists i ≤ m such that y′
i = yN−m+i < xi+1 + 2.
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Under the case (i), we have

x1 + (L − y′
N ) > x1 + (L − x1 − 2) = L − 2 (57)

For any j ∈ [1,m], since x j < y′
j ≤ L , it holds that

D(x j , y
′
j ) ≤ L − (x j + (L − y′

j )) = L − (x1 + (L − y′
N )) + (x1 − x j ) + (y′

j − y′
N ).

(58)

It follows from Eqs. (57) and (58) that

D(x j , y
′
j ) < 2 − ( j − 1) + [L − (N − j)] = L − N + 3. (59)

For j ∈ [m+1, N ], x j reaches y′
j across the periodic boundary.By an analogous computation,

we also have

D(x j , y
′
j ) ≤ y′

j + (L − x j ) ≤ y′
N − (N − j) + (L − x j ) (60)

< (x1 + 2) + (L − x j ) − (N − j) (61)

≤ L + 2 − ( j − 1) − (N − j) = L − N + 3. (62)

Next we consider the case (ii). For j ∈ [1,m], we have
D(x j , y

′
j ) ≤ L − (x j + (L − y′

j )) (63)

= L − (xi+1 + (L − y′
i )) + (xi+1 − x j ) + (y′

j − y′
i ) (64)

< 2 + (xi+1 − x j ) + (y′
j − y′

i ), (65)

where Eq. (65) follows from (ii). If j ≥ i + 1, then xi+1 − x j ≤ i + 1 − j and y′
j − y′

i ≤
L − N + j − i , so we obtain

2 + (xi+1 − x j ) + (y′
j − y′

i ) ≤ 2 + (i + 1 − j) + (L − N + j − i) = L − N + 3.

(66)

If j ≤ i , then xi+1 − x j ≤ L − N + (i + 1) − j and y′
j − y′

i ≤ j − i so again we obtain

2 + (xi+1 − x j ) + (y′
j − y′

i ) ≤ 2 + (L − N + (i + 1) − j) + ( j − i) = L − N + 3.

(67)

Combining inequalities Eqs. (63) and (67), we establish that D(x j , y′
j ) < L − N + 3. For

j ∈ [m + 1, N ], it holds that
D(x j , y

′
j ) ≤ y′

j + (L − x j ) ≤ y′
i − (i + N − j) + (L − x j ). (68)

By (ii), we have

y′
i − (i + N − j) + (L − x j ) < xi+1 + 2 + L − N − x j − (i − j) (69)

= L − N + 2 + (xi+1 − x j ) − (i − j) (70)

≤ L − N + 2 + (i + 1 − j) − (i − j) (71)

= L − N + 3. (72)

The inequalities Eqs. (68) and (72) imply that D(x j , y′
j ) < L − N + 3.

In both cases we have shown that D(x j , y′
j ) < L − N + 3 for all j = 1, . . . , N , and

Eq. (51) follows as D(x j , y′
j ) is an integer. 	
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Proof of Lemma 5 Since configurations x and y are inconsequential to this proof, to sim-
plify the notations, instead of writing ̂Cx = {x̃1, . . . , x̃N } for the successor of x and C ′

y =
{ỹ′

1, . . . , ỹ
′
N } for the cyclic relabeling of the ancestor Cy of y, we write ̂Cx = {x1, . . . , xN }

and C ′
y = {y1, . . . , yN }. Recall that configuration ̂Cx is an ordered N -tuple, so we could

refer to the particle at xi as the particle i for each i = 1, . . . , N .
We first discuss two simple cases. If m = N , we can directly move each particle i to

yi in the order of i = N , . . . , 1; in this case d(̂Cx ,C ′
y) = ∑

i D(xi , yi ). If m = N − 1,
we just move the particle N across the periodic boundary to position 1 (first pushing any
blocking particles forward by executingLines 2-4 ofAlgorithm2 if x1 = 1), then successfully
move particles N − 1, . . . , 1 to yN−1, . . . , y1 in the order of N − 1, . . . , 1, and finally
move the particle N to yN if yN > 1. Reaching C ′

y from ̂Cx through these steps implies

d(̂Cx ,C ′
y) ≤ ∑

i D(xi , yi ) + O(N ), where we spend additional O(N ) steps for the need to
push the blocking particles forward at the beginning.

In the rest of the proof, we assume m ≤ N − 2. Note that this assumption together with
(51) ensures that

D(xi , yi ) ≥ 2 for i ∈ [m + 1, N ]. (73)

Now, given any pair of (̂Cx ,C ′
y), we provide the following Algorithm 2 that reachesC ′

y from
̂Cx through the lifted Tasep steps.

Algorithm 2 An algorithm to reach C ′
y from ̂Cx in Lemma 5

Require: m ≤ N − 2, L > N ≥ 3.
Require: 1 ≤ x1 < · · · < xN ≤ L , 1 ≤ ym+1 < · · · < yN < y1 < · · · < ym ≤ L
Require: D(xi , yi ) ≥ 2 for i ∈ [1, N ]
Ensure: particle i is at yi for all i = 1, . . . , N , and the pointer is on ym+1
1: if xN = L and x1 = 1 then
2: Transfer the pointer to particle 1
3: Use pullback moves to send particle 1 one step forward
4: (If particle 1 is blocked, send particles 2, 3, . . . forward as well)
5: end if(The pointer should be back on particle N .)
6: repeat
7: for i = N , N − 1, . . . ,m + 1 do
8: Attempt to move particle i to yi − 1 (The pointer should then be on i − 1)
9: (Use forward moves to reach yi − 2, and use one pullback move to reach yi − 1)
10: (Before being blocked by i + 1, particle i transfers the pointer to i − 1 by a pullback)
11: end for(The pointer should then be on m)
12: for i = m,m − 1, . . . , 1 do
13: Attempt to move particle i to yi
14: end for(The pointer should then be on N )
15: until at least one attempts succeeds
16: for i = N , N − 1, . . . ,m + 2 do
17: Attempt to move particle i to yi
18: end for
19: if particle m is at ym then
20: Move particle m + 1 to ym+1 via forward moves
21: else:
22: CLEANUP(y1, . . . , yN , m)
23: end if

We first verify the validity of Algorithm 2 in scenarios where the steps might be unclear.
In Lines 8, 13 and 17, the attempted moves for the particle i could be blocked by the particle
i + 1, but at least in all these cases, a single pullback move could still take place due to

123



103 Page 14 of 16 X. Zhang, W. Krauth

Algorithm 3 CLEANUP subroutine used in Line 22 of Algorithm 2
1: Let l1 ∈ [1,m] be the least number such that the particle l1 is not at yl1
2: for i = m + 1,m, . . . , l1 + 1 do
3: Use forward moves to send particle i to yi−1, unless i is at yi−1 already
4: Use a pullback move to send i to yi−1 + 1, and transfer the pointer to i − 1
5: end for
6: if l1 = 1 and particle N is not at yN then
7: Let l2 ∈ (m + 1, N ] be the least number such that particle l2 is not at yl2
8: Use forward moves to send particle 1 to y1 − 1, unless 1 is at y1 − 1 already
9: Use a pullback move to send particle 1 to y1 and transfer the pointer to N
10: for i = N , . . . , l2 + 1 do
11: Use forward moves to send particle i to yi−1, unless i is at yi−1 already
12: Use a pullback move to send particle i to yi and transfer the pointer to i − 1
13: end for
14: for i = l2, . . . , N , 1, . . .m do
15: Use forward moves to send particle i to yi , unless i is at yi already
16: Use a forward move to transfer the pointer to i + 1
17: end for
18: else:
19: for i = l1, . . . ,m do
20: Use forward moves to send particle i to yi , unless i is at yi already
21: Use a forward move to transfer the pointer to i + 1
22: end for
23: end if
24: Move particle m + 1 to ym+1 if needed

Eqs. (73) and (51), and the pointer always successfully transfers to the particle i − 1. Thus,
operations in Lines 7-14 are always valid moves of the lifted Tasep. In addition, we need
to verify that an infinite loop never takes place in Lines 6-15: since particles keep moving
forward, the algorithm will eventually break out the repeat-until loop, and hence terminate
in finite time.

To see the correctness of Algorithm 2, we make several useful observations. Observe that
in Lines 7-11, if any particle i successfully reaches yi −1, then the particle i is unable to block
particle i − 1 in the upcoming iteration of i −1. Consequently, all particles i − 1, . . . ,m + 1
reach yi−1, . . . , ym+1 successfully in Line 8. Similarly, in Lines 12-14, if any particle i
successfully reaches yi then all particles i − 1, . . . , 1 reach their assigned destinations in
Line 13. Hence, when the Algorithm 2 breaks out the repeat-until loop, either the particle 1
has arrived at y1 or the particle m + 1 has arrived at ym+1 − 1.
Case 1: particle 1 has arrived at y1. Since y1 > yN > · · · > ym+1 by assumption, in Lines
16-18, all attempts will be successful. Next we consider the two cases in Line 19. By the
previous observation, if particle m has arrived at ym , which can only happen in Line 13, then
each particle i has arrived at yi for i ∈ [1,m]. Hence if the algorithm reaches Line 20, the
only unfinished particle is the particle m + 1, which is then sent to ym+1. Alternatively, if
particle m is not at ym in Line 19, then we enter the CLEANUP subroutine in Algorithm 3.
In Lines 2-5 of Algorithm 3, for each i ∈ [m + 1, l1 + 1], since particle i + 1 has been at
position yi + 1, these steps in Lines 2-5 will not be blocked by i + 1 and thus they execute
successfully. By the assumption of case 1, we have l1 > 1, so we enter the else branch in Line
18. For each i ∈ [l1,m], from our earlier discussions, the particle i + 1 has been staying at
yi +1, so moving each particle i to yi would not get blocked by i +1; after Line 20 succeeds,
particles i and i + 1 are adjacent, so the forward move in Line 21 would also be justified. So
far all particles exceptm + 1 have arrived at their destinations. Finally, particlem + 1 arrives
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at ym+1 in Line 24. Therefore, the final configuration equals to C ′
y , and we conclude the case

1.
Case 2: particle 1hasnot arrived at y1 but particlem + 1 arrives at ym+1−1. If ym+1 �= 1,
then in the last iteration of the repeat-until loop, all attempts in Line 13 of Algorithm 2 will
be successful since particle m + 1 has crossed the periodic boundary and will not able to
block any of the movements in Lines 12-14. Then particle 1 would have arrived at y1 but this
contradicts our assumption. Thus, the only possibility that Case 2 could happen is ym+1 = 1,
ym = L, . . . , y1 = L − m. Moreover, just before the execution of Line 16 of Algorithm 2,
particle 1 is at L − m − 1, particle 2 is at L − m,..., and particle m + 1 is at L . Following
this, Lines 16-18 ensure that there exists l2 ∈ [m + 2, N ] such that particle i is blocked for
N ≥ i ≥ l2 while particle i is at yi form+2 ≤ i < l2. As in this case particlem is not at ym ,
we enter the CLEANUP subroutine. In Lines 3-4 of Algorithm 3, we will send particlem + 1
to ym + 1 = 1. If particle N has been at yN , the rest of proof follows analogous arguments
as in Case 1. If particle N has not been at yN , additional steps in Lines 7-17 of Algorithm 3
are needed to make sure both the final positions of particles l2, . . . , N and the location of
the pointer are correct. Noticing that the particles l2, . . . , N , 1, . . . ,m + 1 are all adjacent to
each other, the validity of these steps are readily verified.

Lastly, we count the total number of lifted Tasep steps used in Algorithm 2. Each particle
i travels a distance D(xi , yi ) through a combination of forward and pullback moves; in
addition, in Lines 2-4 of Algorithm 2 and in Lines 16, 21 of Algorithm 3, we use a total of
O (L) forward moves to transfer the pointers without moving any particles. Therefore, the
number of steps required to reach C ′

y from ̂Cx is at most

N
∑

i=1

D(xi , yi ) + O (L) , (74)

so we establish Eq. (53). 	
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