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Abstract—Extracting information from digital documents is
an evolving area of research, especially with the recent advances
in artificial intelligence and computer vision. Recently, Large
Language Models (LLMs) have shown remarkable performance
in various natural language processing tasks, including data
extraction from documents. However, the accuracy of these
models can be significantly affected when dealing with large
or complicated documents due to the inherent complexity and
variability of rich formats. In this paper, we target a specific type
of complex document: financial invoices.

OCR technology extracts editable and searchable data from
different types of documents transformed into an image, e.g.,
scanned documents, and PDFs. However, OCR is highly sensitive
to noise and image mis-alignment that frequently results into
wrong extraction of texts. Moreover, OCR cannot understand
the structure of a document, and leverage it to understand
the semantic of the document’s content to extract structured
information from document. OCR is therefore considered as
a preprocessing step that need to be completed with further
processing. In this paper, we use text-based LLMs to enrich
the outputs of Optical Character Recognition (OCR) applied
to documents to extract structured information from financial
invoices. We show here, that by fusing OCR engines, including
Tesseract and DocTR, with the two open-source LLM models,
Llama3 and Mistral, we significantly improve the accuracy and
reliability of information extraction operations on two datasets
featuring business documents: SROIE and FATURA datasets.

Index Terms—Invoice Processing, Large Language Models,
Information Extraction.

I. INTRODUCTION

Today’s business environment faces organizations with an
ever-increasing volume of documents that need to be pro-
cessed. Thus, automatizing the capture of structured informa-
tion from business documents, not only saves a considerable
amount of time by minimizing human intervention, but can
create business value. For instance, extracting in structured
format the information embedded in invoices can be used
for business analysis, for example monitoring purchasing
behavior [1].

Extracting information from invoices is therefore a major
target of applicative research. Recent years have witnessed
remarkable progress in artificial intelligence and computer
vision, leading to advances in automated document under-
standing. This has been applied to invoices’ information

extraction following three main approaches: (i) graph-based
approaches [2] [3], which are computationally intensive, par-
ticularly for large or complex invoices, and capture spatial
relationships between different text elements on an invoice, (ii)
deep learning-based approaches [4] [5] [6], which use neural
networks calibrated over large amount of labeled training data
with high-quality input images, to learn relevant features from
invoice images using neural networks, and more recently (iii)
large language models (LLMs)-based approaches [7] [8] [9],
which take text resulting from OCR, for mono-modal case,
or directly the scanned image for multi-modal case, as input
and generate structured one-dimensional text sequence. In this
paper, we focus on the mono-modal case that accepts text
resulting from OCR and output text sequences. The main
reason is that we are targeting in this work a practical and
affordable system that can be easily deployed, while multi-
modal systems are larger and more complex.

This study proposes a two-stage LLM-centric pipeline for
structured information extraction from invoices. In the first
stage, we extract invoices’ content with a relatively simple
Optical Character Recognition (OCR) engine, such as Tesser-
act [10] or DocTR [11], which are are well-known open
source OCR frameworks that can use non-commercial engine,
to extract from images containing text the embedded text. In
the second stage, the text sequence resulting from the OCR
is combined with knowledge coming from invoice processing
to create, in several steps, prompts that are presented to a
pre-trained LLM that solves the invoice comprehension task
without further fine-tuning. We validate the proposed pipeline
over two datasets containing invoices, namely SROIE [12] and
FATURA datasets [13], and using different models supported
by Ollama [14], including Llama3 and Mistral.

The rest of this paper is organized as follows. Section II in-
troduces some key concepts relevant to information extraction
from business invoices. Section III presents the studies about
information extraction from invoices that are relevant to our
proposed approach. Section IV describes the proposed LLM-
centric pipeline for extracting invoice information. Section V
discusses the implementation details and the proposal’s per-
formance. Finally, Section VI concludes the paper with future
research directions.



II. BACKGROUND

A computer system automating invoice processing needs to
incorporate a wide range of software tools to handle all the
tasks. We provide a brief overview of the two key components
of such a system : (i) Optical Character Recognition (OCR),
which is used to extract data from scanned or PDF invoices,
making them searchable and understandable, and (ii) Large
Language Models (LLMs), that enable better document under-
standing and information retrieval, in particular the identifica-
tion of specific pieces of information within a document, such
as vendor information, invoice numbers, product tables, etc.

A. OPTICAL CHARACTER RECOGNITION (OCR)

Optical Character Recognition (OCR) is a set of tech-
nologies used to automatically identify and extract text from
images like scanned documents, screenshots, or formatted
documents like PDFs. The evolution of OCR technology spans
over a century and continues to evolve, with several notable
trends emerging from recent research as multilingual recogni-
tion and different font styles, as well as handwritten characters
written with any instrument. However, OCR technology still
faces several challenges when it comes to matching human
reading abilities [15]. Current OCR systems include artificial
intelligence and deep learning to improve OCR’s ability to
recognize text in complex layouts and environments and learn
from mistakes and improve over time. Tesseract [10] that
is an open-source OCR engine known for its accuracy, and
versatility, as well as DocTR [11], a deep learning-based
OCR system designed to extract efficiently text from complex
document layouts, are examples of modern OCR systems that
integrate artificial intelligence to improve OCR capabilities
and performance.

B. Large Language Models (LLMs)

Large Language Models (LLMs) are advanced computa-
tional models built over deep transformers architecture. They
use massive datasets to achieve general-purpose language
understanding and generation [16]. The evolution of LLMs can
be traced through several key developments, such as the in-
troduction of the transformer architecture and its use in BERT
(Bidirectional Encoder Representations from Transformers)
by Google, which significantly improved performance on
various NLP tasks [17], and attention mechanism [18]. These
contributions revolutionized natural language processing and
prepared the apparition of ChatGPT-2 and GPT-3 released
by OpenAI which demonstrated impressive text generation
capabilities. In addition to commercial models, a variety of
openly available models such as Llama3 or Mistral have been
released [14] and are widely used in research. Recently, the
LLM paradigm has become dominant in areas using neural
networks beyond NLP, as LLM can also serve as generalist
agents for ad-hoc problem-solving, without fine-tuning to
specific tasks. LLM technology has started to have far-reaching
impacts across various industries and applications, including
automating invoice processing.

III. RELATED WORK

Several solutions have been proposed in the literature to
address the challenge of extracting information from in-
voices. We summarize the published research into three cat-
egories: graph-based approaches [2] [3], deep learning-based
approaches [4] [5] [6], and large language models (LLMs)-
based approaches [7] [8] [9].

Krieger et al. [2] proposed a graph-based approach for
extracting information from invoices by transforming them
into a graph structure, where text elements become nodes
in the graph. The authors combined machine learning using
Graph Neural Networks (GNN) with heuristic rules to generate
the final structured text results. Thereafter, the graph embedded
in the GNN is used over a dataset of invoices from multiple
vendors. Nonetheless, the approach proposed fails to deal
with invoices with completely new layouts or formats that
are not represented in the training data. Lohani et al. [3]
introduced a model-free Graph Convolutional Network (GCN)
approach for reading and processing information in a scanned
invoice image. The proposed system extracts table information
and can extract up to 27 entities of interest without any
template information or configuration with good performance.
Although the GCN approach is robust, it encounters scalability
challenges related to the computational complexity of graph
operations when processing large volumes of invoices with
complex structures.

Arslan et al. [4] introduced a deep learning-based method
based on Convolutional Neural Networks (CNNs) for invoice
segmentation, for identifying and extracting fields from invoice
images. These fields are used to develop an end-to-end solution
doing automated labeling and enabling synthetic invoice gener-
ation. They evaluated the proposed system over 1022 manually
labeled invoice images. The fine-tuned model outperformed
the baseline models with an accuracy of 8.4%. However, the
system performance was susceptible to invoice image quality.
Yao et al. [5] proposed an invoice information recognition sys-
tem for Chinese characters by using deep learning techniques.
The system combines YOLOv3 (You Only Look Once version
3) for object recognition and CRNN (Convolutional Recur-
rent Neural Network) for sequence recognition. Although the
system rapidly processed invoice content, it still suffered
from ineffective recognition in the case of low-resolution and
noisy invoices. Hamdi et al. [6] combine (a) textual features
extraction, i.e. all the words that can be used to define the
context of the word to be labeled with (b) layout features,
i.e., the position of the word in the document, block and
line as well as its coordinates, (c) pattern features, i.e., each
input word is represented by a normalized pattern built by
substituting each character with a normalized one, and (d)
logical features i.e., boolean values, for example, indicating
whether the word is a title. They fine-tuned a BERT model to
extract relevant information from invoices. Their experiments
encompassing different categories of documents showed some
limits over invoices, i.e., some invoices’ fields are not detected
and prediction results are not satisfactory.



Fig. 1. Overview of the proposed pipeline for extracting invoice information.

The emergence of large language models (LLMs) has led
to a major development in invoice information extraction
recently. For instance, Perot et al. [7] developed LMDX, a five-
step process to extract key-value pairs from documents. This
pipeline included OCR, chunking the OCR output, creating
prompts, LLM inference, and parsing and decoding of the
outputs. Their solution has achieved state-of-the-art perfor-
mance on two of the most commonly used public benchmarks,
VRDU and CORD while remaining data efficient. However,
the usage of large language models always entails signifi-
cant computing costs. Ye et al. [8] proposed a modularized
multimodal large language model (MLLM) based on the
mPLUG-Owl architecture. The authors first constructed an
instruction-tuning dataset featuring a wide range of visual-
text understanding tasks. Then, they strengthen the OCR-free
document understanding ability by jointly training the model
on language-only, general vision-and-language, and document
instruction-tuning datasets with a unified instruction-tuning
strategy. Despite its better performance, the proposed systems
can still generate inaccurate information. Recently, Wang et
al. [9] proposed a multimodal approach combining OCR with
LLM; they target rich visual documents characterized by their
heterogeneous content, irregular layouts, and disjointed text

segments. Their pipeline architecture permits the detection
of visual information by leveraging the spatial positions and
dimensions of text tokens obtained using OCR. They treat the
spatial information about the text tokens as a distinct modality,
use separate vectors to represent these different modalities, and
extend the transformer architecture’s self-attention mechanism
to compute their disentangled inter-dependencies. Their exper-
iments do not include invoices; instead, they use large amounts
of banking visual documents and legal proceedings against the
tobacco industry. For our pipeline, we extended and adapted
their architecture to invoice-specific aspects.

The above studies show that using OCR and LLM improves
the quality of information extracted from business documents.
In this work, we combine both approaches and achieve com-
putational saving in LLM while improving OCR performance.

IV. SYSTEM DESIGN: LLM-CENTRIC PIPELINE FOR
INFORMATION EXTRACTION FROM INVOICES

Figure 1 depicts an overview of the system developed in
this paper. It begins the processing by using an OCR solution
to extract text from a given invoice. This text is thereafter
inserted into a prompt template together with a task-specific
directive to exclude irrelevant pages. These pre-processing



steps are important to clean the invoice content from un-
necessary attributes that could hinder the LLM processing.
After that, the filtered invoice content is input into a pre-
trained Large Language Model through a defined prompt that
asks to extract main information, including supplier’s data,
total amounts, order numbers, etc. The step of handling multi-
pages is used when handling complex structure invoices. The
proposed system can extract from the table of products on each
page and using the keywords present in the invoice header, the
list of products and relevant tax values present in the invoice.
This extracted information is then re-inserted into a prompt
template to extract global information related to products
and amounts. We validate the obtained structured information
using Pydantic, a data validation library, that leverages data
models describing precisely the expected information, and
their format, or generating these models through examples.
This last stage standardizes the LLM output as much as
possible. Finally, the prepared prompt is then fed into the
LLM and the answer is encoded in JSON format. Our pipeline
architecture implementation adapts and extends the software
framework developed in [19] with specific enhancements, i.e.
removing irrelevant extra pages.

V. EVALUATION AND RESULTS

In this section, we evaluate the information extraction
performance of the proposed LLM-centric pipeline using two
real-world datasets. We present the experimental details and
corresponding discussions, including dataset description, the
used evaluation metrics, and a detailed comparison of Llama3,
Llama3-8B, and Mistral-7B models with respect to informa-
tion extraction results.

A. Data Description
We evaluate our approach using both the SROIE [12] and

the FATURA [13] datasets. The SROIE (Scanned Receipts
OCR and Information Extraction) dataset [12] provides a large
dataset used to evaluate the robustness of relevant information
extraction methods from scanned receipts. It consists of 1000
scanned receipts along with their corresponding OCR results.
The objective of using this dataset is to extract four main
information for each scanned receipt, namely company name
and address, date, and the total. The second used dataset
is the FATURA dataset [13], which is a good resource for
document analysis, primarily focused on invoice documents.
It has 10,000 invoice images in 50 various layouts, making
it the largest publicly available image library of invoices to
date. FATURA offers annotated images of invoice papers with
different layouts. The basis for this choice is twofold. On the
one hand, this dataset is intended to address the problems of
document-related tasks that require both textual information
and exact bounding box annotations to distinguish between
document items. On the other hand, it is free and includes
detailed benchmarks for various document analysis scenarios.

B. Evaluation Metric
To evaluate our approach’s performance in extracting infor-

mation from invoices, we calculate the following metrics:

• Task Completion Time: measures the time (in seconds)
taken to complete one specific task-request. We separate
the OCR time and LLM time.

• Text-extraction Accuracy: measures the accuracy of text
extracted from the invoices using LLM.

• Precision: measures how many positive predictions are
correct (true positives).

• Recall: measures how many positive cases the classifier
correctly predicted, over all the positive instances in
the data.

• F1-Score: measures both ratios (precision and recall) in
a balanced way, requiring both to have a higher value for
the F1-score value to rise.

Three string similarity metrics are used in this study. Two
of them are non-semantic: Jaro-Winkler, which is based on
character matching and transpositions, and Sorensen-Dice,
which is based on n-grams1. The third method is a semantic
one called all-MiniLM-L12-v2 library2, that is specifically de-
signed for semantic similarity through a medium-sized model.

C. Experimental Results

We conduct all experiments using Ollama API [14], which
is an open-source platform that allows large language models
(LLMs) to run locally on any machine. It provides a simple
API for creating, running, and managing models, as well
as a library of pre-built models that can be easily used in
a variety of applications. In our case, we pulled and used
locally the standard Llama3 model, the Llama3 version with
8B parameters, and the high-performance Mistral language
model with 7B parameters. We also use for the OCR stage
the Tesseract [10] framework, an open-source optical character
recognition (OCR) engine that allows images containing text
to be converted to machine-encoded text. We have also used
DocTR (Document Text Recognition) [11] that uses deep
learning for OCR, and is claimed to enable advanced document
understanding, but has a commercial license.

Given the OCR results, we enrich the LLM prompts
to improve invoice understanding performance. We perform
all experiments on a machine with an Intel Core i9-13900
CPU and NVIDIA RTX 6000 Ada Generation with 48 GO
GDDR6 memory.

In the rest of this section, we report the results on both
datasets with the chosen OCR engines and LLM models. The
results in Figure 2 show how our system generates a textual
document representation from a random invoice sample from
the FATURA dataset. On the left side, the original scanned
invoice appears as an image or a pdf. In the middle, the OCR
output is obtained after transforming the invoice image into
a machine-readable text, though it might have some errors or
misalignment. The LLM output is shown on the right side.
It improves the OCR text by fixing errors and structuring the
data into JSON format as required in the executed prompt.

1Available in the Python library textdistance
https://github.com/life4/textdistance

2Implemented in the python library sentence-transformers
https://www.sbert.net/docs/sentence transformer/pretrained models.html



Fig. 2. Element extraction by Llama3 on a random invoice sample from the FATURA dataset: original scanned invoice (left), OCR output (middle), and
LLM output (right).

We first compare the execution time performance of the two
alternative OCR engines, namely Tesseract [10] and DocTR
[11]. The results in Table I show that overall each dataset
can be processed in a few minutes and that the average OCR
task completion time per invoice (in seconds) is acceptable.
Variations in task completion time across different datasets
and different invoices are mainly explained by the difference
in complexity of the given invoice structures and the disparity
of formats.

TABLE I
COMPARISON OF TASK COMPLETION TIME TAKEN BY TESSERACT AND

DOCTR TO EXTRACT INVOICE TEXT FROM SROIE AND FATURA
DATASETS.

OCR TIME (sec)
Total AVG

SROIE (973 invoices) Tesseract 602,09 0,62
DocTR 1271,52 1,31

FATURA (1000 invoices) Tesseract 483,51 0,48
DocTR 1141,14 1,14

Table II and Table III show the comparison of performance
metrics over the SROIE and FATURA datasets, of the ap-
plications of the three LLM models, namely Llama3 (4,7
GB), llama3-8b-instruct-q5 K M (5,7 GB), and mistral-7b-
instruct-v0,3-q5 K M (5,1 GB) when they are fed by the
output of the two alternative OCR engines, Tesseract [10]
and DocTR [11]. For both datasets, we show that Llama3
performs slightly faster than Llama3-8B and Mistral-7B, i.e.,

the average Llama3 processing time for the SROIE dataset
is 0.98 seconds, compared to 1.04 seconds for Llama3-8B
and 1.20 seconds for Mistral-7B. Furthermore, Tesseract and
DocTR display comparable speed performance across models
with little changes. Therefore, the commercial DocTR does
not achieve higher speed and throughput than an open-source
OCR engine, like Tesseract.

Table II shows that accuracy achieved by the combination
of the Mistral-7B LLM model and the DocTR OCR engine
is the best over the SROIE dataset. While in Table III, this
is the combination of Tesseract and Llama3 that achieves the
best accuracy over the FATURA dataset. In both cases, the
type of the LLM model used is not very important with slight
variation among them. This means that the use of a smaller
model like Llama3 will achieve most of the gain of the LLM
at a lower implementation cost and hardware cost. The main
difference is with the choice of the OCR system. This can
be related to the fact that the SROIE is a dataset used for
robustness analysis and concentrates on harder cases, than the
FATURA dataset, which is larger and contains a more typical
invoice. Overall, we can conclude that using the combination
of Tesseract and Llama3 is combining for large datasets the
lowest execution time, and an acceptable performance (with
little loss compared to the more complex LLMs). However,
it may be necessary to manually analyze the cases in the
SROIE dataset that have poor performance to understand how
to improve the performance over them.



TABLE II
EVALUATION RESULTS FOR SROIE DATASET AND COMPARISON WITH LLAMA3 (4,7 GB), LLAMA3-8B (5,7 GB), AND MISTRAL-7B (5,1 GB) MODELS.

Llama3 Llama3-8B Mistral-7B
Tesseract DocTR Tesseract DocTR Tesseract DocTR

LLM TIME (sec) Total 951,07 952,94 1010,64 1015,95 1167,23 1111,25
AVG 0,98 0,98 1,04 1,04 1,20 1,14

SI
M

IL
A

R
IT

Y
M

E
T

R
IC

S all-MiniLM-L12-v2

Accuracy 0,66 0,82 0,66 0,83 0,68 0,85
Precision 0,67 0,83 0,67 0,83 0,68 0,85
Recall 0,92 0,99 0,92 1,00 0,94 1,00
F1-Score 0,75 0,89 0,75 0,89 0,77 0,91

Jaro-Winkler

Accuracy 0,71 0,86 0,71 0,87 0,73 0,89
Precision 0,72 0,87 0,72 0,88 0,73 0,90
Recall 0,93 1,00 0,93 1,00 0,94 1,00
F1-Score 0,79 0,92 0,79 0,92 0,80 0,94

Sorensen-Dice

Accuracy 0,65 0,83 0,64 0,81 0,68 0,86
Precision 0,67 0,84 0,66 0,82 0,70 0,87
Recall 0,92 1,00 0,92 1,00 0,93 1,00
F1-Score 0,75 0,89 0,74 0,88 0,77 0,92

TABLE III
EVALUATION RESULTS FOR FATURA DATASET AND COMPARISON WITH LLAMA3 (4,7 GB), LLAMA3-8B (5,7 GB), AND MISTRAL-7B (5,1 GB)

MODELS.

Llama3 Llama3-8B Mistral-7B
Tesseract DocTR Tesseract DocTR Tesseract DocTR

LLM TIME (sec) Total 2183,39 2187,40 2337,83 2313,18 3363,46 3429,99
AVG 2,18 2,19 2,34 2,31 3,36 3,43

SI
M

IL
A

R
IT

Y
M

E
T

R
IC

S all-MiniLM-L12-v2

Accuracy 0,90 0,75 0,90 0,75 0,86 0,70
Precision 0,93 0,78 0,93 0,78 0,90 0,74
Recall 0,96 0,94 0,96 0,94 0,95 0,93
F1-Score 0,94 0,85 0,94 0,85 0,92 0,82

Jaro-Winkler

Accuracy 0,92 0,84 0,92 0,84 0,89 0,81
Precision 0,95 0,89 0,95 0,89 0,93 0,85
Recall 0,96 0,94 0,96 0,95 0,95 0,94
F1-Score 0,95 0,91 0,96 0,91 0,94 0,89

Sorensen-Dice

Accuracy 0,91 0,83 0,91 0,83 0,88 0,79
Precision 0,95 0,87 0,95 0,87 0,93 0,83
Recall 0,96 0,94 0,96 0,95 0,95 0,93
F1-Score 0,95 0,90 0,95 0,90 0,93 0,87

VI. CONCLUSION

Large Language Models (LLMs) leverage vast amounts
of text data to understand context and semantics, making
them highly effective at extracting information from digital
invoices. In this paper, we enrich LLM prompts with OCR
information to improve invoice understanding performance.
The proposed pipeline requires only preprocessing of the
invoice text and prompts without additional fine-tuning.
Experimental results show that the open-source LLM models
used, Llama3, Llama3-8B, and Mistral-7B, perform well
on both SROIE and FATURA datasets when enriched with
output from OCR engines, such as Tesseract or DocTR.
The synergy between OCR and LLMs allows for better
handling of complex invoice structures and varying formats,
ensuring more accurate extraction of essential information
from invoices. For future research, we intend to add layout
information to LLM prompts for instruction-tuned LLMs to
improve invoice understanding performance. We also plan
to investigate the benefits and trade-offs of incorporating
multi-modal large language models for extracting information
from invoices.

APPENDIX
PROMPT TEMPLATE

This listing gives an overview of the used prompt template.

You receive invoice content.

You must extract specific information
from the invoice and return them in a
well-structured JSON format FRAMED
WITH ‘‘‘.

The information to be extracted concerns:
$$$
<<<Extracted Content by an OCR>>>
$$$

Here are the JSON fields required,
described with comments following --,
but DO NOT INCLUDE COMMENTS in your
generated JSON:

$$$
<<<Generated JSON Schema specific to the

Extracted Content>>>
$$$
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