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Generalized perimeters and gradient estimates

Jordan Serres ∗

November 18, 2024

Dedicated to Patrick Cattiaux, my former teacher,
from whom I learned the fundamentals of functional analysis.

Abstract

We use a variational formulation to define a generalized notion of perimeter, from
which we derive abstract isoperimetric Cheeger’s inequalities via gradient estimates
on solutions of Poisson equations. Our abstract framework unifies many existing
results and in particular allows us to recover the W1 − W 1,1 transport inequality,
which strengthens the usual transport-information inequality. Conversely, we also
prove that Cheeger’s inequality implies certain first order Calderón-Zygmund-type
gradient estimates.

1 Introduction
The aim of this article is to revisit the link between isoperimetric inequalities and gradient
estimates on solutions of the Poisson equation. Isoperimetric inequalities consist in bounding by
below the perimeter of a set by a function of its volume. This problem has attracted considerable
interest since antiquity when the usual notions of perimeter and volume, i.e. induced by the
Lebesgue measure, are considered. Among the incredibly vast literature on the subject, let us
mention Ros’ survey [23]. However, it is possible to define the notion of perimeter for any non-
negative measure, and there are even several different definitions, all of which boil down to the
same thing for regular sets. In this work, we will start from the weak formulation of perimeter
as the total variation of indicator functions. We refer the reader to Ziemer’s book [27, Chapter
5] for a rigorous overview on functions of bounded variation. This formulation goes back to the
work of Caccioppoli [5, 6] and De Giorgi [12, 13], where the perimeter of a set Ω ⊂ Rd is defined
by

Per(∂Ω) = sup
{∫

Ω
divϕ |ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||∞ ≤ 1

}
where C1

c

(
Rd,Rd

)
denotes the set of compactly supported and continuously differentiable func-

tions on Rd, and the integration is with respect to the Lebesgue measure. Gradient estimates
that we will consider consist in showing that for any function f that is sufficiently regular,

||∇f || ≤ C ||∆f ||

where C does not depend on f , and || · || denotes a norm on some domain Ω with boundary
conditions which depends on the context. The most common gradient estimates come from
Schauder estimates in the theory of elliptic PDE, which are estimates involving the C2-norm of f ,
see e.g. [15]. In this work, we will consider this approach for the perimeters of general probability
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measures, and the Laplace operator will therefore be replaced by another second-order elliptic
operator. In that case, such estimates are implied by gradient commutation relations at the level
of the semigroup generated by the operator, which are equivalent to curvature conditions, see [2]
for a complete monograph. Such curvature conditions imply strong isoperimetric inequalities,
see [3, 4], and also Cattiaux and co-authors [9], and also allow to invert the usual hierarchy
between concentration and isoperimetry [22].

In this work, we show how the weaker condition of admitting gradient estimates implies
isoperimetric Cheeger-type inequalities. This problem is tackled in a general way in Section 2
by introducing an abstract and generalized notion of perimeter, which leads to Theorem 1. In
the rest of the paper, we analyze the consequences of this abstract theorem in different cases.
In particular, we show in Section 3.2, that it implies a transport inequality which bounds the
Kantorovich-Wasserstein distance W1 between two probability distributions µ and ν, by the
W 1,1-norm of the density of ν with respect to µ, see Theorem 2. This recovers a result in [17].
Next, we show that this W1 −W 1,1 inequality holds for uniformly log-concave distributions, for
semi-log-concave probability distributions under an additional assumption, and also for moment
measures with uniformly semi-concave moment map. In Section 4, we consider the case of Lp-
perimeters, which give a natural weakening of the usual isoperimetric problem. We apply our
main Theorem 1 to show that under a Poincaré inequality, all Lp-perimeters satisfy a Cheeger
inequality for p ≥ 2, see Section 4.3. Finally, in Section 4.4, we give a partial reverse by showing
that Cheeger’s inequality implies Lq − Lp-Calderón-Zygmund-type gradient estimates for all
p ≥ 2, with q the conjugate exponent of p, see Theorem 5.

2 The abstract setting
Let µ be a probability distribution on Rd, let (E, || · ||E) be a space of functions g : Rd → R
equipped with a seminorm || · ||E , and let F be a space of weakly differentiable functions
f : Rd → R, equipped with a seminorm || · ||F which takes the following form

||f ||F = ||∇f ||∇F

where || · ||∇F is a norm on the space of vector-valued functions Rd → Rd. We assume that the
set C1

c (Rd,R) of C1-compactly-supported functions is dense in F . We consider a linear operator
L : F → E, which vanishes on constant functions, and we assume that there exists a constant
CE,F such that

∀g ∈ E, ∃f ∈ F : Lf = g −
∫
Rd
g dµ and ||f ||F ≤ CE,F

∣∣∣∣∣∣∣∣g −
∫
Rd
g dµ

∣∣∣∣∣∣∣∣
E

(1)

Intuitively, the constant CE,F is the operator norm of the inverse operator

L−1 : E ∩
{
g :

∫
g dµ = 0

}
→ F.

Note that if the equation Lf = g−
∫
Rd g dµ does not admits a solution, or if L−1 is unbounded,

then CE,F = ∞. We assume that the linear operator L admits a divergence form S, i.e. we
assume that there exists some operator S acting on vector valued functions, taking values in E,
and satisfying that

L(ϕ) = S (∇ϕ)

for all ϕ ∈ C1
c (Rd,R). Given a measurable set Ω ⊂ Rd, we define its generalized perimeter as

follows
Perµ,F (∂Ω) := sup

{∫
Ω
S(ϕ) dµ |ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||∇F ≤ 1

}
(2)
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We can define its generalized isoperimetric profile function Iµ,F by

Iµ,F (t) := inf
µ(Ω)=t

Perµ,F (∂Ω),

which, of course, includes the isoperimetric profile function for the usual perimeter. We also
define, for any two probability distributions ν1, ν2 on Rd, the quantity

δE (ν1 |ν2) := sup
{∫

Rd
g dν1 −

∫
Rd
g dν2 : g ∈ E,

∣∣∣∣∣∣∣∣g −
∫
Rd
g dν2

∣∣∣∣∣∣∣∣
E

≤ 1
}

(3)

which quantifies the proximity of ν1 to ν2. Note that δE is related to usual integro-differential dis-
tances between probability distributions such as the total variation distance and the Wasserstein
distance, see Sections 3. For Ω ⊂ Rd with non-zero mass µ(Ω) > 0, we denote by µΩ the measure
µ restricted to Ω, i.e. for all measurable subsets A ⊂ Rd, it is given by µΩ(A) = µ(Ω ∩A)/µ(Ω).
Our main result is the following generalized Cheeger isoperimetric inequality.

Theorem 1. For all probability distributions µ on Rd, and for all Ω ⊂ Rd with positive mass
µ(Ω) > 0, it holds that

Perµ,F (∂Ω) ≥ C−1
E,F µ(Ω) δE (µΩ |µ) .

As an immediate corollary, we have the following lower bound on the generalized isoperimetric
profile function Iµ,F .

Corollary 1. For all probability distributions µ on Rd and for all t ∈ (0, 1),

Iµ,F (t) ≥ t sup
E

(
C−1

E,F inf
µ(Ω)=t

δE (µΩ |µ)
)
,

where the supremum runs over all seminormed spaces (E, || · ||E) of functions on Rd, and the
constant CE,F denotes the operator norm of L−1 given in (1).

Note that if L−1 is unbounded or undefined on E, then the inverse of its operator norm is zero,
and therefore the corresponding term in the supremum is not taken in account.

Proof of Theorem 1. We can write

Perµ,F (∂Ω) = sup
{∫

Ω
S(ϕ) dµ |ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||∇F ≤ 1

}
= C−1

E,F µ(Ω) sup
{∫

Ω
S(ϕ) dµΩ |ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||∇F ≤ CE,F

}
≥ C−1

E,F µ(Ω) sup
{∫

Ω
S(∇ψ) dµΩ |ψ ∈ C1

c

(
Rd,R

)
, ||∇ψ||∇F ≤ CE,F

}
= C−1

E,F µ(Ω) sup
{∫

Ω
Lf dµΩ | f ∈ F, ||f ||F ≤ CE,F

}
≥ C−1

E,F µ(Ω) sup
{∫

Ω
Lf dµΩ | f ∈ F given in (1) for some g ∈ E,

∣∣∣∣∣∣∣∣g −
∫
Rd
g dµ

∣∣∣∣∣∣∣∣
E

≤ 1
}

= C−1
E,F µ(Ω) sup

{∫
Ω

(
g −

∫
Rd
g dµ

)
dµΩ | g ∈ E,

∣∣∣∣∣∣∣∣g −
∫
Rd
g dµ

∣∣∣∣∣∣∣∣
E

≤ 1
}

= C−1
E,F µ(Ω) δE (µΩ |µ)

where, on line 4, we have used the assumption that the set of C1-compactly supported functions
is dense in (F, || · ||F ), and on the last line, we have used that µΩ is a probability distribution.
The proof is complete.
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3 The usual perimeter
In this section, we consider the case of a probability distribution µ = e−V dx, V ∈ C2(Rd),
with its usual perimeter µ+, i.e. we consider Definition (2) with (F, || · ||F ) the set of Lipschitz
functions equipped with the Lipschitz seminorm ||f ||F = ||∇f ||∞, and S(ϕ) = divϕ − ∇V · ϕ.
Indeed, it is well known that in that case, the quantity

µ+ (∂Ω) = sup
{∫

Ω
divϕ− ∇V · ϕdµ : ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||∞ ≤ 1

}
is the total variation of the indicator function 1Ω with respect to the measure µ, which is actually
the µ-perimeter of ∂Ω, see e.g. [21]. In the next two sections, we will consider the cases where
E is the set of bounded functions, giving the usual Cheeger inequalities, see Section 3.1, and
where E is the set of Lipschitz functions, giving the W1 −W 1,1 transport inequality, see Section
3.2.

3.1 Cheeger’s inequality

When E = L∞ is the set of bounded functions equipped with the uniform norm || · ||∞, the
quantity δE defined by (3) controls the total variation distance: For all Ω such that µ(Ω) > 0,

δL∞ (µΩ |µ) ≥ 1
2dT V (µΩ, µ),

where
dT V (µΩ, µ) = sup

{∫
Rd
g dµΩ −

∫
Rd
g dµ : ||g||∞ ≤ 1

}
denotes the total variation distance between the two probability distributions µ and µΩ(·) =
(1/µ(Ω))µ(Ω ∩ ·). This is an immediate consequence of the fact that ||g −

∫
g dµ||∞ ≤ 2 ||g||∞.

Moreover, by taking the combination of indicators g = 1Ω − 1Rd\Ω, it is easy to see that
dT V (µΩ, µ) = 2 (1 − µ(Ω)) . Therefore, in that case, Corollary 1 gives the usual Cheeger inequal-
ity

Iµ(t) ≥ C−1
L∞,Lip t(1 − t)

The fact that gradient estimates imply Cheeger’s inequality was already noticed by Wu [25,
Corollary 2.2], who showed that such gradient estimates hold on a complete connected Rieman-
nian manifold when V ∈ C2 admits a second moment, and the constant CL∞,Lip depends on the
Ricci curvature. Let us end this section by mentioning that this method is related to Stein’s
method when µ = γ is the standard one-dimensional normal distribution. Indeed, in that case,
the perimeter is given by

γ+(Ω) = sup
{∫

Ω
v′(x) − x v(x) dγ(x) : v ∈ C1

c (R,R) , ||v||∞ ≤ 1
}
,

and Stein’s lemma [24, Lemma 2.5] gives that for any bounded function g, there is a solution
of the Stein equation v′(x) − xv(x) = g(x) −

∫
g dγ satisfying ||v||∞ ≤

√
π
2 ||g(x) −

∫
g dγ||∞.

Therefore C−1
L∞,Lip =

√
2
π which, up to a factor 1/2, gives the sharp Cheeger constant for the

Gaussian.

3.2 The W1 − W 1,1 transport inequality

When E = Lip is the set of Lipschitz functions equiped with the Lipschitz seminorm ||∇g||∞,
the quantity δE is the L1-Wasserstein distance

δE(µΩ|µ) = W1(µΩ, µ),
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where
W1(µΩ, µ) := sup

{∫
Rd
g dµ− 1

µ(Ω)

∫
Ω
g dµ : ||∇g||∞ ≤ 1

}
and Theorem 1 gives that for all Ω ⊂ Rd with non-zero mass,

µ+(∂Ω) ≥ C−1
Lip,Lip µ(Ω)W1(µ, µΩ) (4)

from which we deduce the following.

Theorem 2. For all probability distributions µ on Rd, and for all functions f : Rd → R+ such
that

∫
f dµ = 1, it holds that

W1 (µ, fµ) ≤ CLip,Lip

∫
Rd

|∇f | dµ (5)

Note that when the constant CLip,Lip is not bounded, then Inequality (5) is just empty. Let us
point out that Theorem 2 recovers [17, Theorem 3.1] of Guillin, Léonard, Wang and Wu. Note
also that Lipschitz-to-Lipschitz gradient estimates are a vast topic in the literature, including
Kuwada’s duality theorem, stating that for semigroups, they are equivalent to a Wasserstein
contraction (see [20]). We now give the proof of Theorem 2.

Proof Let h : Rd → R be a 1-Lipschitz function. We can compute that∫
Rd

|∇f | dµ =
∫ ∞

0
µ+ (f > t) dt

≥ C−1
Lip,Lip

∫ ∞

0
µ(f > t)W1

(
µ, µ{f>t}

)
dt

≥ C−1
Lip,Lip

∫ ∞

0
µ(f > t)

∫
Rd
h(x)

(
1 −

1{f>t}(x)
µ(f > t)

)
dµ(x) dt

= C−1
Lip,Lip

∫
Rd
h(x)

∫ ∞

0

(
µ(f > t) − 1{f>t}(x)

)
dt dµ(x)

= C−1
Lip,Lip

∫
Rd
h(x)

(∫
f dµ− f(x)

)
dµ(x)

= C−1
Lip,Lip

∫
Rd
h(x) (1 − f(x)) dµ(x)

where we used the co-area formula on lines 1 and 5, Inequality (4) on line 2, and the fact
that

∫
f dµ = 1 on the last line. Since this holds for all 1-Lipschitz functions h, by taking the

supremum, we deduce that ∫
Rd

|∇f | dµ ≥ C−1
Lip,LipW1 (µ, fµ)

which is exactly Inequality 5.
Notice that the converse statement, that is the fact that the transport Inequality (5) implies the
isoperimetric-type inequality (4) is also true, as can be seen by taking Lipschitz approximations of
the indicator function 1Ω in (5) and passing to the limit. Let us also point out that Inequality (5)
was first introduced in [17]. We refer the reader to [16] for a survey on transport inequalities, and
to [18, 17] for comparison between the transport inequality (5) and others transports inequalities.
In particular, let us underline that the W1 −W 1,1 inequality (5) can be seen as a reinforcement
of the usual transport-information inequality. Indeed, by using the Cauchy-Schwarz inequality,
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we can write that

W1 (µ, fµ) ≤ CLip,Lip

∫
Rd

|∇f | dµ

= CLip,Lip

∫
Rd

|∇f |√
f

√
f dµ

≤ CLip,Lip

√∫
Rd

|∇f |2

f
dµ

√∫
Rd
f dµ

=

√
C2

Lip,Lip

∫
Rd

|∇f |2

f
dµ.

The next subsection of this section will now examine, from the literature, how the constant
CLip,Lip can be explicitly bounded in the case of uniformly log-concave and semi-log-concave
probability distributions, the second subsection will show how to derive the transport W1-W 1,1

inequality for moment measures, and finally at the third subsection, we will show that the
transport W1-W 1,1 inequality implies a Cheeger-type inequality.

3.2.1 Application to semi-log-concave distributions

Let dµ(x) = e−V (x)dx be a probability distribution, and for all x ∈ Rd, let κ(x) ∈ R denote the
smallest eigenvalue of the symmetric matrix ∇2V (x), so we have

∀x ∈ Rd, ∇2V (x) ≥ κ(x)Id.

Then it is possible to show, see e.g. [2, Section 4.9.2], that for all Lipschitz functions g, the
equation

∆f − ∇V · ∇f = g −
∫
Rd
g dµ

admits a solution f satisfying

||∇f ||∞ ≤ ||∇g||∞ sup
x∈Rd

∫ ∞

0
E
[
e−
∫ t

0 κ(Xs) ds
]
dt,

where (Xs)s≥0 is the Markov diffusion generated by the operator L = ∆ − ∇V · ∇ and starting
at X0 = x. Let us mention that this type of probabilistic representation was used by Cattiaux
et al., to study the long-term behavior of diffusion processes in [8]. In particular, this estimate
assures us that the constant CLip,Lip satisfies

CLip,Lip ≤ sup
x∈Rd

∫ ∞

0
E
[
e−
∫ t

0 κ(Xs) ds
]
dt (6)

and Theorem 2 gives that as soon as this supremum is finite, then for all functions f : Rd → R+
such that

∫
f dµ = 1, it holds

W1 (µ, fµ) ≤
(

sup
x∈Rd

∫ ∞

0
E
[
e−
∫ t

0 κ(Xs) ds
]
dt

)∫
Rd

|∇f | dµ.

In particular, if for some ρ > 0, dµ(x) = e−V (x)dx is ρ-uniformly log-concave, i.e. ∇V ≥ ρId in
the sense of quadratic forms with Id the identity matrix, then we can take κ(x) = ρ, and (6)
gives

CLip,Lip ≤ 1/κ,

and Theorem 2 gives that for all functions f : Rd → R+ such that
∫
f dµ = 1,

W1 (µ, fµ) ≤ 1
κ

∫
Rd

|∇f | dµ.
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3.2.2 Application to moment measures

In this section, we suppose that µ is a moment measure, i.e. that for some φ : Rd → R, it can
be written as the pushforward by ∇φ of the probability distribution dν(x) := e−φ(x)dx,

dµ(x) = ∇φ#
(
e−φ(x)dx

)
,

and ∇φ is then called the moment map of µ. Such a function exists if µ is centered, admits a
finite first moment and is not supported on a hyperplane, and moreover it is the Brenier map
from optimal transport theory, see [11]. We have the following.

Theorem 3. If µ is a moment measure and ∇φ denotes its moment map, then it satisfies the
following transport W1 − W 1,1 inequality for all non-negative functions f : Rd → R+ such that∫
f dµ = 1,

W1 (µ, fµ) ≤ 2 sup
x∈Rd

λmax
(
∇2φ(x)

) ∫
Rd

|∇f | dµ,

where λmax
(
∇2φ(x)

)
denotes the largest eigenvalue of the matrix ∇2φ(x).

Note that since ∇φ is the Brenier map from optimal transport theory, it follows that φ is convex,
and therefore for all x ∈ Rd, λmax

(
∇2φ(x)

)
≥ 0. Note also that the standard d-dimensional

Gaussian distribution is the only fixed point of the moment measure functional, i.e. the only
distribution such that ∇φ = Id. As a consequence, it is natural to expect that the quantity
Id − ∇2φ characterizes the proximity between µ and the standard normal distribution. This
observation was put forward by Fathi in [14] where it was shown that ∇2φ

(
∇φ−1) is a Stein

kernel for µ, from which it follows that the L2 norm of Id − ∇2φ controls the L2-Wasserstein
distance between µ and the Gaussian. By way of comparison, our bound involving the supre-
mum of ∇2φ is much more restrictive.

Proof By using the integration by parts formula, it is straigtforward to see that there exists
some vector-valued function W : Rd → Rd such that the operator

Λf := ⟨∇2φ−1,∇2f⟩HS −W · ∇f

satisfies for all smooth functions f, g : Rd → R,∫
Rd
fΛg dν = −

∫
Rd

∇2φ−1 (∇f,∇g) dν.

Let us also define the operator S which acts on vector-valued functions ϕ : Rd → Rd as S(ϕ) =
⟨∇2φ−1,∇ϕ⟩HS − W · ϕ. It has been shown by Kolesnikov in [19] that the metric measure
space (Rd,∇2φ, ν) satisfies the curvature-dimension condition CD(1/2,∞). In particular, this
implies that the solution of the Poisson equation Λf = g−

∫
Rd g dν satisfies the gradient estimate

||∇2φ−1(∇f,∇f)||∞ ≤ 2||∇2φ−1(∇g,∇g)||∞, see e.g. [2]. Therefore we have that the operator
norm CLipφ,Lipφ satisfies CLipφ,Lipφ ≤ 2, where Lipφ denotes the space of Lipschitz functions
with respect to the Hessian metric ∇2φ, and Theorem 2 gives the following transport inequality
for ν = e−φdx

W1,φ (ν, fν) ≤ 2
∫
Rd

√
∇2φ−1 (∇f,∇f) dν (7)

which holds for all non-negative functions f : Rd → R+ such that
∫
f dν = 1, and where

W1,φ (α, β) := sup
{∫

Rd
h dα−

∫
Rd
h dβ :

∣∣∣∣∣∣∇2φ−1 (∇h,∇h)
∣∣∣∣∣∣

∞
≤ 1

}

7



denotes the L1-Kantorovich distance with respect to the distance induced by the Hessian metric
∇2φ. Using the fact that ∇φ is the moment map of µ, we can see that for all non-negative
functions f : Rd → R+ such that

∫
f dµ = 1,

W1 (µ, fµ) = W1
(
∇φ#(ν), f∇φ#(ν)

)
= sup

{∫
Rd
g(∇φ) dν −

∫
Rd
g(∇φ)f(∇φ) dν : ||∇g||∞ ≤ 1

}
≤ sup

{∫
Rd
h dν −

∫
Rd
hf(∇φ) dν :

∣∣∣∣∣∣∣∣√∇2φ−1 (∇h,∇h)
∣∣∣∣∣∣∣∣

∞
≤ sup

x∈Rd

√
λmax (∇2φ(x))

}

≤ sup
x∈Rd

λmax
(
∇2φ(x)

)1/2
W1,φ (ν, (f ◦ ∇φ) ν)

≤ 2 sup
x∈Rd

λmax
(
∇2φ(x)

)1/2 ∫
Rd

√
∇2φ−1 (∇(f ◦ ∇φ),∇(f ◦ ∇φ)) dν

≤ 2 sup
x∈Rd

λmax
(
∇2φ(x)

)1/2 ∫
Rd

√
∇2φ ((∇f) ◦ ∇φ, (∇f) ◦ ∇φ) dν

≤ 2 sup
x∈Rd

λmax
(
∇2φ(x)

) ∫
Rd

|∇f | dµ,

where we used the definition of W1,φ on line 4, and Inequality (7) on line 5. The proof is
complete.

3.2.3 A Cheeger-type isoperimetric inequality

In this section, we show that the W1 −W 1,1 transport inequality of Theorem 2 implies a different
version of Cheeger’s inequality.

Proposition 1. If the probability distribution µ on Rd satisfies the W1 −W 1,1 transport inequal-
ity, i.e. for all functions f : Rd → R+ such that

∫
f dµ = 1,

W1 (µ, fµ) ≤ C

∫
Rd

|∇f | dµ

then µ satisfies the following version of Cheeger’s inequality, for all measurable subsets Ω ⊂ Rd,

µ+(∂Ω) ≥ C−1 min(µ(Ω), 1 − µ(Ω))
∫
Rd
d(x, ∂Ω) dµ(x).

Proof The proof consists in applying the W1 −W 1,1 transport inequality to Lipschitz approxi-
mations of the indicator function µ(Ω)−11Ω, and then observing that the distance W1 satisfies

W1(µ, µΩ) ≥ min
(

1, 1 − µ(Ω)
µ(Ω)

) ∫
Rd
d(x, ∂Ω) dµ(x).

Indeed, by choosing

g(x) =
{

d(x, ∂Ω) x ∈ Ω
−d(x, ∂Ω) x ∈ Rd \ Ω

which is 1-Lipschitz, one can see that

W1(µ, µΩ) ≥ 1 − µ(Ω)
µ(Ω)

∫
Ω
d(x, ∂Ω) dµ+

∫
Rd\Ω

d(x, ∂Ω) dµ.

Now if µ(Ω) ∈ (0, 1/2), we have that 1−µ(Ω)
µ(Ω) ≥ 1 and therefore W1(µΩ |µ) ≥

∫
Rd d(x, ∂Ω) dµ, and

similarly, if µ(Ω) ∈ (1/2, 1), then 1 ≥ 1−µ(Ω)
µ(Ω) , so we get that W1(µΩ |µ) ≥ 1−µ(Ω)

µ(Ω)
∫
Rd d(x, ∂Ω) dµ,
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achieving the proof.

It is worth mentioning that Corollary 1 gives the following bound on the isoperimetric pro-
file function

Iµ(t) ≥ C−1
Lip,Lip min (t, 1 − t) inf

µ(Ω)=t

∫
Rd
d(x, ∂Ω) dµ.

Let us make a few comments on the minimization problem

inf
µ(Ω)=t

∫
Rd
d(x, ∂Ω) dµ (8)

Firstly, if ∂Ω is not regular enough, the infimum may be zero. For example, let us take the
uniform distribution on [0, 1], and a dyadic decomposition whose volume remains constant but
whose diameter of connected components becomes zero. This Cheeger-type inequality therefore
only makes sense if we restrict ourselves to sufficiently regular sets, e.g. at least connected.
Secondly, note that if we take t = 0 and restrict the infimum to singleton sets, then the mini-
mizers of Problem (8) are exactly the medians of µ. Consequently, even in the case t > 0, the
minimizers among the connected sets can be interpreted as t-mass medians, and the infimum
itself as the L1-variance for t-mass sets. In particular, for the multivariate standard normal
distribution, the minimizer will be the ball centered at zero whose Gaussian mass is equal to t.

4 The Lp-perimeters, p ≥ 1
The usual perimeter is defined as the total variation of indicator functions, i.e. as the operator
norm of ϕ 7→

∫
Ω divϕ on the space L∞. In this section, we define the Lp-perimeter µ+,p, p ≥ 1, of

a probability distribution dµ(x) = e−V (x)dx, as the p-total variation of the gradient of indicator
functions

µ+,p(∂Ω) := sup
{∫

Ω
divϕ− ∇V · ϕdµ |ϕ ∈ C1

c

(
Rd,Rd

)
, ||ϕ||Lq(µ) ≤ 1

}
where q is the conjugate exponent of p, i.e. 1/p + 1/q = 1. In the terminology of the abstract
setting of Section 2, this means that we consider Definition (2) with F equals to the Sobolev
space W 1,q(µ) equipped with its seminorm ||f ||F = ||∇f ||Lq(µ), and the divergence form S is
given by

S(ϕ) = divϕ− ∇V · ϕ.

Note that from this definition, we have that µ+,p(∂Ω) = (
∫
Rd |∇1Ω|pdµ)1/p, and therefore the

usual perimeter is the L1-perimeter µ+ = µ+,1. Note moreover that since µ is a probability
distribution, we have the inclusions Lr(µ) ⊂ Ls(µ), for 1 ≤ s ≤ r ≤ ∞, and therefore

∀Ω, µ+,r(∂Ω) ≥ µ+,s(∂Ω).

In other words, lower bounds on the usual perimeter imply lower bounds for all other perimeters,
so that isoperimetric inequalities concerning Lp-perimeters, p > 1, represent a weakened version
of the usual isoperimetric problem.

4.1 Lp-Cheeger’s inequalities

In this section, we consider the case of a probability distribution µ = e−V dx, V ∈ C2(Rd), with
its p-perimeter µ+,p, p ≥ 1. By using the notation of the abstract setting of Section 2, we take
E = Lp(µ) equipped with the Lp-norm. The gradient estimate given in (1) then becomes the
following first order Calderón-Zygmund estimate,

||∇f ||Lq(µ) ≤ Cq,p||Lf ||Lp(µ) (9)

9



where Cq is a constant independant of f , and Lf = S(∇f) = ∆f − ∇f · ∇V . Note that our
terminology comes from the usual Calderón-Zygmund estimate which involves the Hessian of f
instead of its gradient. Theorem 1 then gives

µ+,p(∂Ω) ≥ C−1
q,p µ(Ω) δLp(µ) (µΩ |µ)

where δLp(µ) is defined in (3) with E = Lp(µ). Since ||1Ω − µ(Ω)||Lp(µ) ≤ 1, we can take g = 1Ω
in Definition 3, and we obtain δLq (µΩ |µ) ≥ (1 − µ(Ω)), from which we deduce the following
p-Cheeger inequality

µ+,p(∂Ω) ≥ C−1
q,p µ(Ω) (1 − µ(Ω)) (10)

Note that to obtain Cheeger’s inequality for the usual perimeter with this methodology, we
would need a first order Calderón-Zygmund-type estimate with p = 1 and q = ∞, which is a
stronger gradient estimate than the one used in Section 3.1.

4.2 First order Calderón-Zygmund estimates

We say that a probability distribution µ satisfies the Poincaré inequality with constant λ2 if for
all f ∈ H1(µ), it holds

λ2

∫ (
f −

∫
f dµ

)
dµ ≤

∫
|∇f |2 dµ. (11)

It is well known that the Poincaré inequality is equivalent to the following convergence in L2,∣∣∣∣∣∣∣∣Pt(f) −
∫
f dµ

∣∣∣∣∣∣∣∣
L2(µ)

≤ e−λ2 t

∣∣∣∣∣∣∣∣f −
∫
f dµ

∣∣∣∣∣∣∣∣
L2(µ)

where Pt is the semigroup generated by the operator L for which µ is a reversible probability
distribution, see e.g. [1] for details. Moreover, Cattiaux and his collaborators showed in [7] that
the Poincaré inequality also implies the following Lp convergence of semigroups∣∣∣∣∣∣∣∣Pt(f) −

∫
f dµ

∣∣∣∣∣∣∣∣
Lp(µ)

≤ Kp e
−λp t

∣∣∣∣∣∣∣∣f −
∫
f dµ

∣∣∣∣∣∣∣∣
Lp(µ)

(12)

where Kp = 21−rp , λp = rpλ2 and rp = 2 min
(

1
p , 1 − 1

p

)
. In the following lemma, we show that

the Poincaré inequality implies the first order Calderón-Zygmund estimate for all p ≥ 2.

Lemma 1. Let µ = e−V dx, V ∈ C2(Rd), be a probability distribution, let p ≥ 2, and let
g ∈ Lq(µ), for q ∈ [1, 2] the conjugate exponent of p. If µ satisfies a Poincaré inequality with
constant λ2, then the Poisson equation

Lf = g −
∫
g dµ,

admits a solution f satisfying the following first order Calderón-Zygmund estimate

||∇f ||Lq(µ) ≤ Cp

∣∣∣∣∣∣∣∣g −
∫
g dµ

∣∣∣∣∣∣∣∣
Lp(µ)

(13)

where Cp =
√

2 (8λ2)− 1
2p .

Proof The solution that we consider is given by

f = −
∫ ∞

0

(
Pt(g) −

∫
g dµ

)
dt,
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where Pt is the semigroup generated by L. Since µ satisfies a Poincaré inequality, we can use
(12), and we obtain ∫

fpdµ =
∫ (∫ ∞

0

(
Pt(g) −

∫
g dµ

)
dt

)p

dµ

≤
∫ ∞

0

∣∣∣∣∣∣∣∣Pt(g) −
∫
g dµ

∣∣∣∣∣∣∣∣p
Lp(µ)

dt

≤
∫ ∞

0
Kp

p e
−pλp t

∣∣∣∣∣∣∣∣g −
∫
g dµ

∣∣∣∣∣∣∣∣p
Lp(µ)

dt

=
Kp

p

pλp

∣∣∣∣∣∣∣∣g −
∫
g dµ

∣∣∣∣∣∣∣∣p
Lp(µ)

.

Now since p ≥ 2, we have that q ∈ [1, 2], and therefore ||∇f ||2Lq(µ) ≤ ||∇f ||2L2(µ) and ||Lf ||Lq(µ) ≤
||Lf ||Lp(µ) so we can write that

||∇f ||2Lq(µ) ≤ −
∫
fLf dµ ≤ ||f ||Lp(µ) ||Lf ||Lq(µ) ≤ Kp

p
√
pλp

∣∣∣∣∣∣∣∣g −
∫
g dµ

∣∣∣∣∣∣∣∣2
Lp(µ)

which proves (13).

Note that in the case p = 2, Inequality (13) is in fact equivalent to the Poincaré inequality
(11), see e.g. [1].

4.3 Application to Lp-Cheeger inequalities under the Poincaré inequality

In Section 4.1 and as a consequence of the general abstract theorem 1, we have seen that first
order Calderón-Zygmund estimates (9) imply the Lp-Cheeger inequalities (10). Moreover, in
Section 4.2, we have seen that the Poincaré inequality (11) implies the Lq − Lp first order
Calderón-Zygmund estimate for all p ≥ 2, with q the conjugate exponent of p. Therefore,
we have proven the following theorem, which states that the Poincaré inequality implies the
Lp-Cheeger inequality for all p ≥ 2.

Theorem 4. Let µ = e−V dx, V ∈ C2(Rd), be a probability distribution satisfying a Poincaré
inequality with constant λ2. Then for all p ≥ 2, the following Lp-Cheeger inequality holds for all
measurable subsets Ω ⊂ Rd,

µ+,p(∂Ω) ≥ 1√
2

(8λ2)
1

2p min (µ(Ω), 1 − µ(Ω)) .

4.4 Application to gradient estimates from Cheeger’s inequality

So far, we have shown how different types of gradient estimates imply different types of isoperi-
metric inequalities. In that section we state a partial converse: the usual Cheeger inequality
implies first order Calderón-Zygmund estimates for all p ≥ 2.

Theorem 5. Let µ = e−V dx, V ∈ C2(Rd), be a probability distribution satisfying Cheeger’s
inequality

µ+(∂Ω) ≥ hµ min (µ(Ω), 1 − µ(Ω)) .

Then for all p ≥ 2, the following first order Lq − Lp Calderón-Zygmund estimate holds

||∇f ||Lq(µ) ≤
√

2
(√

2hµ

)− 1
p ||Lf ||Lp(µ), (14)

where q is the conjugate exponent of p, and Lf = ∆f − ∇V · ∇f .
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Proof It is well known, see [10, 26], that Cheeger’s inequality

µ+(∂Ω) ≥ hµ min (µ(Ω), 1 − µ(Ω)) ,

implies the Poincaré inequality

λ2

∫ (
f −

∫
f dµ

)
dµ ≤

∫
|∇f |2 dµ,

and moreover that the constant λ2 in the Poincaré inequality satisfies

λ2 ≥ 1
4h

2
µ.

Combined with Lemma 1, this gives the first order Calderón-Zygmund estimate (14).

Aknowledgements. I would like to thank Aldéric Joulin for encouraging me to write this
article, and also Xavier Lamy for helping me to tame the notion of total variation.

References
[1] Cécile Ané, Sébastien Blachère, Djalil Chafaï, Pierre Fougères, Ivan Gentil, Florent Mal-

rieu, Cyril Roberto, and Grégory Scheffer. Sur les inégalités de Sobolev logarithmiques,
volume 10. Société mathématique de France Paris, 2000.

[2] D. Bakry, I. Gentil, and M. Ledoux. Analysis and geometry of Markov diffusion operators,
volume 348 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles
of Mathematical Sciences]. Springer, Cham, 2014.

[3] Dominique Bakry and Michel Ledoux. Lévy–Gromov’s isoperimetric inequality for an infi-
nite dimensional diffusion generator. Inventiones mathematicae, 123(2):259–281, 1996.

[4] S. G. Bobkov. Isoperimetric and Analytic Inequalities for Log-Concave Probability Mea-
sures. The Annals of Probability, 27(4):1903 – 1921, 1999.

[5] R. Caccioppoli. Misura e integrazione sulle varietà parametriche. I. Atti Accad. Naz. Lincei
Rend. Cl. Sci. Fis. Mat. Nat. (8), 12:219–227, 1952.

[6] R. Caccioppoli. Misura e integrazione sulle varietà parametriche. II. Atti Accad. Naz. Lincei
Rend. Cl. Sci. Fis. Mat. Nat. (8), 12:365–373, 1952.

[7] P. Cattiaux, A. Guillin, and C. Roberto. Poincaré inequality and the Lp convergence of
semi-groups. Electron. Commun. Probab., 15:270–280, 2010.

[8] Patrick Cattiaux, Max Fathi, and Arnaud Guillin. Self-improvement of the Bakry-Emery
criterion for Poincaré inequalities and Wasserstein contraction using variable curvature
bounds. Journal de Mathématiques Pures et Appliquées, 166:1–29, 2022.

[9] Patrick Cattiaux, Nathael Gozlan, Arnaud Guillin, and Cyril Roberto. Functional Inequal-
ities for Heavy Tailed Distributions and Application to Isoperimetry. Electronic Journal of
Probability, 15:346 – 385, 2010.

[10] Jeff Cheeger. A lower bound for the smallest eigenvalue of the Laplacian. Problems in
analysis, 625(195-199):110, 1970.

[11] Dario Cordero-Erausquin and Bo’az Klartag. Moment measures. Journal of Functional
Analysis, 268(12):3834–3866, 2015.

12



[12] E. De Giorgi. Definizione ed espressione analitica del perimetro di un insieme. Atti Accad.
Naz. Lincei Rend. Cl. Sci. Fis. Mat. Nat. (8), 14:390–393, 1953.

[13] E. De Giorgi. Su una teoria generale della misura (r − 1)-dimensionale in uno spazio ad r
dimensioni. Ann. Mat. Pura Appl. (4), 36:191–213, 1954.

[14] Max Fathi. Stein kernels and moment maps. The Annals of Probability, 47(4):2172–2185,
2019.

[15] David Gilbarg and Neil Trudinger. Elliptic partial differential equations of second order,
volume 224. Springer, 1977.

[16] N. Gozlan and C. Léonard. Transport inequalities. A survey. Markov Process. Related
Fields, 16(4):635–736, 2010.

[17] Arnaud Guillin, Christian Léonard, Feng-Yu Wang, and Liming Wu. Transportation-
information inequalities for Markov processes (II): relations with other functional inequal-
ities. arXiv preprint arXiv:0902.2101, 2009.

[18] Arnaud Guillin, Christian Léonard, Liming Wu, and Nian Yao. Transportation-information
inequalities for Markov processes. Probability theory and related fields, 144:669–695, 2009.

[19] Alexander Kolesnikov. Hessian metrics, CD(K,N)-spaces, and optimal transportation of
log-concave measures. Discrete and Continuous Dynamical Systems- Series A, 34, 01 2012.

[20] Kazumasa Kuwada. Duality on gradient estimates and Wasserstein controls. Journal of
Functional Analysis, 258(11):3758–3774, 2010.

[21] Francesco Maggi. Sets of finite perimeter and geometric variational problems: an introduc-
tion to Geometric Measure Theory, volume 135. Cambridge University Press, 2012.

[22] E. Milman. On the role of convexity in isoperimetry, spectral gap and concentration. Invent.
Math., 177(1):1–43, 2009.

[23] Antonio Ros. The isoperimetric problem. Global theory of minimal surfaces, 2:175–209,
2001.

[24] N. Ross. Fundamentals of Stein’s method. Probab. Surv., 8:210–293, 2011.

[25] Liming Wu. Gradient estimates of Poisson equations on Riemannian manifolds and appli-
cations. Journal of Functional Analysis, 257(12):4015–4033, 2009.

[26] Shing-Tung Yau. Isoperimetric constants and the first eigenvalue of a compact Riemannian
manifold. In Annales Scientifiques de l’École Normale Supérieure, volume 8, pages 487–507,
1975.

[27] W. Ziemer. Weakly Differentiable Functions. Springer, New York, NY, 1989.

13


	Introduction
	The abstract setting
	The usual perimeter
	Cheeger's inequality
	The W1 - W1,1 transport inequality
	Application to semi-log-concave distributions
	Application to moment measures
	A Cheeger-type isoperimetric inequality


	The Lp-perimeters, p1
	Lp-Cheeger's inequalities
	First order Calderón-Zygmund estimates
	Application to Lp-Cheeger inequalities under the Poincaré inequality
	Application to gradient estimates from Cheeger's inequality


