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Abstract. Scene context informing on spatio-temporal interactions be-
tween people and other entities significantly improves accuracy of activ-
ity recognition and motion forecasting tasks, such as human trajectory
prediction, but is difficult to obtain. Virtual reality (VR) offers an oppor-
tunity to generate and simulate diverse scenes with contextual informa-
tion, which can potentially inform real-life scenarios. We design a teacher
model leveraging heterogeneous graphs constructed from VR scene an-
notations to enhance prediction accuracy. This ongoing work proposes
cross-modal knowledge distillation (CMKD), transferring the knowledge
from the VR-constructed graphs to a student model that uses scene point
clouds. Preliminary results show the potential of CMKD to transfer con-
textual information that significantly improves the prediction accuracy
of the student model. Scene context informing on spatio-temporal inter-
actions between people and other entities significantly improves accuracy
of activity recognition and motion forecasting tasks, such as human tra-
jectory prediction, but is difficult to obtain.

Keywords: Virtual Reality · Knowledge distillation · Cross-modal · Hu-
man trajectory prediction · Heterogeneous graphs

1 Introduction

Human trajectory prediction is essential for urban applications like autonomous
driving and anomaly detection. Contextual information such as where pedes-
trians look, or the color of the traffic light, captures dynamic interactions and
spatial-temporal relationships, thus improving trajectory prediction. However,
obtaining rich context in real-world settings is challenging. Knowledge distilla-
tion, which allows the transfer of knowledge from a teacher model to a student
one, can help the student model infer high-level context (e.g., activities, inter-
actions) from a low-level presentation (e.g., pixels, voxels). Zhao et al. [3] suc-
cessfully applied cross-modal knowledge distillation (CMKD) between a LiDAR-
camera teacher model to a radar-camera student model.

We investigate CMKD on human trajectory prediction from a teacher model
that has access to VR-constructed heterogeneous graphs to a student model that

https://orcid.org/0009-0007-3859-7331
https://orcid.org/0000-0001-7315-210X
https://orcid.org/0000-0003-1232-1787


2 F.Franco et al.

operates only on scene point clouds that can be obtained from LiDAR sensors
or photogrammetry. We use the CREATTIVE3D dataset [2] 1, which includes
data from 40 participants walking in virtual street scenes with various motion
and attention capture modalities and scene annotations. The teacher model inte-
grates motion, gaze, and heterogeneous graphs, employing Graph Convolutional
Networks (GCN) and cross-modal attention mechanisms to capture both static
and dynamic elements of the scene. By enabling the estimation of graph interac-
tions from unstructured point cloud data, the student model infers transferable
features without additional annotations. Our method bridges the gap between
the rich context data in VR and the unstructured data from real-world sensors,
showing the advantages of immersive VR environments for in-context motion
prediction tasks, which have the potential to inform on other tasks for human
behaviour understanding.

2 Methodology

Fig. 1: Overview of our Cross-modal Knowledge Distillation Framework

We use the CREATTIVE3D dataset collected in six VR urban scenarios [2],
which includes gaze and motion data of users carrying out road crossing tasks,
and annotations that can be used to generate dynamic scene graphs, as shown
in Fig. 1. Users carry out diverse and complex interactions within a virtual
urban environment, such as interacting with traffic lights and transporting ob-
jects, which is difficult to identify in real-world settings. We evaluate the hu-
man trajectory prediction task on the 2D head position given past positions
and contextual data. At a given time t (in frames), the human model com-
prises the head position pt ∈ R2 in meters, representing the user’s absolute
position. The model predicts a motion sequence over a horizon H, defined as
1 https://zenodo.org/doi/10.5281/zenodo.8269108
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Mt+1:t+H = {(p̂t+1), . . . , (p̂t+H)} from t, given past motion Mt−x:t. In our
models we use x = 6 and H = 10.

The dataset consists of 1,038 samples (832K frames), divided into 70% for
training, 20% for validation, and 10% for testing. Performance is evaluated using
the Average Displacement Error (ADE) and Final Displacement Error (FDE),
which are the distance between the predicted and actual trajectory, at each frame
and at the endpoint respectively.

2.1 Cross-Modal Knowledge Distillation Framework

Teacher Model: The teacher model takes as input the user’s past position, gaze,
and heterogeneous scene graph encoded with a Temporal Graph Convolutional
Network (TGCN). We use PerceiverIO modules to fuse the multiple modalities
and then decode them into the predicted trajectory [4].

Student Model: The student model takes as input the user’s past position, gaze,
and the scene point cloud, which we use PointNet++ to extract meaningful
features. These features are then resized using an adaptation layer, which adjusts
the dimensions of the features to match the size of the scene graph embedding
for accurate distillation loss computation. Finally, the PerceiverIO architecture
fuses these modalities and decodes them in a manner similar to the teacher
model.

Training: Our CMKD framework involves two-stages of training: (1) the teacher
model is pre-trained on the dataset, and (2) the student model is trained on the
same dataset with the soft targets (predicted trajectory) generated by the teacher
model. The student model thus learns to replicate the teacher’s predictions,
leveraging the context from the TGCN embeddings.

We use both intermediate and response features for distillation. For interme-
diate features, the teacher’s motion, gaze, and graph embeddings are matched
with the student’s corresponding feature embeddings using L2 loss [3]. For re-
sponse features, the actual motion predictions of both models are compared us-
ing L1 loss. This approach ensures that the student model mimics the teacher’s
performance, improving trajectory predictions on the sensor-derived data. The
total loss used in our training is given by Ltotal = αLintermediate+(1−α)Lresponse
where α(0.5) is a weighting factor that balances the contribution of intermediate
feature alignment and response prediction accuracy.

3 Results

We compare the performance of our student model against two baseline mod-
els: MLP and LSTM. The MLP model serves as a simple baseline that uses
past positions to predict future trajectories without incorporating contextual
information. The LSTM modelis based on TRACK [1] and fuses gaze data with
motion data.
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Architecture ADE FDE

MLP 0.959 1.835
LSTM 1.021 1.784
Teacher 0.381 0.579
Student w/o teacher 1.155 2.133
Student w/ teacher 0.581 1.023

Fig. 2: Comparison of ADE and FDE for different architectures. (Left) Boxplots.
(Right) Table with mean values. The architectures compared include the baseline
MLP, LSTM, Teacher model, Student model without teacher, and Student model with
teacher.

Results in Fig. 2 show that the student model, trained with knowledge dis-
tilled from the teacher, achieves substantial improvements over the baselines.
ADE and FDE are reduced by 49.7% and 52.0% respectively on the test set
compared to the student model trained without the teacher. This demonstrates
the efficacy of cross-modal distillation in enhancing trajectory prediction accu-
racy using more accessible point cloud data.

4 Conclusion

This ongoing work explores context-based human trajectory prediction through
cross-modal knowledge distillation. By distilling knowledge from heterogeneous
graphs constructed in VR to scene point clouds, the student model inherits the
contextual understanding encoded by the teacher model. This transfer of knowl-
edge allows the student model to make more informed predictions, reflecting a
deeper comprehension of the scene’s dynamics and interactions.

Future work will focus on refining the distillation process, exploring addi-
tional modalities, and enhancing the student’s contextual understanding. This
approach shows promise for improving trajectory prediction accuracy and en-
abling practical applications of VR and the metaverse for potential real-world
applications.
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