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ABSTRACT
Background. In recent years, the volume and complexity of data

handled by Database Management Systems (DBMS) have surged, ne-

cessitating greater efforts and resources for efficient administration.

In response, numerous automation tools for DBMS administration

have emerged, particularly with the progression of AI and machine

learning technologies. However, despite these advancements, the

industry-wide adoption of such tools remains limited.

Aims. This qualitative research aims to delve into the practices

of DBMS users, identifying their difficulties around DBMS admin-

istration. By doing so, we intend to uncover key challenges and

prospects for DBMS administration automation, thereby promoting

its development and adoption.

Method. This paper presents the findings of a qualitative study
we conducted in an industrial setting to explore this particular issue.

The study involved conducting in-depth interviews with 11 DBMS

experts, and we analyzed the data to derive a set of implications.

Results.We argue that our study offers two important contri-

butions: firstly, it provides valuable insights into the challenges

and opportunities of DBMS administration automation through

interviewees’ perceptions, routines, and experiences. Secondly, it

presents a set of findings that can be derived to useful implications

and promote DBMS administration automation.

Conclusions. This paper presents an empirical study conducted

in an industrial context that examines the challenges and oppor-

tunities of DBMS administration automation within a particular

company. Although the study’s findings may not apply to all com-

panies, we believe the results provide a valuable body of knowledge

with implications that can be useful for future research endeavors.

CCS CONCEPTS
• General and reference → Empirical studies; • Social and
professional topics→ Automation.

KEYWORDS
Automation, DBMS, Empirical research, Qualitative methods

1 INTRODUCTION
With the volume of data needing storage continuously rising, ac-

companied by its growing complexity [21], the task of administering

DBMS for data storage has become increasingly challenging. For-

tunately, substantial progress has been made in the field of DBMS

administration automation, especially with the incorporation of

Artificial Intelligence (AI) and Machine Learning (ML) technologies.

These innovations have led to the introduction of increasingly

sophisticated tools and solutions. Noteworthy progress in DBMS

administration automation has been achieved by both commercial

products and academic projects, offering varying levels of automa-

tion. For instance, some products aim for complete automation

of DBMS operations, such as the Oracle Autonomous Data-

base [13], NoisePage [35, 44], and CrimsonDB [1]. Others, like

IBMDB2 [48, 49] and Microsoft SQL Server [27, 40], incorporate

multiple intelligent features to enhance user experience with DBMS.

Additionally, academic initiatives, such as [52] and [54], are con-

centrating on the fine-tuning of DBMS configurations, further con-

tributing to the field’s development.

Nonetheless, based on prior discussions with DBMS experts

within a leading European telecommunications company, it was

found that despite the promising advancements made in DBMS

administration automation by AI/ML-based tools, both from indus-

trial publishers and academic sources, the adoption and intention

to adapt these tools remain very limited at the company. This ob-

servation was later corroborated by our qualitative study.

Given the unexpected limited usage and intended adoption of

DBMS automation tools, despite their potential to cut costs and

ease the burdens of Database Administrators (DBA), the primary

objective of this paper is to explore the reasons for their sparse

adoption within the company. This investigation aims to inform

strategies that promote the application of DBMS administration

automation tools, enhance DBMS automation overall, and optimize

human resource allocation in these projects.

To thoroughly investigate this issue and encourage the adoption

of the newly introduced automation tools for DBMS, it is essential

to understand users’ perceptions of DBMS automation, identify

the actual challenges DBMS users face in industrial settings, and

explore the obstacles that limit the application of automation tools,

taking into account both human and technical factors.

To achieve this, we used qualitative methods and conducted in-

depth, semi-structured interviews, and utilized grounded theory

to collect and analyze data from experts with various profiles. The

goal of this study is to promote DBMS automation by understand-

ing its challenges and opportunities. This entails exploring users’
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perceptions of DBMS automation, and their challenges with DBMS

in industrial settings, and summarizing a set of implications for

both DBMS users and researchers to more effectively advocate for

DBMS administration automation.

Previous studies, such as [44, 52, 54], primarily focused on tech-

nical difficulties when developing automation functionalities for

DBMS, with little attention given to human factors. In the mean-

while, [31] highlights the importance of considering the human

dimension as a major obstacle to DBMS automation. However, to

the best of our knowledge, existing studies do not thoroughly cover

three critical aspects necessary to promote DBMS automation: i)

users’ perceptions of DBMS automation, ii) users’ difficulties with

DBMS, and iii) users’ concerns regarding the adoption of automa-

tion tools in an industrial context.

Our study considers DBMS administration automation as the

automation of routine tasks across the life-cycle of DBMS, encom-

passing deployment, monitoring, tuning, maintenance, backups,

updates, and beyond.

Contribution. This paper reports on a qualitative study of chal-

lenges and opportunities in DBMS automation among experienced

DBMS users of a large company, to identify the reasons behind the

limited adoption of automation tools. Concretely, we conducted

interviews with 11 DBMS experts with diverse profiles including

DBAs, managers, product owners, architects, and developers, with

the ambition to cover their opinions, routines, difficulties, and re-

quirements for DBMS automation under an industrial context. The

key contributions of this paper are:

(1) Providing a detailed understanding and examples of the

interviewed DBMS users’ awareness and knowledge about

DBMS administration automation.

(2) Identifying the main difficulties and challenges that DBMS

users encounter in their daily activity with concrete cases.

(3) Investigating the challenges and constraints when apply-

ing automation tools into production under an industrial

context

(4) Deriving a set of implications to better promote DBMS

administration automation.

It is crucial to recognize that this study, despite being limited

to a specific company and involving a relatively small sample size,

was conducted within a large international company. This setting

enabled us to engage interviewees with various profiles from differ-

ent departments and countries, who brought a variety of technical

backgrounds to the research. Although the generalizability and

transferability of our findings might still be constrained, we are con-

fident that our insights provide valuable knowledge for researchers,

DBMS users, and tool developers, offering the potential to advance

the field of DBMS administration automation.

Outline. The structure of this paper is as follows. Section 2

discusses the related works in the area of DBMS administration

automation and highlights our contribution to those studies. In

Section 3, we formalize our research methodology and experimental

protocol. Section 4 analyzes and discusses the observations and

findings derived from the interview responses. Section 5 reports

on the implications of our findings. Finally, Sections 6 and 7 cover

the validity threats and our conclusion, respectively.

2 RELATEDWORK
As mentioned in Section 1, academic projects such as [23, 35, 44, 52,

54] discussed the constraints and challenges of the corresponding

automation tool from a research and technical (architect, algorith-

mic) perspective.

On the other hand, we have works that focused more on a higher

level of DBMS automation by specifying necessary features to

achieve a higher autonomy in DBMS. For example, [44] focuses

on Self-Driving Databases, and proposes 3 main functionalities to

achieve higher automation of DBMS: the ability to automatically

select actions to improve some objective function (e.g., throughput,

latency, cost), this selection also includes how many resources to

use to apply an action; the ability to automatically choose when

to apply an action; and the ability to automatically learn from its

actions and refine its decision-making process.

In the meanwhile, [31] specified the principle features (Self-

knowledge, Self-configuring, Self-optimization, Self-healing, Self-

protection) of DBMS to achieve a higher level of autonomy and

discussed the general technical challenges of achieving these fea-

tures, and also highlights that gaining the trust of DBAs is a major

obstacle for DBMS administration automation, which are following

what we have discovered in our research.

Progress beyond the state of the art. In this qualitative study,

we examine the challenges and opportunities of DBMS automa-

tion by covering three critical aspects necessary to promote DBMS

automation: i) users’ perceptions of DBMS automation, ii) users’ dif-

ficulties with DBMS, and iii) users’ concerns regarding the adoption

of automation tools in an industrial context.

We explore the acknowledged significance of DBMS automa-

tion within the industry, presenting the typical practices in DBMS

automation. Our participants have identified major challenges, in-

cluding managing multiple instances, nodes, environments, and

products, which significantly complicates DBMS usage. Additional

challenges arise from peripheral issues in anomaly analysis extend-

ing beyond DBMS, difficulties in communication with application

teams, and a lack of adequate experience among many dealing

with DBMS. Despite advancements in optimization by researchers

and DBMS publishers, these are still perceived as challenges, along

with ensuring Quality of Service (QoS) and integrating application

understanding into operation and capacity planning, the latter pos-

ing difficulties due to limited data but offering significant industry

benefits.

Regarding automation tool implementation in production, we

distinguish between human and technical constraints. Technically,

the main concerns include the potential risks of automation, its

high costs (computational, development, financial, and complexity),

and the need for adaptation to specific applications. On the human

side, we identify critical barriers: skepticism towards automation

tools, the desire for complete control, lack of support, insufficient

time to adopt new tools, and the risk of losing expertise. The impact

of these human factors is equally crucial for enhancing DBMS

administration automation.

3 METHODOLOGY
To achieve our objective, we adopted a qualitative research ap-

proach with Grounded Theory methods based on [22], including
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Table 1: List of Interviewees and their Profiles

ID DBMS Type Current Role Experience Entity

I1 XtraDB[17], Redis[19], MongoDB[12] Manager >20 years Cloud Platforms

I2 Oracle Database[15], MariaDB[11], PostgreSQL[18], SQLserver Manager >20 years Cloud Service

I3 MongoDB DBMS expert >20 years Cloud Service

I4 Oracle Database, PostgreSQL, MariaDB, MongoDB DBMS expert >20 years Products Support

I5 Oracle Database, PostgreSQL, Cassandra[6], MariaDB DBMS expert >20 years Cloud Service

I6 Oracle Database, MariaDB, MySQL, PostgreSQL DBMS expert >20 years Cloud Service

I7 MongoDB, MariaDB Product Owner >10 years Financial Service

I8 Oracle Database, PostgreSQL, MySQL, SQLserver Manager >20 years Network

I9 MongoDB, Elasticsearch[7], Redis Architect Cloud >10 years Cloud Infrastructure

I10 MongoDB, Oracle, Cassandra Developer >15 years Financial Service

I11 MongoDB, Oracle, MySQL, MariaDB, PostgreSQL Developer >20 years Cloud Service

procedures such as coding, memoing, and theoretical saturation

in [47]. Despite being complex and time-consuming [25], this ap-

proach allows us to generate new insights from the data rather than

testing pre-determined research questions.

3.1 Interviews
Following empirical software engineering standards, we designed

semi-structured interviews with initial and adaptive follow-up ques-

tions, guided by [33] for clear objectives and open dialogue. Our

approach primarily utilized open-ended questions, with further

probes for detail, centered around 12 core questions, allowing ex-

ploration based on participant responses.

(1) Which databases and tools related to databases do you use?

(2) What is the automation of database administration for you?

(3) What importance do you give to database administration

automation?

(4) What tasks do you perform when managing DBMS?

(5) How much time would you spend on each of the tasks?

(6) How do you prioritize your tasks based on the impact and

the importance?

(7) Which tasks do you find ‘painful’ and why?

(8) What are the difficulties you face when maintaining and

managing DBMS?

(9) Do/did you automate some of these tasks? What motivated

this automation? Which tools do you use? When did it fail?

(10) What are the benefits and limits of such routines/tools?

What are the limits to engage the automation of some tasks?

(11) Do/did you actively search for automation tools for data-

base administration, why?

(12) What are the key properties and support that should be

improved by the current database administration?

The questions (1) to (3) help to cover the participants’ knowl-

edge and awareness of DBMS administration automation. Then,

questions (4) to (8) aim to discover the routine, daily activity, and dif-

ficulties encountered by our interviewees. Finally, questions (9) to

(12) allow us to investigate further the challenges and opportunities

in DBMS administration automation.

Interviews with I1 to I11 are conducted either in-person or via

video conference, based on their availability and location. The in-

terviews progressed through three phases: an initial narrative intro-

duction detailing the study’s aim and interview process, followed

by a semi-structured segment, during which we posed the above-

mentioned questions along with follow-up inquiries. It concluded

with a segment dedicated to addressing participants’ questions

and sharing further information. The mean duration time of the

interviews is 53 minutes, with a minimum duration of 31 minutes,

and a maximum duration of 66 minutes.

3.2 Interviewees
Participants were selected based on their extensive experience with

DBMS, which facilitates a deeper understanding of the technol-

ogy’s details, strengths, and limitations. To ensure a diverse range

of perspectives, all participants have at least 10 years of experience

and continue to work with DBMS daily.

The participants in our study were volunteers who responded

positively to our interview invitation and were actively engaged in

DBMS projects at an international telecommunications company,

boasting over 100,000 employees. The rationale behind choosing

participants from the same company such as in [28, 42] is to assess

the role of the company in the practice of DBMS experts. However,

our study specifically focuses on promoting DBMS administration

automation within a company and providing detailed empirical

analysis, without aiming to create a universally applicable model

for companies of varying sizes, sectors, or policies. It is important to

note that the company is large and comprises many different enti-

ties, each with its independent ecosystem and operational practices.

This organizational structure ensures a wide range of perspectives

and practices. We carefully selected participants to ensure diversity

in their departments, roles, countries, and policies. This was done

to avoid homogeneity in their approaches to DBMS and to enhance

the generalizability and transferability of our findings.

Rather than setting a specific number of participants, we con-

ducted interviews until we reached a level of data saturation as

in [51], which occurred after 11 interviews. Despite differences in

the technologies and project types mastered by the participants,

we observed convergence in the collected data and thoughts, which

is consistent with similar works that have studied similar popu-

lations [32, 43, 46]. To protect the privacy and confidentiality of

our participants, we used code names ranging from I1 to I11 and

omitted any sensitive information, such as team or project names.

Table 3 shows the characteristics of our interviewees, their famil-

iar DBMS technologies, their functions, their experiences and their

entities. The main criteria for the interviewee selection is based

on their experience, and we try to have diverse profiles among

our interviewees. I1 manages a Database-as-a-Service team. I2 tran-

sitioned from managing a database optimization team to cloud

services. I3, I4, I5, I6 are senior DBAs, experts of DBMS with dif-

ferent types of technologies. I7 is a technical product owner that

oversees DBMS deployment and administration. I8 is a manager of

a team of DBAs, who is in charge of operating a set of databases.

I9 is a cloud architect, who mainly works with managed solutions

with cloud providers. I10, I11 are developers, who work with an

application that highly relies on DBMS. It is important to note that

engaging experts from various departments and countries presents

challenges, primarily due to time their demanding schedules and

zone differences.

3.3 Transcription
For each conducted interview, we transcribed the recording using a

denaturalism approach, which is a method used in similar studies,
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such as [32, 43]. This approach emphasizes the interview content

and is less exhaustive than other methods, such as verbatim in [41],

while still being trustworthy. The transcription was done in the

same language as the interview, but we translated some parts into

English to include participant opinions in Section 4.

3.4 Analysis
We employed the Straussian grounded theory coding procedure [30,

47] for data analysis. We start with the open coding phase where

we carefully read our transcripts multiple times to condense each

chunk of data into a label, based on the inferred meaning of the

text. These labels were referred to as "open codes". Subsequently,

we conducted axial coding to establish the connections among the

previously extracted open codes. We then utilized selective coding

to pinpoint the central ideas that encompassed the collected data.

Lastly, we reviewed the transcripts again and assigned all content

segments to a core idea that was relevant to the selected data.

4 OBSERVATION & FINDINGS
Table 2 summarizes the key insights from our qualitative study,

with the core ideas that fit our objectives. Here, we use ’DBMS

users’ as a general term to refer to the interviewees, their role and

their focus vary. In each cell of Table 2, a reference mentioned by

the participant regarding every idea that falls under the core idea is

indicated by the cross mark (✓). The following section delves into

our observations, with each subsection focusing on a reported idea.

Each idea is then given its dedicated paragraph for discussion. Sim-

ilar ideas that convey related meanings and objectives are clustered

together under a single category. To summarize the observations

and findings, and to offer our insights and recommendations, a

discussion is provided at the end of each category.

4.1 DBMS users’ awareness & knowledge of
DBMS automation

4.1.1 Current routines in DBMS administration automation. Our
research indicates that all interviewees are knowledgeable about

automating DBMS administration, with many having experience

in this area. However, only a small number of them are familiar

with AI/ML-based automation tools. The primary approaches to

automation mentioned in our study include Kubernetes operators,

schedulers, scripts, such as shell and infrastructure-as-code-based

software, monitoring tools, and DBMS internal tools.

I1 reported that "We use Kubernetes operator to automate the
majority of the tasks". I1’s team provides managed database-as-a-

service using mainly containers with the help of Kubernetes[10],

which is a container orchestration system for automating software

deployment, scaling, and management. Kubernetes Operators ex-

tend Kubernetes’ capabilities for managing complex, stateful work-

loads, allowing for automated rolling updates, failure recovery, and

many other functionalities.

The scheduler is raised to be an important part of DBMS admin-

istration automation. "We use the scheduler to make maintenance
operations such as rebuild index, reorganization when the workload
is light", reported I6. Recurrent operations, such as backup, are also

programmed with the scheduler.

Additionally, the use of external and DBMS native tools is men-

tioned to be an important part of DBMS automation. Especially

for database monitoring, which can be heavy work without proper

tools if visualization of the databases’ status is required. Soft-

ware, such as Grafana[8], Monolog[3] and native tools for different

DBMS technologies, are essential for the diagnostic and to ensure

the databases’ status.

"We develop and use scripts to automate tasks" reported I3, I5, I6,

I8, I9. Scripts are widely applied in DBMS administration automa-

tion, I5, I6, and I8 reported using scripts of infrastructure-as-code

software, such as Terraform[20] and Ansible[5] to automate the

databases deployment process. Such software allows users to de-

fine infrastructure using a declarative configuration language, such

as HashiCorp[9], therefore saving the manual process of database

deployment.

Scripts are used in many cases, especially regarding repetitive

tasks. "We create our homemade scripts every time we see repeti-
tive tasks", reported I8. As for concrete examples, I6 reported us-

ing scripts to automate the statistic calculation process in Oracle

databases, which is a crucial operation to keep Oracle databases

efficient. DBMS updates and anomaly detection are also reported

to be automated by using scripts by I9. Despite widespread script

use, automation potential is constrained by the script developer’s

expertise. As I9 notes, automating administrative tasks demands a

thorough understanding of the DBMS and significant time invest-

ment. "It’s always a human who writes the scripts and programs the
Scheduler. It’s always the human who decides afterward what to do
with the program and its frequency to be executed" reported I5.

Discussion. We observe that in DBMS administration, there

are numerous recurrent and repetitive tasks, and the participants

demonstrated a keen interest in automating these tasks using

various methods like custom scripts and schedulers. However, it

appears that the level of automation achieved by these routines

is limited and constrained by the developer’s expertise, and the

utilization of AI/ML-based approaches for DBMS administration

automation remains quite limited among the participants.

4.1.2 DBMS automation evolution. "DBMS needs less automation
than before" is a mutual feeling shared among I1, I2, I3, I5, I6, I10, im-

plying that the DBMS is getting easier to access and use compared

to older versions of DBMS.

Firstly, one of the factors contributing to the increased accessi-

bility of DBMS is the efforts made by DBMS vendors to enhance

system stability and robustness. "Investigating why the database
failed is probably the most annoying task. Understanding why their
nodes fall and restarting them, but these are things that we see less
and less because little by little, the DBMS products have increased the
robustness and eliminated the factors that caused the nodes to fall" is
witnessed by I1.

By enhancing the robustness of the DBMS product, the DBMS

is considered more automated by our interviewees, since fewer

DBMS incidents need to be managed. I1 reported a case where

they provide a 3-site cluster, which is very sensitive to the latency

of different sites. During slowdowns between sites, nodes of a site

could become isolated or crash. XtraDB later added the timeout

parameters at the communication level between the nodes, the

robustness is enhanced and they have fewer problems.
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Table 2: Summary of interview content analysis

Topics Ideas I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11

DBMS users’ awareness &

knowledge of DBMS automation

I am doing DBMS automation ✓ ✓ ✓ ✓ ✓ ✓ ✓
DBMS needs less automation than before ✓ ✓ ✓ ✓ ✓ ✓ ✓
DBMS automation can reduce repetitive work and save time ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
DBMS automation can reduce resource consumption ✓ ✓ ✓ ✓ ✓ ✓ ✓

Difficulties encountered &

Automation opportunities

Anomaly

Detection

Scale ✓ ✓ ✓ ✓ ✓ ✓
Peripheral ✓ ✓ ✓
Application’s Behavior ✓ ✓ ✓ ✓ ✓

Users have no adequate experience ✓ ✓ ✓ ✓ ✓ ✓
Query, execution plan optimisation ✓ ✓ ✓ ✓
Operation planning ✓ ✓ ✓ ✓ ✓ ✓
Capacity planning ✓ ✓ ✓ ✓

Challenges & Constraints in

DBMS automation application

Technical

Factors

Automation can be dangerous ✓ ✓ ✓ ✓ ✓
The cost automation can be high ✓ ✓ ✓
Automation need to adapt to application ✓ ✓ ✓

Human

Factors

Lack of confidence for automation tools ✓ ✓ ✓ ✓
Users want absolute control over the product ✓ ✓ ✓
Users may lack support ✓ ✓ ✓
Users lack time to apply new tools ✓ ✓ ✓
Automation could cause lose of expertise ✓ ✓

I6 also observed that earlier versions of the Oracle database ex-

perienced multiple optimizer changes, impacting the performance

of existing queries: "In the past, for a slight update of Oracle database,
we were still working 2 months after the update. Because there were
treatments that we hadn’t detected. But since v11, v12, and so on, we
no longer have these problems." As a result, close monitoring of data-

base performance was necessary to prevent any production errors

during updates and upgrades. However, this is no longer the case

with the latest versions of Oracle databases, even though there are

still many modifications made to the optimizer by Oracle accord-

ing to their white book[2]. Although the improved compatibility

among different versions is not tailored to enhance the automa-

tion of the DBMS, it eliminates the necessity for extensive human

intervention which once demanded automation and significant

effort.

Secondly, new algorithms and tools have been introduced by

the vendor to help with DBMS administration automation. "Oracle
database have implemented many algorithms to automate tasks such
as the optimization of queries and database resizing" reported I4.

"You have paid options in Oracle database, such as Advanced Security,
to ensure the security of your databases and encryption option to do
TLS", stated I6.

Thirdly, more recent non-relational databases (NoSQL) are con-

sidered to be lighter than traditional relational DBMS. "For Post-
greSQL database, you need to do the memory tuning. But MongoDB
will manage its memory in relation to the RAM that you have allo-
cated to the OS and it will manage its own memory of its WiredTiger
engine. It does it rather well", as reported by I7. The feeling is shared

with I3: "Apart from the backup and the deployment, in terms of
administration and operation, reorganization of data is the only task
that I feel like necessary to be automated around MongoDB." I10
also thinks highly of the flexibility and self-sufficiency offered by

MongoDB. As a developer, I10 occasionally relies on the assistance

of DBAs when dealing with relational DBMS like Oracle. How-

ever, due to MongoDB’s comparative ease of management, he can

handle tasks independently.

Discussion. DBMS publishers have significantly improved ac-

cessibility and user-friendliness, this evolution towards greater

robustness and stability has reduced the need for extensive human

intervention, once a critical necessity for automation and effort.

Interviews reveal that many believe modern DBMS demands less

automation compared to their predecessors.

4.1.3 Importance of DBMS administration automation. During our

study, every interviewee expressed the belief that the automation of

DBMS administration is crucial. "Automation can reduce repetitive
work and save time", mentioned by the majority of our interviewees.

According to I1: "We try to eliminate repetitive work as much as
possible [. . . ]. Every time we see a task that needs to be done more
than one time, we try to automate that immediately."

"Automation saves time and allows us to do other more interest-
ing tasks", stated I7. For I9, the benefit of DBMS administration

automation is making complicated tasks straightforward, which

allows people with less experience to solve problems in production.

I10 also highlights the fact that not only DBMS administration

automation can reduce repetitive work, the automation of certain

manual tasks also makes the process more reliable.

DBMS administration automation is also mentioned as being

able to reduce computational resource consumption. "For example,
the benefit (automation with intelligent scripts instead of a fixed
scheduler) is to avoid rebuilding an index when it is unnecessary and
saves the CPU and RAM consumption" stated I5.

Discussion. Automation of DBMS administration brings many

benefits, the main benefits mentioned by our interviewees are: sav-

ing time, saving computational resources, reduce repetitive work.

These benefits are the key factors that drive the automation of

DBMS administration.
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4.2 Difficulties encountered & automation
opportunities

Although our participants find that the DBMS are getting increas-

ingly automated and robust, and they have approaches such as

scripts and schedulers to automate certain tasks, there remain some

difficulties and challenges when automating DBMS administration.

These challenges offer opportunities for researchers working in the

field of DBMS.

4.2.1 Anomaly Investigation. The investigation and resolution of

the alarm, incidents, and possible failure of the databases in the

production environment and repair the system is considered to be

one of the top priorities (I1, I5, I7, I8, I9). "The priority is to ensure
the quality of service", reported I1. Being one of the main difficulties

encountered by DBMS users, the anomaly investigation remains

hard to automate for the following three reasons:

Scale. In large applications, we face multiple environments (dif-

ferent operating system releases, different database technologies,

and versions) and multiple databases (up to 2, 000 instances re-

ported by I1), and this complicates the investigation of the problem

and other administration tasks. "It’s okay when you have 2 envi-
ronments, we can afford to verify them daily, but it’s different when
you have 200 different environments", reported I4. And it is often

difficult to make tests on different environments, "You see problems
in the production environment that you do not see in the test environ-
ment", reported I9 when trying to write a script to hot update the

databases.

"What takes us most time is the fact that we are managing thou-
sands of databases" reported I1. Managing databases on a large scale

is a widespread issue, according to I5, "An average DBA in teams
that manage large environments, has to manage several hundred
environments".

Cluster deployment, aimed at ensuring high availability and

fail-safe protection, complicates DBMS management and anomaly

resolution. "More complex the architecture of the clusters is, more
nodes we have, and we have more things to manage, we are going to
have additional problems related to latency, anomalies and organiza-
tion of data within the shard clusters", reported I3.

I7 reported a case with a MariaDB cluster, "we have several
databases in a cluster, if you do a physical backup you won’t be able
to segregate the databases inside your backup, which means if you
can’t restore a single database, you have to restore all the databases.
But it is not the case if you switch to logical backup."

Peripheral. Secondly, the problem can come from the peripheral

devices and not the DBMS. "I see in alert in production due to the
loss of user connections. And it was not related to the base, it was
a network failure, the problem was peripheral", reported I2. I7 also

reported backup failure only because there was not enough space

on the disk allocated to the backup operations.

"I have a request that takes too long. So we have to find if it is the
query that is badly written if it is incoming data that is not going well,
if it is the settings that are not going well, if it is the disks, because
sometimes the disks are slow", witnessed I6. When investigating a

problem, we must consider all the possible failures, and peripheral

issues are not negligible.

Application’s Behavior. Thirdly, databases are attached to appli-

cations. Unpredicted behaviors in the application can cause the

database to malfunction, "When we observe incidents, for me this
is more related to the current activity of the application than opera-
tional tasks", reported I3. I3 witnessed a case when an application

did many inserts and deletes, which caused the database to disor-

ganize and occupy very large disk space while only containing a

small amount of data. In addition, I4 reported to have seen projects

launched multiple times with unnecessary batch treatments on

tables, causing the database size to grow unexpectedly. I7 reported

a case of a wrong database address used in the application causing

the database to fail. I2 stated that "what we often see in backup and
restore, are application errors, data corruption, and human errors."

I1 witnessed a case of database failure where an extreme and

not previewed workload is applied to their databases (insert and

delete of big images in short periods), "The DBA needs to understand
the databases’ application’s behavior to understand the potential
problems. When investigating a problem, the fact that we need to
have interactions with clients to understand what they are doing to
understand where went wrong is where we have most trouble with".

Yet, despite the fact the anomaly of databases has various and

complex causes, some anomalies are considered as problems that

can be anticipated. "You see certain errors in certain files, such as log
files, that arrive from time to time, it makes the problem detectable in
advance and can be dealt with proactively", stated I7. Many basic

anomalies can be detected using monitoring software and scripts,

reported I9.

Discussion. It is hard to uncover the root causes of the databases’
incidents, especially under the context of multi-environments,

multi-instances, and multi-nodes in clusters. Databases’ behavior

is also related to the applications’ behavior and peripheral devices

that they are attached to. These factors make the investigation of

the databases’ problem difficult to automate.

Earlier research on anomaly detection, such as [34, 38, 45], pri-

marily concentrated on identifying malicious activities. Other stud-

ies, like [36], were beneficial in determining the timing of anomalies,

but had limitations when it came to pinpointing their root causes.

Although these works hold great significance, they do not inher-

ently address the challenges we uncovered in our study, including

issues of scale, application behavior, and peripheral concerns.

4.2.2 Users miss adequate experience. The lack of experience and

expertise of users is another difficulty reported by I1, I2, I3, I6, I7, I9.

Depending on the profile of the interviewee, the ’User’ that they

referred to varies from application development team to database

administrators.

"Users and database administrators don’t know the product", stated
I9. I9 reported a case where a DBA received an alarm indicating the

lack of disk space, to solve this, the DBA removed an unnecessary

index, which was needed, and led to the failure of the system. "We
can add CPU and RAM to meet performance requirements, but we
are more constrained when we have an extreme workload due to a
lack of knowledge or expertise of the developers", reported I1. The

lack of experience of the developers and DBA from the application

team can influence the operation of the DBMS, and we can only

acquire experience with time. "I have people on the production side
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that I have known for several years, they are starting to be good but
they knew nothing when they started", witnessed I3.

Discussion. Being extremely complex software, DBMS is known

to be hard to manage since they require experience and a thorough

understanding of the system ([26, 50] ). Misjudgment due to the

lack of experience can cause the system to fail, and the fact that

most users and DBAs only have limited experience is considered

to be an actual difficulty in the industry.

4.2.3 Query & execution plan optimisation . Depending on the

profile and the technology used by our participants, query, and plan

optimization tomeet performance requirements are alsomentioned

to be one of the difficulties that they face in the production (I2, I6).

"One of the things we miss is to be able to have a system that
verifies if our plans, our path, or our way of doing things is optimal.
The DBMS calculates a scoring with statistics and paths, which is
used to find the execution plan. But very often, the scoring is flawed"
stated I2 when experiencing Oracle databases.

"The problem that we often encounter, is the request that is badly
written" reported I6, even with the query optimizer integrated with

the DBMS I6 still witnesses inefficient queries from inexperienced

users causing the system to stall. The fact that I6 needs to deal

with queries from inexperienced users strengthens our point in

Section 4.2.2.

Additionally, despite that I10 has many years of experience

around MongoDB, he still struggles with how to set optimal in-

dexes, "We don’t have performance issues (with MongoDB), but per-
sonally, I know that my configurations are not optimal, [. . . ], and I
don’t have a plan regarding how to create proper indexes". I11 shares a
similar experience, revealing that the most challenging task for I11

involves fine-tuning complex queries and identifying the optimal

data structure to boost the database’s performance.

Discussion. Despite the efforts made by DBMS publishers re-

garding query and plan optimization, it is still considered a difficult

subject. However, I6 also indicates that only 20% of applications

would require a high-level optimization, it is not a mandatory pro-

cedure in most cases. And I1 stated that there is always the option

to add more RAM and CPU to meet performance requests. I10

also brings up the challenge of identifying the optimal indexes for

MongoDB; however, I10 is not particularly concerned by DBMS’

performance issues. In short, optimization and fine-tuning is a chal-

lenge, but it does not appear to be a major obstacle in the activities

of our interviewees.

4.2.4 Operation planning. To maintain DBMS QoS, users perform

maintenance tasks like disk reorganization and upgrades, impact-

ing the production environment by using significant computational

resources. Minimizing operation duration is crucial to prevent ser-

vice interruptions.

Currently, maintenance scheduling is based on the application’s

profile and relies on human expertise."On XtraDB in particular, we
have 5 or 6 instances that need optimizations (free up disk) from time
to time. For one of our customers, this is done every 6 weeks, for the
others, it may be every 6 months", reported I1. I5 stated a similar

observation, "The frequency of scheduling of these operations depends
on the application. In other words, there may be applications where
there are many activities and modifications such as deletes, updates,

etc. that disorganize the objects, so it may be necessary to update or
rebuild the indexes of certain instances every week, whereas on other
applications, it will not be disorganized." I6 also reported to use of

integrated schedulers to set a specific time to run maintenance

operations while the workload on the database is light.

Maintenance needs can be identified using DBMS metrics such

as fragmentation ratio. However, automating these tasks is chal-

lenging due to potential service impact. "You have to be able to
determine the most favorable moment to run the operation and you
have to be able to predict the duration of the operation. This is why all
these operations are manually programmed. When we have to carry
out large defragmentation operations, we simply stop the service",
reported I4. The fact that system shutdown is necessary for certain

operations complicates the operation planning, "Most of the systems
work 24/7. So it is not so easy to find the patching window." reported
I8 when having to patch his DBMS on a 24/7 application. Further-

more, depending on the application and the type of the company,

sometimes it is not up to DBA to decide when they can shut down

the system, it is decided by the responsible from the business side

or responsible with a higher hierarchy (I8). Although updates and

upgrades present a challenge in 24/7 systems, the rolling update

is reported to be applied to update the system while providing a

stable service in certain use cases (I1).

Discussion. Maintenance planning is closely linked to applica-

tion behavior, often impacting the production environment and

sometimes necessitating system downtime. This planning demands

expertise in understanding the operation’s effect on the DBMS

and the application’s behavior. Predicting short-term workloads is

crucial for assessing if maintenance might affect QoS. Although

there have been advances in workload prediction [24, 29, 39], these

methods require high-quality training data and additional compu-

tational resources for precise predictions. However, obtaining such

data can be challenging due to legal and security constraints in

the industry, limiting their practical use.

4.2.5 Capacity planning. Estimating a project’s capacity is crucial

for creating a robust system with a DBMS, involving calculations

for computational resources like RAM, CPU, and disk space. Yet,

accurately predicting these needs is challenging in the industry.

Accurate capacity planning hinges on predicting project workloads,

a detail often unavailable early in projects, as mentioned by I3.

This planning predominantly relies on limited human expertise.

I4 highlighted the difficulty of achieving accurate capacity pre-

dictions, "Projects come up with charts saying, ’Here we have these
volumetric projections over a year’, and we realize that either it’s
oversized, or it’s undersized, it’s rarely well sized". When lacking

an accurate capacity estimation, DBMS users tend to oversize the

database to ensure that the database is operational. "We tend to
always increase resources and we rarely reduce them, and that’s a big
problem today with Corporate Social Responsibility, we have to think
differently", reported I4. The amount of wasted resources may be

large, as I7 reported to have reduced 350 unnecessary CPUs and

400GB of unnecessary disk space in a project.

With the capacity demands changing over time, development

efforts are also increased when capacity planning is not enabled.

"At the beginning of a project, we can use a non-partitioned model
with 100GB. And let us imagine that the base grows to 10 TB. We
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can no longer remain in a non-partitioned model", stated I4. I3 also

reported a case where a project forgot to delete inactive accounts,

causing a waste of disk space. These problems can be avoided with

accurate capacity planning.

Furthermore, accurate capacity forecasting enables DBMS users

to anticipate and address issues proactively, such as determining

the need for additional resources to handle growing workloads (I3,

I4). According to I3, "If we were able to predict the future derivatives
of your database, you would be able to easily integrate other actions.
Without the capability, you will often be on very instantaneous issues".

Discussion. Accurate capacity planning and workload predic-

tion enable proactive problem management, minimize unnecessary

computational resource allocation, and facilitate advanced archi-

tecture design, thus conserving development efforts. However, the

scarcity of detailed information from DBMS users and product

owners at project initiation complicates precise planning and fore-

casting. Conversely, services such as Amazon Web Services[4], Mi-

crosoft Azure[16], and Oracle Cloud[14] now offer auto-scaling fea-

tures that monitor applications and automatically adjust capacity,

thereby reducing the complexity of capacity planning. Neverthe-

less, within the industrial context, numerous projects, particularly

legacy ones, are unable to migrate to the cloud due to financial

and legal barriers.

4.3 Challenges & constraints in DBMS
automation applications

In this section, we discuss the challenges and constraints of au-

tomation tool adoption in the industry revealed in our study. The

ideas that we revealed in our study are categorized into 2 categories:

human factors and technical factors.

4.3.1 Technical Factors.

Automation can be dangerous. The QoS of the DBMS is very crit-

ical in production. Administration tasks, such as backup, and index

rebuild, consume computational resources and, therefore, harm

the database (I2, I7). The modification of important parameters

and execution plans can all impact the performance (I1), not to

mention that some operations require the database to shut down

and restart (I4).

"Automating everything is a bit dangerous. Many actions that can
be done in a completely automated way, but it poses problems for the
operation of the databases when you start to touch the volume, the
data, and things like that. We need to put more safeguards in place",
reported I1. I4 reported that Oracle databases are integrating AI-

based tools to automate and help users with administration tasks,

even though these tools are great in theory, the fact that these tools

may change execution plans and destabilize DBMS performance is

dangerous.

Discussion. The fact that many administration tasks could in-

fluence the databases’ performance is considered to be dangerous

in production. This makes people reluctant to delegate sensitive

tasks to automation tools, because they may cause unexpected

consequences if not thoroughly designed.

The cost of automation can be high. Even though DBMS adminis-

tration automation brings many benefits, there is still a cost behind

the automation. "When the version of DBMS changes, I may have
to change my scripts. The maintenance of the final scripts is expen-
sive too", reported I9. Updates and upgrades of the DBMS bring

changes, human efforts are needed to maintain the automation

tools.

Automation also has a computational cost. "If we let Oracle data-
base auto-tune. It is devastating at the level of memory resources
consumed by the Oracle database as it does a lot of operations. All
these operations are also stored in their dictionary, so all this has a
cost at the CPU level and the disk level. Is it worth setting up this
system? I am not sure", reported I4.

Many commercial cloud providers deliver managed database ser-

vice and strong automation tools, even though they reduce largely

the DBMS administration workload, their price is still blocking

user adoption (I7).

Adopting an automation tool also adds an extra layer of com-

plexity. In case of anomaly and problem, it increases the difficulty

to resolve the problem. "Behind it, there are events that appear in
the alert file, so afterward we have to filter what can be problematic
from what is not", reported I4 when using an automation tool to

resize the database. "If I have an error, is it an error of my script or
it’s the DBMS underneath?", I9 shared similar concerns.

Discussion. The automation of DBMS administration has a hu-

man cost, computational cost, and even financial cost, and it could

potentially have a cost of increasing the complexity of the system.

It is important to control trade-offs between the cost of automation

and the benefits that automation can bring.

Automation needs to adapt to application. The DBMS is attached

to an application and must adapt to the requirements of the appli-

cation and the human operation behind the application. "For me, it
cannot be all automated, there are times when human interaction is
needed to understand the customer’s use", reported I1. This adds extra
complexity to the DBMS automation. For example, I4 reported a

case if an erroneous query is sent to the Oracle database with the

auto-tuning option on, then the DBMS can consume a lot of re-

sources only to make bad tuning and optimization decisions based

on the erroneous query and degrade the DBMS’s performance.

Discussion. The application must be taken into account when

doing DBMS administration automation, the changing application

and possible human errors could cause the automation to fail. This

complicates the adoption of automation tools.

4.3.2 Human Factors.

Lack of confidence in automation tools. Given that automation

of administration tasks can be dangerous, DBMS users are more

careful when adopting automation tools. "We are always afraid that
the automation tool does not do it as well as we do. [. . . ] We are always
worried because, in the end, it’s still us who will be bothered some-
where", reported I4. I2’s team already has a well-done automation

tool for backup and restore, but since it is a very sensitive task, they

still demand a DBA to make sure the operation is successful. "The
automation tool must be perfect, otherwise it does not make any sense",
reported I8 and I9. Because of the sensitivity of DBMS regarding

data integrity and data security, people often lack confidence in

automation tools.
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Discussion. DBMS are very sensitive, all unexpected and incor-

rect operations could jeopardize the entire system. For an automa-

tion tool to be adopted, the tool must be reliable, for DBMS users to

have a deep confidence. In the end, it is not only about the robust-

ness of the automation under all conditions but rather whether the

tool appears to be trustworthy to the decision-makers. [31] also

highlights that gaining the trust of DBAs is a major obstacle for

DBMS administration automation.

User wants absolute control over the product. "We want to control
everything from A to Z", reported I4. As highlighted in Sections 4.3.1

and 4.3.2, automation poses risks and lacks full user trust, especially

given the sensitivity of DBMS. Users frequently demand total

control over the system.

"Oracle database tried to integrate several automatic tools to do
auto-tuning. But it is dangerous to leave them active. The request
execution plans are critical to the business if we want to guarantee
the stability of the performances, we prefer to fix the plans", stated
I4. Meanwhile, I4 also highlights that once the data model evolves,

the fixed plan could become no longer valid. Delegating the tuning

task to the Oracle database allows the system to adapt to evolving

data models, but I4 made the compromise and chose the stability

and total control of the execution plan. For I7, it is good to have an

automation tool, but it is also essential for him to know how the

tool functions and how the decisions are made by the tool.

Another critical aspect of having absolute control is that DBMS

users must be able to access the product to resolve issues when

problems arise. I9 uses managed database service provided by the

DBMS publishers, while this reduces the workload of the DBMS

administration, I9 stated that "when you’re in trouble, you can’t get
your hands on it".

Discussion. When delegating administration tasks to automa-

tion tools, DBMS users could lose control and the track of states

of the DBMS. This is blocking the adoption of automation tools.

To avoid this, automation tools must reveal complete information

about the changes that it has made and allow users to have global

control.

User lacks support with open-source, academic project. Due to
the increasing license fee of commercial DBMS products, our par-

ticipants tend to adopt open-source and community solutions (I1,

I4, I5, I6, I7, I8). As we have more control over the open-source

DBMS, this is favorable for the academic community to research

and develop automation tools for open-source DBMS.

However, academia and the open-source community have fewer

resources compared to commercial products. Therefore, they only

provide limited support. "With open-source projects, the DBA is,
unfortunately, less confident, sometimes he is a bit on his own [. . . ] I
would say that the DBA is worried when there are breakdowns, bugs",
reported I5.

I6 reported a case of trying to adopt an open-source automation

tool for DBMS migration, but it only solves a partial problem and

has limited support. I6 then abandoned this tool and decided to

develop it on his own. "open-source solutions cost us more, more
human power on the maintenance because open-source needs more
work, not everything is done ideally", reported I8. The lack of support

increases DBMS user’s development costs and limits the adoption

of open-source solutions.

Discussion. ManyDBMS automation tools have been introduced

in the open-source community by the researchers [37, 39, 53, 54].

In contrast to the comprehensive support offered by major corpora-

tions to their commercial automation tools, academic projects tend

to provide limited support. The authors and researchers involved in

these academic projects often have various commitments, making

it challenging to establish contact with them.

User lacks time to apply new tools. "We do not have the time to do
it", reported I3, I7, I9. Our participants are overloaded with their

daily activities, making it impossible for them to be up to date

about the state-of-art of DBMS administration automation tools

and research topics. Nevertheless, they keep showing interest and

have an open mind about ongoing research, "I do not have that
much time, it is a bit of a shame, but if I had more time I think I would
keep myself a bit more up to date", reported I7.

Discussion. It requires time and effort for DBMS users to be up

to date about the novel and research solutions. The fact that DBMS

users lack time to make such inquiries creates a gap between the

industrial and research communities, therefore restraining further

adoption of newly introduced automation tools.

Automation could cause loss of expertise. Loss of expertise caused
by automation is another challenge that was revealed in our study.

"What customers really want is managed databases. They want to
install, make queries and that the database lives on its own. They do
not intend to calculate statistics or any other kind of thing", reported I2.
This is very common as DBMS automation and managed solutions

can reduce largely the workload, and require less expertise. "It will
also diminish his knowledge and I have problems with all these black
boxes, people do not know why they are in trouble because they do not
know what they do. We have pseudo DBAs who do not know much
and who have no idea what they are doing" reported I7.

Discussion. While automation tools enable DBMS users to dele-

gate administration tasks, this could cause a loss of expertise. On

the other hand, "pseudo DBA" being able to manage databases also

means that less expertise is required to operate complex DBMS.

5 IMPLICATIONS
Our study yielded several sets of implications for DBMS users,

notably DBAs, researchers, and tool creators. Although the results

may not be generalizable to all organizations due to our focus on

one particular company, we believe that these findings provide a

valuable knowledge base. They can enhance the understanding of

DBMS user activities and the routines of DBMS administration

automation, thereby facilitating the adoption of automation tools.

5.1 For DBMS users
DBMS users including product owners, managers of teams that

provide database service, DBMS experts, developers, DBAs are the

information source of our study, here are a couple of implications

retrieved for them:

• Many of our participants showed a deep understanding of

DBMS administration automation, but only a small number
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of them are actively keeping up with the latest automation

tools and instead sticking to their established routines. We

believe that DBMS users should prioritize this activity by

allocating more time to explore novel automation projects

in the field.

• There are DBMS users who are reluctant to trust AI and

ML-based tools, due to concerns about their reliability and

stability. While it is true that these tools are still limited in

their use cases, we encourage DBMS users to try them out

to not miss out on potential automation opportunities.

• Based on our interviews, it appears that our participants

are dissatisfied with the lack of expertise and experience

in DBMS among many other DBAs and developers, which

results in wasted time and effort in dealing with human

errors. As a solution, we suggest that they invest more time

in training those with less experience.

5.2 For researchers & tool creators
Our study revealed some of the difficulties encountered by DBMS

users and they present implications of interesting and challenging

research opportunities, they give numerous guides and specifica-

tions for tool creators:

• Our participants have shown a preference for adopting

open-source DBMS products. As a result, we suggest that

researchers and tool creators focus more on studying these

types of products, which would provide researchers with

better access.

• Our study has uncovered a range of intriguing industrial

challenges, such as capacity planning with limited data,

and operation planning with business constraints. There-

fore, we encourage researchers to view these challenges

as valuable opportunities for further investigation, taking

into account the limitations under the industrial context.

• It is essential to strike a balance between the advantages

and costs of automating DBMS administration. While au-

tomation can be computationally resource-intensive and

require high-quality data, the costs of automation should

not exceed the benefits it provides.

• Gaining the trust of DBMS users is a significant hurdle for

DBMS administration automation tools. To overcome this

obstacle, we recommend investing more effort into improv-

ing the transparency, applicability, and safety measures

of the tools, to enhance their stability and reliability and,

ultimately, earn the trust of DBMS users.

• Considering the sensitivity of DBMS, it is important to

establish a suitable human-machine interface that grants

DBMS users greater control over the process when required.

This interface should also provide detailed information, to

avoid appearing like a black box and undermining users’

expertise.

• DBMS are closely related to applications, and the behavior

of these applications is a significant contributor to DBMS

anomalies. To address this issue, we recommend investing

more effort into developing automation tools that capable

of handling the dynamic behavior of applications.

6 THREATS TO VALIDITY
Generalizability. The interviewees may not be representative of

all populations. The sample size and the particularity within a

specific company, though providing a certain level of data satura-

tion [47, 51], may not be large enough to ensure better generaliz-

ability to other populations. Additionally, selecting only experts

and experienced DBMS users who are more interested in the topic

than average may not be the best representation of all scenarios.

Credibility. A potential threat to our study’s validity is the accu-

racy of participants’ responses. Although we interviewed experts,

their answers might still be influenced by external sources. To ad-

dress this concern, we emphasized that the interview process was

not intended to be judgmental and made a conscious effort to ask

for specific details related to the participants’ projects and profiles

during the interviews.

Confirmability. A potential issue that may affect the accuracy

of our study is the analysis, particularly the coding step of the

interviews. To mitigate this concern and enhance the reliability of

our conclusions, all the obtained results are carefully discussed by

the authors and an extra expert in this domain.

7 CONCLUSION
In this paper, we document a qualitative study that involved con-

ducting in-depth interviews with experienced DBMS experts em-

ployed at a large company. The insights and discoveries that we

present offer: i) providing a detailed understanding and use-cases of

the interviewed DBMS users’ perspective on DBMS administration

automation, ii) identifying the main challenges and difficulties that

DBMS users encounter with concrete cases, and iii) investigating

the challenges and constraints when applying automation tools to

production under an industrial context. Our study has numerous

implications for DBAs, DBMS users, tools creators, and researchers

working with prioritizing DBMS administration automation.
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