
HAL Id: hal-04770723
https://hal.science/hal-04770723v1

Submitted on 20 Nov 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Solution of a nonlinear eigenvalue problem from
photonic crystal fiber applications discretized by a

boundary element method
Ronan Perrussel, Jean-René Poirier

To cite this version:
Ronan Perrussel, Jean-René Poirier. Solution of a nonlinear eigenvalue problem from photonic crystal
fiber applications discretized by a boundary element method. Engineering Analysis with Boundary
Elements, 2024, 168, pp.105928. �10.1016/j.enganabound.2024.105928�. �hal-04770723�

https://hal.science/hal-04770723v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Solution of a nonlinear eigenvalue problem from

photonic crystal fiber applications discretized by a

boundary element method

Ronan Perrussela, Jean-René Poiriera
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Abstract

Several strategies for solving a nonlinear eigenvalue problem are evaluated.
This problem stems from the boundary integral equation solution of propaga-
tion in photonic crystal fibers. The origin and specificities of the eigenvalue
problem are recalled before considering the solution of this eigenvalue prob-
lem. The first strategy, which is the starting point to illustrate the difficulties,
is to solve the problem using Muller’s method. We then look at more recent
techniques based on contour integrals or a rational interpolant that can be
used to compute several eigenmodes simultaneously and considerably reduce
the volume of computations.

Keywords: Boundary Element Method, Photonic Crystal Fiber, Nonlinear
eigenvalue problem

1. Introduction

Optical fibers and waveguides are important building blocks for many
photonic devices and systems in the fields of telecommunications, data trans-
fer and processing, and optical computing. They are widely used as basic
components in integrated optical circuits and optical communication sys-
tems. In recent years, many complex optical waveguides have emerged, such
as photonic crystal fibers [1] or plasmonic waveguides [2]. To reduce the
cost of designing new photonic devices, accurate and efficient simulation tools
are in great demand in the integrated photonics industry. The first step in
photonics simulation is to calculate a complete set of propagation modes
accurately and efficiently.
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The geometry of these optical waveguides, as well as the dielectric char-
acteristics of the materials and the wavelength of the light source traveling in
the fiber, are essential parameters for the propagation of information. These
parameters define a complex number called the effective refractive index that
characterizes the propagation in the fiber. These new optical fibers have
demonstrated an extremely wide range of potential applications in various
fields, from defense to environmental applications. The complexity of these
systems – heterogeneous structure, waveguide cross-section geometry, and
micrometer order of magnitude – makes the numerical methods indispens-
able to quickly design a PCF for the desired application. The most common
methods for solving this type of problems (finite difference time-domain [3],
finite element method [4, 5]) can require a huge amount of memory and com-
putation time; these are strong limitations. From 20 years, tools based on the
Boundary Element Method (BEM) have been studied for the computation
of PCF models.

BEM has a number of advantages: it allows to consider only the mesh
at the interfaces of the structure, whereas FEM or finite differences lead to
volume discretization and require an artificial boundary condition to take
into account the unbounded domain. Despite the fact that the matrix is full
(which can now be improved by using well-known acceleration methods such
as FMM or H-Matrix), it allows to work with a fine discretization and leads
to very accurate solutions.

The BEM for integral equations in (Ez, Hz) has been first considered for
PCF in 2004 [6, 7]. This work was improved in [8, 9] with integral equations
in (Hx, Hy). More recently a second kind integral equation formulation [10]
have been proposed. In this paper we focus on the Nonlinear Eigenvalue
Problem (NEP) that has to be solved in each case. In terms of computation
time, this is one of the main difficulties of the problem. The cited publications
use similar methods to solve the NEP: this involves reducing the matrix
problem to a scalar problem and using classical methods for solving nonlinear
problems (Newton, Secant or Muller).

In this paper we propose an alternate solver introduced for other inte-
gral equations linked to different application domain like acoustics; see for
instance [11, 12] for similar approaches to acoustic problems. This solver is
based on a contour integral method that has many advantages in comparison
to the more conventional solvers cited previously. A less knowledge of the
solution is needed (no close starting point) and the computation of several
solutions with easy parallelization can be done. In addition no computation
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with poor conditionned matrix close to singular one are needed. We present
in the first section the boundary-value problem which under consideration
and the integral equations used in this work. In section 2, we first study the
limits of the method that is proposed in most of the papers using integral
equations to deal with PCFs. Section 3 is then devoted to the implementa-
tion of a solution method based on a contour integral [13] and its numerical
implementation. In the following section an approach with a similar algo-
rithm but based on a rational interpolant of the matrix-valued problem is
compared to the previous methods. Finally in the last section we present
some numerical tests on particular cases before concluding.

2. Boundary Integral Equations

2.1. Maxwell’s Equations and transmission conditions

We consider an optical guide invariant along the direction z with C in-
clusions (Ωj)j=1,...,C of refractive index nj, contained in a material Ω0 of
refractive index n0. Normal and tangent vectors to inclusion boundaries Γj

are denoted ν and τ (see Figure 1).

x

y

z

Figure 1: PCF geometry and notations

Following [8] the dependence of the electromagnetic field in z is taken
into account by a term exp(jβz) meaning an exp(−jωt) dependence with j
the imaginary unit, β a propagation constant and ω the angular frequency.

The computation of the PCF eigenmodes leads to satisfy the following
Helmholtz equation for each component of the electromagnetic field:

∂2xu+ ∂2yu+ k2u = 0

where k2 = k20n
2
j − β2 and with k0 = 2π/λ0 the wavenumber in free space.
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Moreover, the following transmission conditions are satisfied for each Ωj

on the interface Γj

[∂νHν ]Γj
= [Ez]Γj

= 0, ∀j ∈ J1;CK (1)

where [·]Γj
represents the jump through Γj.

Taking invariance into account and expressing in terms of Hx and Hy the
equation ∇×H = jωεE, we obtain

jk0njEz = ∂yHx − ∂xHy, ∀j ∈ J1;CK. (2)

We will also introduce the quantities kj = k0nj the wavenumber in Ωj and
neff = k0/β the effective refractive index.

2.2. Integral Formulation

In this paper, we work with the formulation in (Hx, Hy) described in
[8] which is known to be smoother [9] but methods described here are also
efficient with other formulations.

To introduce this, we use the free space Green function

G(r, r̃) =
j

4
H

(1)
0

(
(k2 − β2)|r− r̃|

)
, r ̸= r̃ (3)

where H
(1)
0 is the Hankel function.

Fields u = Hx or Hy are solutions of the Helmholtz equation and can be
represented for r /∈ ∂Ωj by

u(r) = ±

(∫
∂Ωj

G(r, r̃)
∂u(r̃)

∂ν(r̃)
ds(r̃) −

∫
∂Ωj

∂G(r, r̃)

∂ν(r̃)
u(r̃)ds(r̃)

)
, (4)

where ± becomes + for the interior domain i.e. Ωj and − for the exterior
domain i.e. Ω0. It provides, when r tends to ∂Ωj, the integral equations

∂u(r)

∂ν
=

1

2

∂u(r)

∂ν
±

(∫
∂Ωj

∂G(r, r̃)

∂ν(r)

∂u(r̃)

∂ν
ds(r̃)

−
∫
∂Ωj

∂2G(r, r̃)

∂ν(r̃)∂ν(r)
u(r̃)ds(r̃)

)
, r ∈ ∂Ωj. (5)
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To express the transmission conditions [∂νHν ]Γj
= [Ez]Γj

= 0, we define

the following operators for each domain Ωj, j ∈ J1;CK, J (j)
i and W

(j)
i in the

“interior” of the domain
(J

(j)
i ψ)(r) =

∫
∂Ωj

∂G(r, r̃)

∂ν(r)
ψ(r̃), ds(r̃), r ∈ ∂Ωj,

(W
(j)
i ψ)(r) =

∫
∂Ωj

∂2G(r, r̃)

∂ν(r)∂ν(r̃)
ψ(r̃) ds(r̃), r ∈ ∂Ωj.

(6)

Then, for r ∈ ∂Ωj, (Jiψ)(r) = (J
(j)
i ψ)(r) and (Wiψ)(r) = (W

(j)
i ψ)(r).

Je and We in the “exterior” of the domains are defined by
(Jeψ)(r) =

C∑
l=1

∫
∂Ωl

∂G(r, r̃)

∂ν(r)
ψ(r̃) ds(r̃), r ∈

C⋃
j=1

∂Ωj,

(Weψ)(r) =
C∑
l=1

∫
∂Ωl

∂2G(r, r̃)

∂ν(r)∂ν(r̃)
ψ(r̃) ds(r̃), r ∈

C⋃
j=1

∂Ωj.

(7)

Note that in the exterior of the domains Ωj, for all j ∈ J1;CK, – i.e. in the
medium Ω0 – each domain interacts with all the others when for the interior
of the domain Ωj it interacts only with itself (leading to a block-diagonal
matrix after discretization).

For simplicity we note
Hx = µHx and

∂Hx

∂νi

(r) = σHx
i ,

∂Hx

∂νe

(r) = σHx
e

Hy = µHy and
∂Hy

∂νi

(r) = σ
Hy

i ,
∂Hy

∂νe

(r) = σHy
e

(8)

which leads to {
Niσ

Hk
i = −Wiµ

Hk

Neσ
Hk
e = Weµ

Hk
, for k ∈ {x, y}, (9)

with Ni =
1

2
Id−Ji and Ne =

1

2
Id+Je and Id is the identity operator. Using

∂νHν = νx∂νHx + νy∂νHy, we express the boundary condition by

[∂νHν ] = νx [∂νHx] + νy [∂νHy] ⇒ νx(σ
Hx
i − σHx

e ) + νy(σ
Hy

i − σHy
e ) = 0 (10)
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that can be put under the form

νx
(
N−1

i Wi +N−1
e We

)
µHx + νy

(
N−1

i Wi +N−1
e We

)
µHy = 0. (11)

Then, with ∂y = νy∂ν + νx∂τ and ∂x = νx∂ν − νy∂τ , equation (2) becomes

jk0n
2Ez = (νy∂ν + νx∂τ )Hx + (νx∂ν − νy∂τ )Hy (12)

and we get{
jk0n

2
iEz = (νyσ

Hx
i + νx∂τµ

Hx + νxσ
Hy

i − νy∂τµ
Hy)

jk0n
2
eEz = (νyσ

Hx
e + νx∂τµ

Hx + νxσ
Hy
e − νy∂τµ

Hy)
. (13)

The last boundary condition [Ez] = 0 gives

νy

(
σHx
i

n2
i

− σHx
e

n2
e

)
+ νx

(
1

n2
i

− 1

n2
e

)
∂τµ

Hx

+ νx

(
σ
Hy

i

n2
i

− σ
Hy
e

n2
e

)
− νy

(
1

n2
i

− 1

n2
e

)
∂τµ

Hy = 0 (14)

with B1 = N−1
i Wi and B2 = N−1

e We, the condition becomes

− νy

(
B1

n2
i

+
B2

n2
e

)
µHx + νx

(
1

n2
i

− 1

n2
e

)
∂τµ

Hx

− νx

(
B1

n2
i

+
B2

n2
e

)
µHy − νy

(
1

n2
i

− 1

n2
e

)
∂τµ

Hy = 0 (15)

Maintaining similar notations, we now consider that the continuous equa-
tions introduced above are discretized by a boundary element approach, with
operators and fields becoming matrices and vectors. In this discretization,
we point out that the computation of the B2 matrix implies a full matrix
solution of half the size of the final matrix, which has a non-negligible cost
during assembly. Using the discretized tangential operator T ∼ ∂τ we get[

Af Bf

Cf Df

] [
µHx

µHy

]
= 0, (16)
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with 

Af = νx(B1 +B2)

Bf = νy(B1 +B2)

Cf =

(
1

n2
i

− 1

n2
e

)
νxT − νy

(
B1

n2
i

+
B2

n2
e

)
Df = −

(
1

n2
i

− 1

n2
e

)
νyT − νx

(
B1

n2
i

+
B2

n2
e

)
which leads to the NEP we are interested in.

2.3. The nonlinear eigenvalue problem

Accounting the fact that Af , Bf , Cf , and Df depend non linearly on neff

(in particular see (3) where β is inversely proportional to neff), the final form
of the system after discretization is

F (neff)µ = 0, (17)

with

F (neff) =

[
Af Bf

Cf Df

]
∈ RNt×Nt .

This is a Nonlinear Eigenvalue Problem (NEP). A mode of the PCF is a
couple (neff ,µ) that makes the matrix F singular. The problem consists in
solving the non-linearity depending on neff and then to compute the associate
subspace of the kernel to determine the field.

2.3.1. A solution with Muller’s algorithm

To solve this problem, most of the reference papers [6, 7, 8, 9, 10] propose
a method that therefore consists in finding the zeros of the fonction f(neff)
determined by 2 complex random vectors ϕ and ψ such that.

f(neff) =
1

ϕTF−1(neff)ψ
with ϕ, ψ ∈ RNt , F (neff) ∈ RNt×Nt .

Note that in terms of computation time the term F−1(neff)ψ will lead to
solve a linear system. Solving this linear system may be accelerated by tools
like hierarchical matrices [15] or the fast multipole method.

To solve the nonlinear equation f(neff) = 0, the well-known Muller’s
algorithm [16] is almost always considered. This method being only valuable
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for local minima, some strategies (like a mapping of the parameter) can be
considered to start the research close to the solution [17].

In order to evaluate and compare with the methods proposed in the fol-
lowing section, we make in this section a numerical study (that was not
available in previous works) of the efficiency of Muller’s algorithm.

2.3.2. Some numerical results with Muller’s algorithm

The numerical tests in this section correspond to several discretizations
of the fiber Figure 2.

d

Γ

Figure 2: PCF hexapole for numerical tests, d = 5µm and Γ = 6.75µm.

The frequency is such that the free space wavelength is λ0 = 1.45µm. The
refractive index of the glass matrix ne is 1.45 and the medium surrounding
the hole is assumed to be infinite.

Table 1 gives the two solutions and the accuracy obtained with this
method. It is in good agreement with [8]. The discretization parameter
N is the number of unknowns in one hole (the corresponding size of the
matrix Nt being then in this case 12N).

Note that some applications would typically correspond to a refractive
index variation of 10−6 to 10−7 in refractive index units (RIUs) in the external
sensitized region of the photonic crystal fiber, hence the specification for
a 8-decimal RI resolution. In the following we will keep N = 80 for our
experiments but less accuracy can be enough.

Let us now study the quality of the error criterion. In order to define a
criterion that do not depend on the random vector, we will also characterize
the error by the value |σmin| of the smallest singular value of the matrix F .
To reduce the influence of the choice of the random vectors ϕ and ψ it may
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N neff1 neff2

20 1.44539523115161 + 3.177733 10−8 j 1.44539523194428 + 3.177861 10−8 j
40 1.44539523155976 + 3.194522 10−8 j 1.44539523154495 + 3.194524 10−8 j
80 1.44539523155975 + 3.194521 10−8 j 1.44539523154494 + 3.194523 10−8 j
160 1.44539523155975 + 3.194521 10−8 j 1.44539523154494 + 3.194523 10−8 j

Table 1: Accuracy of the discretization

be convenient to take several vectors (10 or 20) and compute

fm(neff) =
1

m
∥∥ΦTF−1(nneff)Ψ

∥∥
2

with Φ,Ψ ∈ Rm×Nt .

Table 2 provides the values of the criteria relatively to neff (taken with
some significant figures).

f10(neff) f(neff) |σmin| |σmax| neff

295.9 296.85 2636.8 2.42 107 1.445395
56.82 56.96 506.23 2.42 107 1.4453952
3.15 3.155 28.00 2.42 107 1.44539523 + 3 10−8 j
0.6966 0.700 6.17 2.42 107 1.445395231 + 3.2 10−8 j
0.09209 0.0846 0.6824 2.42 107 1.4453952316 + 3.19 10−8 j
0.008918 0.00759 0.05406 2.42 107 1.44539523156 + 3.195 10−8 j
9.85 10−4 5.259 10−4 0.00368 2.42 107 1.445395231560 + 3.1945 10−8 j
1.5 10−4 8.40 10−5 5.88 10−4 2.42 107 1.4453952315597 + 3.19452 10−8 j
4.42 10−6 2.41 10−6 1.68 10−5 2.42 107 1.44539523155975 + 3.194521 10−8 j

Table 2: Accuracy of the error criterion

As a result, the function f seems to be a good tool for finding the roots
or for evaluating the accuracy without computing the Singular Value Decom-
position (SVD).

We will now illustrate the following three limits of this approach

• Starting point has to be “very” close of a solution to converge;

• Finding multiple zeros is not easy;

• A large number of iterations is needed.

9



The result of this procedure is random and depends strongly on the start-
ing point. To evaluate (roughly) its influence, we run a number of simula-
tions (50) and then compute the mean number of iterations (nitermean) and
the percentage of runs (%) where the algorithm reach solution 1, solution 2
(previously defined) or another local minimum. We also note when it does
not converge.

Table 3, 4 and 5 gives respectively the results of the approach relatively
to the number of exact digits for the initial value for Muller’s algorithm.

% nitermean

Sol 1 2 111
Sol 2 4 97
Others 20
no convergence 74

Table 3: Results of Muller’s algorithm with an initial value of 5 significant digits: 1.4453

% nitermean

Sol 1 40 105
Sol 2 35 87.6
Others 25

Table 4: Results of Muller’s algorithm with an initial value of 6 significant digits: 1.44539

In the case with an initial vector with 5 significant digits, the majority of
the simulations does not converge. With one supplementary significant digit
for the initial vector, 25 % of the simulations do not still converge to one of
the solutions. To obtain a convergence for each simulation, it is necessary to
start from 1.445395 as shown in Table 5.

% nitermean nitermin nitermax

Sol 1 45 92 75 117
Sol 2 55 94.36 68 121
Others 0

Table 5: Results of Muller’s algorithm with an initial value of 7 significant digits: 1.445395

Note that the convergence can be slightly improved with the use of several
random vectors as shown in Table 6 but it does not allow to start far from
the solution.
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Significant digits nitermean for f nitermean for f10
12 27.3 24.9
10 58.1 48.1
8 76.5 71.8

Table 6: Number of iterations relatively to the initial vector.

Note also that we have no control over the number of roots we can find,
and this can be a problem if the number is large. The goal of the following
sections is to introduce other approaches that can strongly overpass some
limitations of Muller’s method.

3. Contour integral methods for nonlinear eigenvalue problems

3.1. Theoretical background

For solving a nonlinear eigenvalue problem of the form F (z)µ = 0, ap-
proaches exploiting contour integrals have been introduced in [13] and some
improved variants have been proposed in several references, see for instance
[18]. We will not describe here the whole theory but the reader can found it
in the referred papers.

These algorithms exploit Keldysh’s theorem that states that, in a domain
closed by a smooth contour C, F (z)−1 can be written as a sum of a rational
function whose poles inside C are the eigenvalues of F (z) and an analytic
functions with no pole inside C. For instance in the case of simple eigenvalues,
we can write in a neighborhood U of C

F (z)−1 =

n(C)∑
i=1

viw
H
i

1

z − λi
+N (z), z ∈ U\{λ1, · · · , λn(C)}.

where n(C) is the number of eigenvalues inside C, λi are these eigenvalues,
vi and wi the corresponding right and left eigenvectors and N is an ana-
lytic function. Thanks to the residue theorem, computing contour integrals
enables to compute for any analytic function f

1

2πj

∫
C
f(z)F (z)−1dz =

n(C)∑
i=1

f(λn)vnw
H
n .
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An appropriate choice of several functions f will enable us to derive a system
of equations relating to λn, the left-hand side of which is computed by a
numerical quadrature.

The algorithms then consider integrals of the form

1

2πj

∫
C
f(z)LHF (z)−1Rdz

where C is a smooth contour enclosing the eigenvalues of interest and L
and R are left and right probing matrices (with NR random columns) i.e.
L and R ∈ RNt×NR . The use of LHF (z)−1R instead of F (z)−1 will reduce
computation time and memory storage of the problem. The choice of NR is
a key parameter of the method that will be studied in the numerical section.

The residue theorem enables to focus only on the contribution of the
rational part. Indeed, the following relation holds

1

2πj

∫
C
f(z)LHF (z)−1Rdz = LHV f(Λ)WHR (18)

where Λ = diag(λ1, · · · , λn(C)) is a diagonal matrix containing the eigenvalues
inside C (counting multiplicities) and V and W are matrices collecting right
and left eigenvectors. In practice, integrals in (18) are evaluated by numerical
quadrature and

LHV f(Λ)WHR ≈
NQ∑
i=1

ωif(zi)L
HF (zi)

−1R,

where {ωi}
NQ

i=1 and {zi}
NQ

i=1 are respectively NQ quadrature weights and points.
In most of the proposed algorithms, f is chosen as the moments zj, and

we can define the Nm moments

Aj = LHV ΛjWHR, ∀j ∈ J0; 2Nm − 1K (19)

and the Hankel and the shifted Hankel matrices

H =


A0 A1 . . . ANm−1

A1 A1 . . . ANm

...
...

. . .
...

ANm−1 ANm . . . A2Nm−2

 and Hs =


A1 A2 . . . ANm

A2 A3 . . . ANm+1
...

...
. . .

...
ANm ANm+1 . . . A2Nm−1

 .
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Thus, the nonlinear eigenvalue problem has been converted in a linear gen-
eralized eigenvalue problem for the pencil Hs − λH.

As an illustration, let us consider moments j = 0 and j = 1 and L equals
to the identity matrix, we have

A0 = VWHR

A1 = V ΛWHR

Computing the truncated Singular Value Decomposition (SVD) of A0 =
V0Σ0W

H
0 allows to reduce A1 to an equivalent linear eigenvalue problem of

reduced size relatively to the matrix

B = V H
0 A1WΣ−1

0 = SΛS−1

with S = V H
0 V .

By storing also the moments

Mj =

NQ∑
i=1

ωiz
j
iF (zi)

−1R, ∀j ∈ J0;Nm − 1K,

we can also recover the corresponding right eigenvectors. It enables in par-
ticular to compute the residue ∥F (λi)vi∥2 where λi and vi are the eigenvalue
and right eigenvector obtained by the algorithm.

3.2. Algorithm

The previous theoretical results leads to Algorithm 1.
Note that the truncation rules and threshold in step 8 will determine the

number of computed eigenvalues and the number of residuals to compute in
step 9.

The main parameters and theirs impacts to the computation time in this
algorithm are

• the size of random matrices Nt × NR that determines the number of
right-hand sides in the linear system;

• the number of quadrature points NQ that determines the number of
linear systems to solve;

• the number of moment Nm that only impacts the sum in step 5 (addi-
tional cost is small).
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Algorithm 1 Contour Integral Solver

1: Compute quadrature/sampling points zi, i = 0, 1, ..., NQ − 1 and corre-
sponding weights ωi;
2: Generate random matrices L and R ∈ RNt×NR ;
3: Compute F (zi)

−1R for i = 0, 1, ..., NQ − 1;

4: Compute moments Aα =
∑Nm−1

i=0 ωiz
α
i L

HF−1(zi)R, α = 0, . . . , 2Nm − 1;

5: Compute Mα =
∑Nm−1

i=0 ωiz
α
i F (zi)

−1R α = 0, . . . , Nm − 1;
6: Construct two block Hankel matrices H and Hs;
7: Construct M =

(
M0 M1 · · ·MNm−1

)
;

8: Compute the truncated SVD of H = V0Σ0W
H
0

9: Solve the eigenvalue problem for B = V H
0 HSW0Σ

−1
0 and compute the

residual ∥F (λj)vj∥ for each value to select the correct ones.
10: For each selected eigenpair (b, λ) the corresponding eigenpair of the orig-
inal NEP is given by (MW0Σ

−1
0 b, λ);

The aim of the following section will be to study the influence of those pa-
rameters on computation time and accuracy.

Note that the sampling in step 3 does not need to have values very close
to solution. This is a great advantage because the resolution of the linear
system is difficult because of a bad condition number. It’s not the case for
an iterative algorithm like Muller that tends to this in the last steps

3.3. Numerical Results

3.3.1. Random Solution Study

The first parameter we choose to study is NR because it may also impact
on the random solution. An appropriate choice of NR will then be required
to conclude on the influence of the other parameters. We choose a circle
of diameter the real segment [1.44, 1.45] with NQ = 20 for the number of
quadrature points. Table 7 provides information on the accuracy of the
calculation over a set of 10 simulations with several values of NR. In this
table, neff is the mean over the 10 computed effective indices (neff(i))10i=1, σ is
the standard deviation over the same set of values and E is the mean of the
error relative to a reference value neffref

,

E =
1

10

10∑
i=1

|neff(i) − neffref
|.
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NR neff σ E
10 1.445411055710 + 9.0114 10−5 j 4.08 10−4 1.02 10−4

20 1.445398051119 − 1.7929 10−6 j 1.22 10−5 5.27 10−6

40 1.445395233572 + 3.4528 10−8 j 3.57 10−8 2.56 10−8

40 1.445395233572 + 3.4528 10−8 j 3.57 10−8 2.56 10−8

80 1.445395231848 + 3.2321 10−8 j 1.04 10−8 6.36 10−9

160 1.445395231149 + 3.2907 10−8 j 3.50 10−9 2.27 10−9

Table 7: Accuracy relatively to NR

As it was expected, it is clear from this table that increasing the number
of random vectors increases accuracy but also reduces the “random part” of
the solution (which is characterized by the standard deviation σ). According
to this study, we will take NR = 40 or more (i.e. random vectors) in the fol-
lowing. This will impact moderately the computation cost (see next section)
because of the number of right-hand sides to solve.

3.3.2. Discretization of the contour

We are now interested in the the number of quadrature points NQ on the
contour, which is still a circle of diameter [1.44, 1.45]. As before, the study
is performed for a set of 10 simulations and to limit the randomness of the
calculation we take NR fixed at 50. The results are provided in Table 8 where
E has the same definition as in Table 7.

NQ E
10 8.33 10−7

20 6.66 10−9

40 4.83 10−9

160 2.13 10−9

Table 8: Accuracy relatively to NQ

We can observe a good accuracy with a small number of quadrature points
with a strong decrease of the value of E up to NQ = 20. This parameter is
the most significant for the accuracy of the solution, but it is also the main
parameter for computation time, due to the number of linear systems to be
solved.
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3.3.3. Computation times

Let us now observe the influence of both parameters on computation
times. As written previously, the influence becomes from

• the number of linear system to solve when increasing NQ, see Table 9;

• the number of eigenvalues to select when increasing NR, see Table 10.

In Tables 9 and 10, “Solver time” denotes the times required to solve the
linear systems and “Residuals time” is the time required to compute the
residuals which enables to select the correct eigenmodes.

NQ Solver time (s) Residuals time (s)
10 24 18
20 45 16
40 89 20
80 186 22
160 394 23

Table 9: NR = 50

NR Solver time (s) Residuals time (s) Neigen
10 24 18 8
20 23 17 9
40 23 21 10
80 23 50 23
160 23 220 96

Table 10: NC = 20

The results in Table 9 are as expected and depends linearly on the pa-
rameter NQ. From Table 10 we can observe that increasing the number of
right-hand sides seems to have a reduced influence on the solver time. The
main observation is that it increases the number of eigenvalues computed by
the algorithm and for large values of NR this has a non negligible influence
on the computation times because of the number of residuals to compute for
a selection of the correct eigenvalues. Therefore, choosing around NR = 40
seems to be a reasonable compromise for maintaining good accuracy without
significantly increasing computation times.

Note that in [14] a procedure to select and reduce the number of singular
values is proposed.
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3.3.4. Size of the contour (diameter position)

We now study the influence of the contour and namely the diameter and
center position on the accuracy in Tables 11 and 12. It can also be seen
as a study of the initial condition for the solution. Note that a diameter is
the real segment [ax, bx]. Other parameters remain unchanged and are the
results of choices made in previous studies.

[ax, bx] neff1

[1.44,1.45] 1.445406464954 - 2.86876 10−5 j
[1.445,1.446] 1.445395231549 + 3.19465 10−8 j
[1.4453,1.4454] 1.445395231559 + 3.19445 10−8 j
[1.44539,1.44540] 1.445395231559 + 3.19452 10−8 j

Table 11: Reducing interval size

[ax, bx] neff2

[1.44,1.45] 1.445391106380 + 7.11983 10−5 j
[1.445,1.446] 1.445395231500 + 3.20273 10−8 j
[1.4453,1.4454] 1.4453952315457 + 3.19468 10−8 j
[1.44539,1.44540] 1.4453952315441 + 3.19463 10−8 j

Table 12: Reducing interval size

As it was expected, a good knowledge of the behaviour of the solution can
strongly increase the accuracy. This observation is interesting, as it suggests
that it may be appropriate to use the method iteratively (see last section of
the paper).

4. Rational Interpolation Approach

4.1. Theoretical principles

Using the properties of the Keldish theorem which links the eigenvalues
of F (z) to the poles of F (z)−1, another approach is proposed in [14]. In
this reference, the authors prefer to consider a pole-finding method using a
rational interpolant and apply it to a reduced matrix function having the
same pole as F (z) i.e.

G(z) = LHF (z)−1R
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where L and R are random matrix of full rank used to condense F (z)−1 and
reduce the computation times.

The poles will be computed by Jacobi’s method [19] applied to a rational
interpolant of G(z) such that

P (zi)

Q(zi)
= G(zi), i = 0, · · · , NQ − 1

where P (z) and Q(z) are polynomial functions.
Jacobi’s method applied to G(z) will consider moments of the form

Aα =

NQ−1∑
i=0

ωiz
α
i G(zi), α = 0, · · · , 2Nm − 1

that is similar to (19) but where ωi denotes the barycentric weights of the
interpolation formula and not quadrature weights, i.e.

ωi =

NQ∏
l=1,l ̸=i

1

zl − zi
.

The proposed modification leads exactly to the same Algorithm 1 but enables
now to choose “quadrature” points not only on the contour C but also inside.

Considering the particular form of the solutions, this approach will allow
to simplify the research and consider points only on the real axis because
the imaginary part is very small compared to the real part and the range of
value considered for the real part.

Indeed in our application the imaginary part represents the losses which
are of small amplitude and thus the value 0 is a good approximation on a
large research interval for the real part.

On a smaller research interval it would then be wise to take a segment
parallel to the real axis positioned at an approximation of the imaginary
part. This can be done in a second step if we want to improve the accuracy
of the solution.

4.2. Numerical Results

In this subsection we consider the Rational Interpolant Approach (RIA)
on a line (see Figure 3 left) which is compared with the previous Contour
Integral Approach (CIA) for several contours (see Figure 3 right).
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Figure 3: Quadrature or Sampling points on several contours for the RIA (left) and CIA
(right)

4.2.1. RIA vs ellipse

We now consider as contour an ellipse with axes a and b to better approx-
imate the imaginary part, which is close to 0, and we compare in Table 13
the performances obtained with RIA.

NR E = 1
10

∑10
n=1 | neff(n) − neffref

|
Circle 1.12 10−8

Ellipse b = a
10 1.88 10−9

Ellipse b = a
100 4.55 10−9

RIA 1.27 10−11

Table 13: Accuracy of RIA vs CIA with several contours

The main observation is that using an ellipse close to the solution does
not improve strongly the accuracy when the RIA is obviously better with
more significant digits.

4.2.2. holocore Case

At last we apply (iteratively) the method on a larger problem (see Fig-
ure 4). The physical parameters of the problem are: λ0 = 1.51µm, ni = 1,
and ne = 1.45.

The BEM is applied with a discretization of 32 points on each hole, except
on the central hole where 80 points are considered. It leads to a matrix of
size Nt = 7840. Note that we do not reach the optimal discretization but
it is difficult to increase the number of points without a strong increase of
computation times and memory storage. For the nonlinear solver parameters,
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dc d

Γ

Figure 4: Holocore PCF. d = 2.603µm, dc = 6.5075µm, and Γ = 2.74µm

we take NR = 40, Nm = 10 for this simulation. Results from CIA and RIA
are given respectively in Tables 14 and 15.

[ax,bx] NQ neff Res fcost
[0.98,0.99] 10 0.9807444005 + 7.8735 10−5 j 3.06 10−2 1.72 10−4

0.9820495403 + 1.7631 10−7 j 1.85 10−1 7.75 10−4

0.9845159786 + 3.3767 10−8 j 9.19 10−1 1.07 10−1

0.9845160397+ 4.2854 10−8 j 7.31 10−1 9.72 10−2

0.9887130625 + 6.3461 10−6 j 9.83 10−2 9.92 10−4

0.9887139817 + 6.3485 10−6 j 6.43 10−2 6.29 10−4

Table 14: Solutions obtained by CIA with a circle

Note that we do not run several simulations in this case but we will run
a second simulation that can be viewed as the second step of an iterative
process. The result of the second step will be taken as the reference solution.
It results from this that the accuracy of the RIA is strongly efficient in
comparison with the CIA (that is nevertheless a good approach).

Knowledge of this first step enables us to focus on a smaller search interval
in a second solving step as in Tables 16 and 17. Note that we also take a
smaller number of quadrature/interpolation points: 10 for the first step and
5 for the second.

As a result, the iterative application of the process (but with only 2
iterations) achieves a very accurate solution with both methods, but with
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[ax,bx] NQ neff Res fcost
[0.98,0.99] 10 0.9807444006 + 7.8735 10−5 j 1.98 10−4 3.68 10−6

0.9820495399 + 1.7616 10−7 j 4.57 10−4 1.18 10−5

0.9845159835 + 3.4127 10−8 j 8.66 10−4 3.00 10−5

0.9845160412+ 3.4109 10−8 j 2.70 10−3 6.99 10−4

0.9887130627 + 6.3466 10−6 j 4.14 10−5 6.24 10−7

0.9887139820 + 6.3483 10−6 j 1.29 10−4 8.87 10−7

Table 15: Solutions obtained by RIA

[ax,bx] NQ neff Res fcost
[0.984515,0.984517] 5 0.984515983503 + 3.4129 10−8 j 1.02 10−7 9.28 10−9

0.984516041295 + 3.4101 10−8 j 1.63 10−7 3.71 10−8

Table 16: Solutions obtained by CIA with a circle

[ax,bx] NQ neff Res fcost
[0.984515,0.984517] 5 0.984515983503 + 3.4129 10−8 j 6.47 10−8 1.39 10−8

0.984516041295 + 3.4101 10−8 j 6.68 10−8 8.60 10−9

Table 17: Solutions obtained by RIA
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greater efficiency for RIA (see Table 15) compared to CIA on a circle (see
Table 14). This second step may be repeated for each root if needed.

In terms of computation times, this example is more expensive. It takes
around 1200 sec for the first step and the small number of quadrature/inter-
polation points used in the second iteration reduce this to 500 sec. The
additionnal cost is essentially due to the increasing time for larger linear
systems that have to be solved.

Some remarks can be done

• As the problem size increases, so does the relative contribution of the
linear system solver (assembly and solving) to the total computation
time.

• For larger systems, it may be worth investigating other integral formu-
lations, particularly to avoid increasing assembly times (which entail
additional calculations for the residual).

• Specific acceleration methods such as FMM or H-matrix can be imple-
mented to improve the solving of the linear system.

Note that in this case there is no spurious eigenvalue to eliminate with
the computation of the residual (see Step 9 of Algorithm 1).

5. Conclusion

In this work we have compared several approaches for solving the non-
linear eigenvalue problem from the BEM discretization of a PCF problem.
Our numerical experiments have shown that methods based on a contour
integral are very efficient. Moreover, the comparisons have also allowed us
to highlight a greater efficiency of the RIA which, from an algorithmic point
of view, is a variant of the contour integral approach. Considered for the
first time in this type of application, these methods offer several advantages
that allows BEM methods to become efficient. The most important of these
are that a starting point close to the solution is not required, and that all
solutions for a given interval can be calculated simultaneously. Numerical ex-
periments have also shown that using an iterative process gives better control
over the accuracy of the method. Furthermore, as many of the calculations
are completely independent, these tools can be easily parallelized.
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