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Redundant Array of Independent Disks (RAID) technology has been recently introduced to flash memory
based SSDs to enhance their data reliability. Although RAID increases reliability, it doubles the number
of write operations and requires additional parity computation as every write operation on a data chunk
leads to another update on the corresponding parity chunk. Data replication has been proposed to mitigate
the overhead of write requests in RAID enabled SSDs, however, replication increases the cost of garbage
collection (GC), which in turn limits the improvement of I/O performance compared to the baseline RAID
implementation.

This paper introduces Rep-RAID, an improved data replication management scheme accompanied with
optimized GC for RAID-enabled SSDs. Guided by a mathematical model, Rep-RAID only replicates frequently
updated data chunks. Furthermore, Rep-RAID reorganizes new data stripes during the GC process by utilizing
replicated data to replace invalid data chunks caused by data replication in old stripes. As a result, it decreases
I/O latency for both read and write requests and significantly reduces the GC overhead induced by data
movement. Experimental results show that the proposed scheme can improve I/O performance by 16.7%,
and reduce tail latency by up to 17.9% at the 99.99th percentile, when compared to the state-of-the-art
RAID-enabled SSDs.

CCS Concepts: • Computer systems organization→ Embedded software.

Additional Key Words and Phrases: SSDs, RAID-5, Replication, Garbage Collection, Stripe Reorganization.

1 INTRODUCTION
NAND Flash memory-based SSDs have become the dominant storage devices due to their attributes
of small size, high energy efficiency, low latency, and collectively massive parallelism [1, 2]. In
order to cut down unit price, the cell density of flash has been increased from SLC (1 bit/cell) to
MLC (2 bit/cell), TLC (3 bit/cell), and even to QLC (4 bit/cell). On the other hand, high density SSDs
are prone to errors caused by disturbs [3]. Error correction codes (ECCs) (e.g., low density parity
code) have been applied to SSDs for correcting read errors and for preventing uncorrectable bit
errors [4].
As ECCs cannot recover corrupted data from device-level failures, the Redundant Array of

Independent Disks (e.g., RAID-5) technology has been recently applied to SSDs [5], or called
Redundant Array of Independent NAND (RAIN) [6]. The vendors have supported RAID technology
in SSD products [7, 8] and several researches have studied RAID-enabled SSDs to optimize access
performance and endurance [9–12]. Specifically, RAID-5 organizes the data as stripes, where each
stripe consists of N data chunks and 1 parity chunk that is XORed with the corresponding data
chunks. Although enabling RAID-5 increases SSD reliability, it doubles the number of writes and
causes additional XOR computations, as every write on a data chunk leads to another update on
the corresponding parity chunk1 (termed as write penalty) [13].
∗Corresponding author, e-mail: liaotoad@gmail.com.
1A (data/parity) chunk is normally referred to as a page in RAID-enabled SSDs. Namely, the size of a chunk is equal to that
of a page.
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More importantly, each SSD block can only bear a limited number of erase operations, and the
extra parity updates cause unexpected erases which impacts the endurance of the SSD device [14].
Furthermore, the XOR computations for generating parity chunks occupy the main controller of
the SSD and thus delay the scheduling of normal I/O requests. In order to mitigate write penalty,
RAID implementations are often accompanied by a DRAM buffer to absorb overwrites or writes to
a single data chunk [9, 15, 16]. Certain data updates can be fulfilled in the buffer, to avoid direct
data and parity writes in SSD blocks [17]. As a consequence, I/O responsiveness can be improved
and SSD lifetime can be extended. On the other hand, DRAM is expensive, which limits the size of
the DRAM buffer inside SSDs [18], rendering parity updates on the SSD pages inevitable.

Due to the excess writes in RAID systems, the average and tail latency of I/O operations indicate
performance degradation compared to raw SSDs without a RAID module [20]. The software
overhead of the RAID controller becomes a major component in the latency of write requests,
which may postpone I/O scheduling and thus affect I/O responsiveness [24]. Thus, mitigating the
impact of servicing write operations in RAID-enabled SSDs is a major concern [25].

Recently, introducing replication functionality inside RAID SSDs or SSD RAID [24, 25] has been
proposed. These designs store the data of small requests temporally in the underlying flash cells and
mirroring them into multiple cells to ensure data reliability. Such approaches can avoid certain XOR
computations and also reduce software overhead caused by updating RAID stripes in I/O intensive
periods [24]. When the storage system becomes idle, it periodically converts the replicated data
into RAID stripes. However, such replication scheme introduces additional page moves during
garbage collection (GC), as dirty (obsolete) data chunks must be retained in the original stripe to
protect the rest of the data chunks. Consequently, the large number of obsolete data chunks heavily
affect GC, adversely impacting the tail latency of I/O requests of application [28].

To address the aforementioned issue that alleviates tail latency and improves I/O performance, we
propose an integrated approach of a model-based replication method for boosting I/O performance
of RAID-enabled SSD system, and a novel stripe reorganization scheme for decreasing the number
of dirty (obsolete) data chunks that are only held to protect the rest data chunks in the original
stripe. In brief, this paper makes the following three contributions:

- We propose a model-based data replication scheme that directs the replication of frequently
updated data chunks. In particular, we construct a cost-evaluation model to determine whether
or not making a replica is favorable by comparing its benefits with the overhead of garbage
collection in RAID-enabled SSDs. Moreover, to improve the flexibility of the model, we adjust the
update frequency threshold based on the I/O features of user applications.

- We propose a stripe reorganization scheme to minimize the overhead of page moves in GC
operations. The scheme reorganizes a new data stripe by coupling the cold replicated data with
the valid data chunks in existing stripes when performing garbage collection. Consequently, the
number of page moves in GC can be greatly reduced, as certain data chunks no longer need to be
migrated when their (cold) replicas have been reorganized as new stripes.

- We present a comprehensive evaluation on several disk traces of real-world applications. The
experimental results show that our method can not only cut down the overall I/O time by 14.7%,
but it also decreases the number of page moves by 20.9% during GC process and thus reduces
tail latency by 4.1% at the 99.99th percentile on average, compared to state-of-the-art methods.

2 BACKGROUND ANDMOTIVATION
2.1 Background Knowledge
Figure 1 illustrates an example of GC process. It first selects the victim SSD block that has the least
number of valid pages (e.g. 𝐵𝑙𝑜𝑐𝑘𝑖 ), by following the greedy policy [38]. Then it migrates all valid
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Fig. 1. The work flow of GC process in an SSD device. In which the data page size is 8KB [26] and each block
holds 256 pages [27].
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Fig. 2. The illustration of stripe update process in an RAID-enabled SSD device. Note that we use three
channels (Ch0-Ch2) and each data stripe has two data chunks and one parity chunk, for simplicity of
illustration.

pages in the GC block to another available block (e.g., the data of 𝑃0 in 𝐵𝑙𝑜𝑐𝑘𝑖 is moved to the free
page in 𝐵𝑙𝑜𝑐𝑘 𝑗 ). Finally, the victim block of 𝐵𝑙𝑜𝑐𝑘𝑖 is erased to reclaim space. The issue is, however,
that I/O requests targeting at the same channel cannot be served when performing GC, which
places negative effects on I/O responsiveness of incoming requests [22, 23, 33].
On the other hand, while the increasing cell density of flash memory chip cuts down the unit

price, it brings more bit errors and poses increased threats to data reliability. Error correction codes
(ECCs) are widely used to deal with read errors and to ensure data correctness, but they cannot
help in chip/channel/SSD-level errors [10, 25].
In response to the above limitations, RAID has been successfully applied in SSD devices, and

many corrective RAID implementations have been proposed [9, 17]. In principle, all (data/parity)
chunks that belong to the same data stripe will be distributed across all associated chips/channels
of the SSD device. In case a chip/channel becomes unavailable, the device can still restore all the
lost data/parity chunks by reading other relevant RAID components accompanying with certain
XOR computations.

When an update request comes, the corresponding stripe needs updating both data chunk and
parity chunk on their original RAID channels. As the example illustrated in Figure 2, besides
renewing the data chunk to 𝐷0′, it computes the newest parity chunk of P’, through XORing the
updated data chunk of D0’, the old data chunk of D0, and the old parity chunk of P.

2.2 Replication-Based RAID SSD
Because all updates on data chunks and parity chunks have to be completed on their original
RAID components, which may cause imbalanced I/O workloads across all RAID components [25].
Figure 3 shows the difference of write latency across channels in conventional RAID5-enabled SSDs.
As seen, the tail latency of write latency unveils significant dissimilarity among all RAID channels.
We also recorded the standard deviation of tail latencies at 99.99th percentile in multiple channels.
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Fig. 3. CDF of write latency on multiple channels of the same stripes in conventional RAID5-enabled SSDs.
The unit of write in this figure is the size of page. The number of channel written chunks is shown in the
legend (unit: 106).

It shows that the values of standard deviation of tail latencies at the 99.99th percentile are ranged
between 7.0 and 1644.2, proving that the latency dissimilarity of multiple channels exists in
certain application workloads. We argue that the frequently updated chunks congest their located
channels, especially when the I/O accesses are extremely intensive, thus significantly impacting
the tail latency. Furthermore, it has been verified that the software and XOR overhead account for
a major part of write latency when updating a data stripe in SSD-based RAID systems [24].

With respect to the aforementioned issues, replication-based RAID implementations, CR5M [25]
and FusionRAID [24], have been proposed in both RAID-enabled SSDs and SSD RAID systems. In
which, CR5M prefers replicating the data chunk in a dedicated chip of the same channel associating
with the original data chunk, meanwhile FusionRAID distributes the replicated data chunks into
multiple units with the highest parallelism that can benefit both write and read. More specifically,
replication-based RAID does not renew the stripe immediately for servicing small requests. It
temporarily organizes the updated chunks as replication pairs, for avoiding from exacerbating I/O
intensity, as well as reducing the software and XOR overhead.

Figure 4 shows an example of data replication in RAID-enabled SSD systems, in which the stripe
consists of data chunks (D0, D1) and a parity chunk P. When the update request of D0 arrives, the
newest data chunk is selected to make replicas, i.e., R0 and R0’ in two independent channels that are
the highest parallel unit in SSDs, and then the old data chunk D0 will be labelled as semi-invalid,
in both CR5M and FusionRAID implementations.
For recording physical addresses of the replication data and the semi-invalid data, a replica

table is introduced in such RAID-enabled SSDs. The replica table holds the old physical page address
(OPPN ) and replica physical page address (RPPN ). When a data chunk is replicated, the replica
address (RA) will be pointed to the position of relevant entry in the replica table. As the example
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Fig. 4. Data replication and mapping table illustration in channel-level RAID-enabled SSD storage [24, 25]. In
which, it creates a mirror pair of 𝑅0 and 𝑅0′ for servicing the update request on the data chunk of 𝐷0. Then,
the obsolete chunk of 𝐷0 is marked as semi-invalid to protect the original data stripe, though it is not the
latest.

shown in Figure 4, the RA of D0 is NULL, and indicates the data chunk of D0 does not have any
replica. If the data chunk of D0 is replicated for the first time, a new entry consists of OPPN and
RPPN will be appended to the replica table. In addition, the physical page address (PPN ) of D0 is
copied to OPPN, since this obsolete data chunk is still a component of the stripe of (D0, D1, P), and
should not be reclaimed in the process of garbage collection. Once the replicated data chunk is
updated again, only the information of PPN and RPPN should be renewed, and the relevant entry
in the replica table will be removed if the data chunk is transferred into the RAID format.

2.3 Motivation
Enabling the replication functionality in RAID systems can boost the I/O performance and achieve
a balanced workload across all RAID components. However, existing replication-enabled RAID
implementations only consider the size information of update request, and fail to take other natures
of data chunks, such as update frequency into account. As discussed, the frequency difference of
data chunks induces imbalanced data access and software overhead over all RAID components,
and thus degraded tail latency.
More importantly, we understand semi-invalid chunks are not up-to-date, but they are still

useful for protecting other chunks in the same stripe. Thus, we need cope with them in GC processes
that must increase the GC overhead and thus impact I/O processing. In order to disclose how many
negative effects in GC processes, caused by migrating semi-valid chunks in replication-enabled
RAID implementations in SSD contexts, we performed an experimental study. In the study, we
compare the conventional RAID-5 implementation with two existing replication-enabled RAID
implementations of CR5M and FusionRAID.

Figures 5(a) and 5(b) show the number of page moves during GC and its overall runtime overhead,
respectively. As illustrated, CR5M and FusionRAID yield more page moves by over than 4.4X and
2.5X in contrast to RAID-5, which is the main cause of the increase in GC overhead, as shown
in Figure 5(b). In other words, increased page move operations delay the processing of regular
application I/O requests [28].
Such observations drive us to propose a new replication policy by considering the update

frequency of data chunks to boost replication efficiency, as well as a new stripe re-organization
scheme to decrease the number of semi-valid data chunks during GC processes, for replication-
enabled RAID implementations in SSD scenarios.
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Fig. 5. The increased page moves and GC time in two typical replication-enabled RAID implementations of
CR5M and FusionRAID.

3 DESIGN AND IMPLEMENTATION OF REP-RAID
3.1 Overview of Rep-RAID
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Fig. 6. Architectural overview on Rep-RAID.

We propose a new replication scheme for RAID-enabled SSDs called Rep-RAID, where the basic
idea is to replicate the most frequently written chunks. Figure 6 illustrates the architecture
of Rep-RAID. As seen, we first construct a model to direct the replication of data chunks when
servicing an update request. We primarily refer to the factors of the update frequency of data
chunks and the implied GC overhead (see Section 3.2 for more information). We then propose
a stripe reorganization scheme that adaptively rebuilds data stripes during the GC process by
combining the replicated chunks with valid data chunks of existing stripes in GC-targeted blocks
(explained in Section 3.3).

To guarantee the reliability of data pairs that are not protected by RAID, Rep-RAID distributes
the chunks of a data pair to different RAID components (i.e., channels). To put it another way,
the original data stripe has both valid and invalid chunks, so we refer to it as a semi-stripe, and
its valid and invalid data chunks are labelled as semi-valid and semi-invalid, respectively. Note
that, semi-invalid data chunks should be kept for protecting the rest of valid data chunks in a
semi-stripe, even though their data are not up-to-date.

3.2 Model-Based Replication
Replicating data chunks can save the time needed for XOR computation and the software overhead
of the SSD controller caused by updating data stripes in a RAID system. In addition, read parallelism
can be exploited by accessing the data replica that resides on an idle SSD channel for enhancing
read performance. However, replicating data chunks may adversely impact the endurance of SSDs
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simplicity of illustration.

since more space is needed for storing replicas, which in turn leads to more erase operations on
SSD blocks.

To balance the benefits and the overhead of data replication in RAID-enabled SSDs, we construct
a mathematical model to steer replication on update requests. Using the notations in Table 1, we
trigger the replication process for servicing an update request when the following formula holds:∑︁

𝑖∈𝐴
𝑓 (𝑖) · (𝑡𝑋𝑂𝑅 + 𝑡𝑆𝑜𝑓 𝑡 ) + 𝑡𝑅 · |𝐴| ≥ 𝛿 · |𝐴| · 𝑡𝐺𝐶 + 𝛼 · |𝐴| · 𝑡𝑅𝑒𝑜𝑟𝑔 (1)

Although each replication can save 𝑡𝑋𝑂𝑅+𝑡𝑆𝑜 𝑓 𝑡 , the parameter 𝑡𝑅 cannot be accurately determined
that is related to the idle/busy degree of the RAID system and its hardware configuration (e.g., the
total number of SSD channels).
Equation 1 unveils that Rep-RAID only replicates data chunks with high update frequency for

maximizing the benefits of the replication functionality in the context of RAID-enabled SSDs. In
other words, we only replicate data chunks that meet the requirement of access frequency according
to Equation 2:

𝑓 (𝑖∗) =
𝛿 · 𝑡𝐺𝐶 + 𝛼 · 𝑡𝑅𝑒𝑜𝑟𝑔 − 𝑡𝑅

𝑡𝑋𝑂𝑅 + 𝑡𝑆𝑜𝑓 𝑡
(2)

The primary principle of Rep-RAID is to replicate frequently written data for eliminating 𝑡𝑋𝑂𝑅 +
𝑡𝑆𝑜𝑓 𝑡 , and the perfect situation of GC is about no replicated chunks in the target block (i.e. the cost
of 𝛿 · 𝑡𝐺𝐶 ), and thus no stripe reorganization (i.e. the cost of 𝛼 · 𝑡𝑅𝑒𝑜𝑟𝑔). We analyze the history
information in the last time window to dynamically estimate the value of 𝑓 (𝑖∗) in Equation 2, for
directing data replication in the current time window [29, 37].

To periodically adjust the value of 𝑓 (𝑖∗) in a real-time manner, we adaptively tune the size of time
window for counting the access frequency of data chunks by following Equation 3. Consequently,
only the accesses that occur in the time window of 𝑇 ∗ are considered for determining the value of
𝑓 (𝑖∗).
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Table 1. Notation descriptions in the replication model

Notations Explanation Descriptions

𝑓 (𝑖) The write access frequency of the block 𝑖
during the fixed time window 𝑇

𝐴 Set of replicated data chunks
|𝐴| Element number of set 𝐴

𝛿
The increasing GC number induced by
replication data

𝛼
The increasing number of reorganizing
stripes induced by replication data

𝑡𝑋𝑂𝑅 Time of each XOR computation
𝑡𝑆𝑜𝑓 𝑡 Software time by managing update chunks
𝑡𝐺𝐶 Average time of each GC processing

𝑡𝑅
Average time saved by reading replicated
data chunks

𝑡𝑅𝑒𝑜𝑟𝑔 Average time of reorganizing stripes
𝑓 (𝑖∗) The least value of 𝑓 (𝑖) for replication

𝑇 ∗ =
𝑇

𝑓 (𝑖∗) (3)

where 𝑇 is the size of the default time window, whose unit is the number of request. We use 1024
in our design by referring to [36, 37]. Note that, the access frequency counter should be renewed
when entering in the next time window.

3.3 Stripe Reorganization in GC
Because of the replication feature in RAID-enabled SSDs, the storage system holds data stripes
that contain valid chunks, semi-stripes that contain semi-valid chunks and semi-invalid chunks,
and replication pairs that contain valid chunks and their replicas at the same time. Based on
this classification, we propose a stripe reorganization scheme to build new data stripes during
garbage collection by combining the valid chunks of semi-stripes and the replicated chunks to
confine the number of replication pairs and semi-stripes. By referring to Figure 7(a), we describe
these terms with examples. Because of previously being updated as replicas, D1 is now an obsolete
semi-invalid data chunk, whose stripe is a semi-stripe, and other valid data chunks (e.g., D0) are
labelled as semi-valid. The replication pair of R1 and R1’ that are stored in the different channel,
to ensure data reliability.
After determining a GC candidate block by following the GC policy, (e.g. greedy policy [38]),

Rep-RAID performs page moves in the following order:

(1) Semi-valid chunks. Rep-RAID first selects to migrate semi-valid chunks. Then it searches
replicated chunks in the GC candidate block, and the components of stripe reorganization
matches when the mirror data of replicated chunk and the semi-invalid chunk in the semi-stripe
are in the same channel. Finally, it can build the new stripe through combining the mirror data
of replicated chunks and the other chunks in the matched semi-stripe.
Figure 7(a) shows a reorganization example triggered by migrating the semi-valid chunk of
𝐷0. It first migrates 𝐷0 to a new block, and then searches data chunks on other channels for
building a new stripe. Rep-RAID prefers to find a replicated data chunk (e.g. 𝑅1′) in the block
that has a semi-invalid data chunk (e.g. 𝐷1) belonging to the same stripe as 𝐷0. Then, 𝐷0 and
𝑅1′ can be reorganized as a new data stripe, and 𝑅1 in the GC block can be directly set as invalid
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data, to avoid migration in GC. After the new data stripe is built, the semi-invalid chunks 𝐷1 on
the other channel can be converted into invalid chunks, which can be reclaimed in future GC
execution.

(2) Replicated chunks. After all semi-valid chunks in the GC block have been moved out, Rep-RAID
handles the replicated chunks. We can obtain a match for the replicated chunk, once there is
a semi-invalid chunk in the GC candidate block. Then, we can construct a new data stripe by
utilizing the replicated chunk to replace the position of semi-invalid chunk in the GC candidate
block.
Figure 7(b) demonstrates the reorganization case triggered by migrating the replicated chunk
of 𝑅1. Different from the case in (1), the matching process only searches the semi-invalid data
chunk (e.g., 𝐷0) in the GC block, and it can be directly reclaimed without migration once the
new stripe is built. At last, the mirror chunk of replicated chunks 𝑅1′ can be reclaimed in a
future GC process.

(3) The rest of not invalid chunks. After migrating the semi-valid chunks and the replicated
chunks, both semi-invalid chunks and valid chunks, are moved out from the GC block with the
default migration scheme.

Note that, it traverses semi-valid chunks and replicated chunks in the GC target block, and
performs two matched cases of stripe reorganization, as illustrated in Figure 7. At last, the rest of
unmatched data chunks are mandatorily moved as default.

3.4 Implementation
Algorithm 1 shows the implementation details of the model-based replication and stripe reorgani-
zation of Rep-RAID. Lines 18-21 depict the workflow of servicing an update request. If the update
frequency of target data is not smaller than the threshold of 𝑓 (𝑖∗), Rep-RAID conducts a replication
process by calling Function replica_write(). Otherwise, it carries out a write process by calling
Function stripe_write().

The value of 𝑓 (𝑖∗) is initially set to 1, and the write requests will be replicated at the first update.
Moreover, Rep-RAID enables adjusting the value of 𝑓 (𝑖∗) in an adaptive manner after the GC process
according to I/O characteristics of applications. Line 16 indicates the rules of modifying the value
of 𝑓 (𝑖∗). Note that the update count of data chunks will be cleared when the time window 𝑇 ∗ is
reached.
Lines 1-14 describe the process of stripe reorganization during the GC process. It traverses the

replicated chunks and the semi-valid chunks in the GC target block, and performs two matched
cases of stripe reorganization that are previously introduced in Figure 7.

4 EXPERIMENTAL EVALUATION
4.1 Experimental Environment
We have performed experimental evaluation using the widely studied SSD simulator SSDSim [42],
which has been modified to support RAID-5. We use a local ARM-based machine as SSD controllers
have usually limited computation power and memory capacity [11]. The machine has an ARM
Cortex A7 Dual-Core with 800MHz, 128MB of memory and 32-bit Linux (ver 3.1). We simulated an
128-GB SSD and configured the performance parameters based on the values used in [40]. To reflect
the impact of garbage collection before replaying traces, the simulated SSD is aged so that valid
data and invalid data occupy 80% and 10% of its capacity, respectively. We obtain these settings by
referring to previously published studies such as [11, 41]. The value of XOR latency is tested by the
local ARM-based machine, which has been used for evaluation in RAID-enabled SSDs [11], and
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Algorithm 1: I/O and GC processes in Rep-RAID
Input: args of pages, replicated pages, semi-stripe;
Output: null;

1 Function stripe_reorganization()
2 for semi-valid_page in block do
3 for replica_page in block do
4 if semi-invalid_page.channel
5 ==replica_page.mirror_channel then
6 /*the case in Figure 7(a)*/
7 page_migrate (semi-valid_page);
8 build_new_stripe();
9 break;

10 for replica_page in block do
11 /*the case in Figure 7(b)*/
12 if semi-invalid_page then
13 page_migrate (replica_page);
14 build_new_stripe();

15 /*update 𝑓 (𝑖∗)*/
16 𝑓 (𝑖∗) = 𝛿 ·𝑡𝐺𝐶+𝛼 ·𝑡𝑅𝑒𝑜𝑟𝑔−𝑡𝑅

𝑡𝑋𝑂𝑅+𝑡𝑆𝑜𝑓 𝑡 ;
17 /*main function*/
18 if update request & req.update_num ≥ 𝑓 (𝑖∗) then
19 replica_write();
20 else
21 stripe_write();
22 if GC then
23 stripe_reorganization();

24 page_migrate(); //the rest valid pages
25 erase();
26 if t > 𝑇 ∗ then
27 reset page.update_num;

the setting of software latency is referred to [24]. Table 2 shows the values of parameters in our
evaluation.

With respect to the benchmarks, we utilized a set ofMSR Cambridge block I/O traces [43], which
are often used in the domain of SSD optimization [38, 39] as workloads for RAID-5 system. Table 3
presents the detailed specifications on the traces, where the metric of Update R indicates the update
ratio of write requests.

We compare Rep-RAID to three RAID based mechanisms:
• RAID-5 indicates the conventional RAID-5 implementation inside SSDs without replication, as
the baseline method.

• CR5M [25] is a mirroring-assisted channel-level RAID5 architecture for a single SSD. It mirrors
the requests with small sizes into a dedicated chip (called mirroring chip) in the same channel of
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Table 2. Experimental SSD-related parameters

Parameters Values Parameters Values
Channel Size 8 Read latency 0.045ms
Chip Size 4 Write latency 0.7ms
Plane Size 4 Erase latency 3.5ms
Block per plane 512 GC threshold 10%
Page per block 256 XOR latency 0.019ms
Page size 8KB Software latency 1.82ms
FTL scheme Page Wear-leveling Static

Table 3. The Characteristics of Evaluated Workloads

Trace Write Ratio Write Volume Update R
wdev_0 79.9% 7.1GB 82.7%
stg_0 84.8% 5.1GB 81.9%
stg_1 36.3% 6.0GB 69.2%
ts_0 82.4% 11.3GB 65.9%
web_0 70.1% 11.7GB 79.0%
src1_2 74.6% 44.1GB 66.5%
src2_0 88.7% 9.3GB 70.2%
hm_0 64.5% 20.5GB 67.1%
mds_0 88.1% 7.4GB 79.6%

original data chunk. CR5M is the most related work to our proposal that supports replication in
channel-level RAID5-enabled SSDs.

• FusionRAID [24] temporally replicates data chunks of small write requests to underlying flash
memory and later converses the replicated chunks into RAID stripes during idle periods. To
evaluate FusionRAID in the context of RAID-enabled SSDs, we apply FusionRAID in the default
channel-level RAID-5 implementation.

4.2 Results and Discussions
To characterize our proposed mechanism, we use the following two performance metrics: (a) I/O
latency that is the average I/O duration and (b) long tail latency that is the distribution of the
duration of the slowest 1% of the I/O requests.

4.2.1 I/O Latency. We replayed the I/O traces and collected results on I/O latency with the selected
RAID implementations. Because I/O latency greatly varies from case to case, we count the normal-
ized I/O latency of all selected traces. Figure 8 presents the average latency of write requests, read
requests, and all I/O requests.

Figure 8(a) shows the results of average write latency. As seen, CR5M, FusionRAID and Rep-RAID
yield better performance on write responsiveness by 6.5%, 22.5% and 34.7%, respectively, when
compared to the baseline of RAID-5. This fact verifies that replicating data chunks can avoid XOR
computations and software overhead of updating the relevant data stripes, ultimately benefiting
the write latency.

Another observation is that, while CR5M and FusionRAID both utilize the replication method to
boost the responsiveness of write requests, CR5M cannot perform better than FusionRAID, even
worse than RAID-5 in the some cases (i.e., src1_2 and hm_0). This is because CR5M replicates the
small update requests but stores them in two chips of the same channel in channel-RAID5 SSDs.
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Fig. 8. I/O latency of evaluated RAID implementations.

Although this replication layout can protect the replication in the chip level, the access to these
replication cannot exploit the parallelism of channel level inside SSDs.
More importantly, Rep-RAID decreases the write latency by 16.3% on average compared to

FusionRAID. This is because Rep-RAID methods selectively replicate frequently written chunks
by referring to the replication threshold and support organizing data stripes by combining the
replicated chunks and the semi-invalid chunks of existing stripes. As a result, it can minimize the
number of semi-invalid data chunks and thus reduce the GC time that is the major factor in the I/O
processing delay.

Figure 8(b) presents the results of average read latency. As seen, CR5M does not perform well in
the most cases, in contrast to FusionRAID, even worse than the baseline of RAID-5. This is because
the setting of all experimental methods are based on channel-level RAID-5, but the design of CR5M
utilizes different chips in the same channel to hold the replication pair, which results in not only
the lower parallelism, but also the worse load balance at the channel level.

Similar to the results of write latency, FusionRAID and Rep-RAID outperform the baseline RAID-5
in read performance as well. Moreover, Rep-RAID does better than FusionRAID, since the different
selection of replication data and the decreased GC time reduce the interference towards the response
of read requests, i.e., read/write interference [19] and read/GC interference [20].

In summary, Rep-RAID achieves the best I/O performance across the selected workloads. Specifi-
cally, Rep-RAID reduces the total I/O latency by 33.7%, 28.7% and 16.7% (see Figure 8(c)), when
compared to conventional RAID-5, replication-enabled CR5M and FusionRAID, respectively.

4.2.2 Long-Tail Latency. The measure of long-tail latency is another critical indicator of SSD I/O
performance, which is commonly expressed in the form of the Cumulative Distribution Function
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(CDF ). We collected the results of long-tail latency after replaying the selected traces. Figure 9
reports the CDF of the slowest 1% of the I/O requests.

As seen, though the I/O performance of CR5M performs similarly as FusionRAID when running
the most workloads, it does not yield an attractive tail latency. Specifically, CR5M shows the worse
tail latency by 39.6% on average at the 99.99th percentile, compared with RAID-5. This is because,
the access parallelism cannot be well utilized especially when the I/Os are intensive, and the
increased number of page move heavily impacts the I/O response.
On the other hand, FusionRAID can improve the tail latency compared to RAID-5, since it can

mitigate the negative impact of I/O requests caused by bursty requests. Thus, the tail latency can
be further improved. On the other hand, Rep-RAID further reduces long-tail latency by 7.8% on
average at the 99.99th percentile in contrast to FusionRAID. This is because Rep-RAID relieves the
negative impact of page migration during garbage collection.

4.3 GC Statistics
This section further profiles the GC operations and each GC consists of multiple page moves and one
erase. GC is a significant cause of delaying I/O processing in the SSD device [28], though replication
methods can mitigate the software overhead that becomes the major component of postponing I/O
servicing in such RAID-enabled SSD. We record the number of valid page movements, the number
of erase operations caused by all GC operations, and the time required for completing GC.
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4.3.1 Valid Page Moves. Figure 10 presents the amount of page moves during the GC process.
RAID-5 yields the least number of valid page moves, but it suffers from the overhead of software
and xor in RAID-enabled SSDs when servicing I/O requests. The RAID implementations that utilize
replication (i.e., CR5M, FusionRAID and Rep-RAID) require more page moves. This is because all
these schemes induce a number of semi-invalid chunks in existing stripes after making replicas for
them. Such semi-invalid chunks are still useful to protect other valid chunks in the stripe, and thus,
they need to be migrated during GC. CR5M has the most number of valid page moves in case of
the most workloads, caused by the placement of replication data in the same channel, that leads to
an imbalanced data distribution.
More importantly, Rep-RAID reduces the number of valid page moves by 31.9% on average

compared to FusionRAID. This is because Rep-RAID combines the valid chunks in semi-stripes
with the replicated chunks to reorganize new data stripes, which, in turn, minimizes the numbers
of semi-invalid chunks and replicated chunks.

Table 4. The number of erase operations induced by GC

Trace RAID-5 CR5M FusionRAID Rep-RAID
wdev_0 10932 11023 10965 10961
stg_0 23657 24394 24042 23874
stg_1 9326 9342 9327 9324
ts_0 17509 17921 17729 17655
web_0 23365 23966 23689 23583
src1_2 51429 51836 51675 51567
src2_0 15975 16302 16120 16059
hm_0 35011 37361 36068 35638
mds_0 12219 12306 12262 12258

4.3.2 Erase Statistics. Table 4 reports the results of erase numbers when using the four RAID
implementations. As seen, RAID-5 unveils the least number of erases, and Rep-RAID, FusionRAID
and CR5M increase the erase number by 0.69%, 1.08% and 2.15% in contrast to the baseline of
RAID-5. This is because although replication-enabled methods can distribute the chunks more
evenly that can reduce the erase number, less space can be reclaimed after each GC operation in
replication-enabled schemes and more GC operations are triggered. Furthermore, Rep-RAID leads
to a slight reduction in erase operations compared to FusionRAID and CR5M, as it can minimize the
number of semi-stripes by reorganizing stripes during garbage collection, i.e., a fewer page move
number presented in Figure 10.

4.3.3 GC Time Overhead. Figure 11 demonstrates the overall time needed for completing all GC
operations and stripe reorganization processes. Both RAID-5 and CR5M do not have the process of
stripe reorganization, so they do not has the organization part of time overhead. As seen, Rep-RAID
reduces the GC time by 12.1% compared to FusionRAID, though it proactively does athe stripe
organization associated with GC processes.

4.4 Overhead Analysis
This section presents the spatial and runtime overhead caused by our proposal. Because Rep-RAID
focuses on the replication of frequently accessed data chunks, it requires recording the update
count of data chunks. More specifically, the spatial overhead is 2bit × 16,777,216 = 4MB, which
we believe is an acceptable amount of memory space in the case of a 128-GB SSD. Note that
16,777,216 is the total number of chunks in the 128-GB SSD.
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In addition, the replication-enabled methods, i.e., CR5M, FusionRAID and our proposed Rep-RAID
need holding the replica table. As the entries in replica table are dynamically appended and removed,
the related work needs 452.3KB at most, while our proposed Rep-RAID requires a maximum of
485.8KB, when running the evaluated workloads.

Except for these spatial overhead, Rep-RAID needs recording three parameters in Equation 2, i.e.,
increased GC cost 𝛿 · 𝑡𝐺𝐶 , stripe reorganization cost 𝛼 · 𝑡𝑅𝑒𝑜𝑟𝑔, and replica read benefit 𝑡𝑅 , which
consumes 3 × 4B = 12B.

For adjusting the replication threshold of 𝑓 (𝑖∗) and reorganizing data stripe, Rep-RAID methods
need renewing the update count of chunks in every time window of𝑇 , determine the GC candidate
block in a plane followed by proposed GC policy, and traversing all semi-invalid chunks and
replicated chunks associated with the GC candidate block.

We recorded the time overhead while running the benchmarks, and Figure 12 shows the results.
As seen, the computation overhead in Rep-RAID methods accounts for less than (1.3e-4)% of the
total I/O processing time, varying from 3.6 to 74.8 milliseconds, which we believe is negligible,
even on a resource-limited ARM platform.

5 RELATEDWORK
Write penalty is the main issue of RAID systems, which becomes more severe in the context of
RAID-enabled SSDs due to the nature of out-of-place updates of SSDs [30]. To address this
shortcoming, a RAID buffer can be introduced to reduce the quantity of writes forwarded to the
underlying flash cells. Lee et al. [15] proposed flash-aware redundancy array (FRA) to cut down
parity updates in RAID-enabled SSDs. Their technique can absorb a number of write requests by
holding the updated data in the RAID buffer. For absorbing even more write requests, Li et al. [11]
introduced a patch-based data management scheme for dual-copy buffers in RAID-enabled SSDs,
which only stores the updated part of data chunks in the buffer. Besides, a patch-based read/write
mode is proposed for correctly servicing I/O requests. By further considering the stripe information,
Tang et al. [34] presented a stripe-aware buffer policy to coalesce consecutive writes to the same
file. Their proposal prefers evicting the data chunks that belong to the same stripe, by taking the
factor in the reduction of parity updates into account.
Considering that the parity chunks are the most frequently updated parts in RAID stripes, a

dedicated parity buffer, which decreases the write operations on parity chunks, is introduced
in [31]. Moreover, Im and Shin [32] presented a partial parity technique to minimize the number
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of read operations required for calculating a parity chunk by exploiting the implicit redundant
data of flash memory. Based on the partial parity update approach, Kim et al. [10] introduced a
RAID scheme that allows flexible stripe sizes and parity placement to minimize parity updates.
Their technique, however, comes at the expense of more SSD pages for parity chunks. For further
eliminating updates on the parity chunks, Li et al. [14] proposed to form data stripes by using
the same level hotness of data chunks. Then it may have more full-stripe writes in a short period,
and thus multiple data chunks in the same stripe can update the parity chunks only once. These
methods succeed in utilizing the DRAM buffer to absorb writes of data and parity chunks. However,
limited size of DRAM buffer cannot avoid these writes onto the underlying flash blocks.

RAID requires XOR computations and software overhead, which inevitably impact the scheduling
of normal I/O requests. Some recent studies introduce the replication (mirror) technique into the
SSD-related RAID systems for relieving the additional write traffic caused by RAID. Pan et al. [25]
proposed a mirroring method for small write/update requests using an extra mirror chip per channel
to avoid parity calculations and updates. In particular, it writes the updated data chunks in the
original SSD chip and makes a replicated chunk in the reserved mirror chip to ensure data reliability.
However, it needs to reserve extra chips of SSD for holding the replicated data. In addition, it will
reorganize all replicated (up-to-date) chunks into data stripes if-and-only-if all relevant chunks in
the original data stripe have been replicated or updated.
To accelerate the write responsiveness in bursty application workloads, Jiang et al. [24] have

proposed a similar replication method (called FusionRAID) targeting small write requests. Instead
of directly updating the data stripe, FusionRAID temporally replicates data chunks of small write
requests to lighten I/O congestion, and later it converts the replicated chunks into RAID stripes
according to various configurable thresholds. Because of the nature of out-of-place update,
obsolete data chunks must be kept as ‘valid’ to protect other valid data chunks in the original stripe.
After a certain period of time, replicated data chunks will be reorganized as new data stripes when
predefined conditions are met. However, data chunks in new stripes may have different levels of
access frequency which renders some data chunks obsolete but ‘valid’ and thus it increases the
overhead of GC.

6 CONCLUSION
We have proposed and evaluated an integrated data replication and garbage collection scheme
for RAID-enabled SSDs that mitigates the negative impact caused by write penalty. To this end,
our proposal enables a mathematical model to guide the replication of frequent update requests.
Furthermore, it reorganizes the cold replicated chunks with the semi-stripes to build the new data
stripes, which in turn decreases data movement during garbage collection. Experimental results
show that the proposed approach reduces the overall I/O latency and tail latency by 16.7% and
7.8%, respectively, when compared to state-of-the art methods.
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