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Abstract. We present the first local problem that shows a super-constant separation
between the classical randomized LOCAL model of distributed computing and its
quantum counterpart. By prior work, such a separation was known only for an artificial
graph problem with an inherently global definition [Le Gall et al. 2019].

We present a problem that we call iterated GHZ, which is defined using only lo-
cal constraints. Formally, it is a family of locally checkable labeling problems [Naor
and Stockmeyer 1995]; in particular, solutions can be verified with a constant-round
distributed algorithm.

We show that in graphs of maximum degree ∆, any classical (deterministic or
randomized) LOCAL model algorithm will require Ω(∆) rounds to solve the iterated
GHZ problem, while the problem can be solved in 1 round in quantum-LOCAL.

We use the round elimination technique to prove that the iterated GHZ problem
requires Ω(∆) rounds for classical algorithms. This is the first work that shows that
round elimination is indeed able to separate the two models, and this also demonstrates
that round elimination cannot be used to prove lower bounds for quantum-LOCAL.
To apply round elimination, we introduce a new technique that allows us to discover
appropriate problem relaxations in a mechanical way; it turns out that this new technique
extends beyond the scope of the iterated GHZ problem and can be used to e.g. reproduce
prior results on maximal matchings [FOCS 2019, PODC 2020] in a systematic manner.



1 Introduction

The key question we study in this work is this: which problems admit a distributed quantum
advantage? That is, if we have a computer network, and we replace classical computers with
quantum computers and classical communication channels with quantum communication channels,
which distributed tasks can be now solved faster?

1.1 Setting: LOCAL vs. quantum-LOCAL

There is a range of prior work that has studied such questions in bandwidth-limited networks, e.g.,
comparing the relative power of the classical CONGEST and CONGESTED CLIQUE models
with their quantum counterparts [33, 42, 50–52, 55, 61, 62, 64]. In essence, the question is: Can a
quantum network which can send b qubits (quantum bits) per time unit over each communication
link outperform a classical network which can send the same number of bits per time unit? It
turns out that in many cases we can indeed demonstrate quantum advantage in this sense, see,
e.g., [33, 50–52].

However, quantum advantage in settings in which large distances are the key limitation (instead
of bandwidth) are much less understood. We emphasize that large distances (i.e., network latency, or
time for information to propagate from one node to another) are a fundamental physical limitation,
and not merely an engineering challenge. One can at least in principle increase bandwidth by
installing multiple parallel communication channels (say, a larger number of fiber-optic links between
a pair of nodes), and it might be significantly harder for quantum communication channels, while
there is no way to increase the speed of information propagation beyond the speed of light in a
spatially distributed system. Can quantum computation and communication still help? This is our
focus in this work.

We study the classical LOCAL model of distributed computing, and compare it with its
quantum counterpart. In the LOCAL model computation proceeds in synchronous rounds, and in
each round each computer can send an arbitrarily large message to each neighbor, receive a message
from each neighbor, and do unbounded local computation. Initially all nodes are only aware of their
own local input, and eventually all nodes must stop and announce their own local output (e.g. in the
graph coloring problem: what is its own color). We are interested in how many communication
rounds are needed (in the worst case) until all nodes stop.

There is extensive line of research since the early 1990s on understanding the classical LOCAL
model and the round complexity of various graph problems in this model, see, e.g., [2,6,7,9,12,13,17,
26–28,35,36,41,44–46,54,57]. The main focus has been on problems defined with local constraints
(e.g. graph coloring), and especially in the recent years one of the main research themes has been
understanding the distributed complexity landscape of all such problems.

But do any of these problems strictly benefit from quantum computation and communication?
In the quantum-LOCAL model, the local state of a node consists of an arbitrary number of qubits,
each message consists of an arbitrary number of qubits, and after each communication round, each
node can do arbitrary quantum operations and measurements with the qubits that it holds. Does
this help in comparison with the classical randomized LOCAL model, where the nodes have only
access to a classical source of randomness?

1.2 Prior work vs. our main contribution

By prior work [53], it is known that there exists a (very artificial) graph problem with the following
properties: in n-node graphs, any classical (deterministic or randomized) LOCAL algorithm will
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require Ω(n) rounds to solve the problem, while there is an O(1)-round quantum-LOCAL algorithm
for solving it.

However, the problem from prior work is not only artificial, but it is also very different from the
problems usually studied in the context of the LOCAL model. In particular, it has got an inherently
global definition: to decide if a given output is valid, one has to inspect the joint outputs of nodes in
distant parts of the networks. Such a problem is very different from problems typically studied in
the context of the LOCAL model. Usually we are interested in problems similar to graph coloring,
which can be defined with local constraints (e.g., a vertex coloring is valid if and only if each node
has an output label different from the labels of its neighbors). Put otherwise, these are problems
where the solution may be hard to find for a distributed algorithm, but it is at least easy to verify
(cf. class FNP in the centralized setting).

The idea of problems defined with local constraints was formalized in the seminal paper by Naor
and Stockmeyer in 1995 [57]. They defined the family of locally checkable labeling problems, or
in brief LCLs. These are problems that can be defined by specifying a finite set of valid labeled
neighborhoods. For example, proper vertex coloring with 11 colors in graphs of degree at most 10 is
a concrete example of a graph problem that is formally an LCL in the strict sense (very often we
study families of LCLs parameterized by the maximum degree, and e.g. (∆ + 1)-coloring in graphs
of degree at most ∆ is a natural example of such a problem family). Most of the problems of interest
in the context of the LOCAL model are (families of) LCL problems and there is a huge body of
work that has established all kinds of structural results related to the complexity of LCL problems
(see, e.g., [5–8,15,16,18,18–23,28,34–37,48]). Now the key question is:

Does quantum-LOCAL help in comparison with classical LOCAL for some LCL problem?

Before this work, the answer was: we do not know, beyond constant advantage. There are several
negative results that exclude any quantum advantage for a specific problem, or at least put limits
on it (see, e.g., [3, 40,43]). It is also easy to engineer a problem that exhibits a constant quantum
advantage, e.g., a problem that is solvable in 1 round with quantum-LOCAL and requires 2 rounds
with classical LOCAL. One can also amplify this if we cheat by defining a family of LCL in which
the checking radius (i.e., how local the constraints are, or what is the maximum radius of a valid
labeled neighborhood in the definition of the LCL) increases as a function of ∆. But beyond this,
nothing positive was known; the global graph problem from [53] was the only known example of any
asymptotic quantum advantage in the LOCAL model. Our main result is this:

We present a family of LCL problems P∆ called iterated GHZ, parameterized by the maximum
degree ∆, with these three properties:

1. the checking radius of P∆ is O(1), independently of ∆,
2. in quantum-LOCAL, we can solve P∆ in O(1) rounds, independently of ∆,
3. in classical (deterministic or randomized) LOCAL, any algorithm that solves P∆ requires

Ω(∆) rounds.

This gives the first local problem (in any reasonable sense) that demonstrates distributed
quantum advantage in the LOCAL model, also answering the open questions from [1,40] positively.
We emphasize that the problem is engineered so that the feasibility of solutions is easy to verify
also for classical distributed algorithms, but it is easy to compute only for distributed quantum
algorithms.
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1.3 Key techniques and new ideas

As a gentle introduction to our work, let us first introduce a toy version of our problem, called
iterated CHSH. While this problem does not quite give us distributed quantum advantage, it
already contains all the key ingredients; and the final step that we need to take from iterated CHSH
to iterated GHZ is relatively straightforward (albeit technical).

CHSH game. The CHSH game [32,39] is the following two-player game: Alice gets an input bit
x and Bob gets an input bit y. Alice has to produce an output bit a and Bob has to produce an
output bit b. The bits have to satisfy xy = a ⊕ b, that is, if both inputs are 1, the players must
produce different outputs, while otherwise the players must produce the same output. This game
has two important properties:

1. It is “classically hard” in the following sense: Alice and Bob cannot win this game without any
communication (for any classical strategy, Alice and Bob will fail on at least one combination
(x, y) of inputs, and thus win with probability at most 75% on uniformly random inputs).

2. It is “non-signaling” in the following sense: if a friendly oracle picks a uniformly random valid
output, and informs Alice about her output a and informs Bob about his output b, then Alice
will learn absolutely nothing about Bob’s input and vice versa.

The non-signaling property implies that there might be a quantum strategy that enables Alice and
Bob to win this game (with a nontrivial probability); at least the existence of such a strategy would
not violate causality. And indeed this is the case: if Alice and Bob share a single entangled qubit
pair, they can win the game with up to (1 +

√
2)/2 ≈ 85% on uniformly random inputs, which is

better than the classical strategy [38].
Now 85% probability is not going to suffice for us, and this is exactly why this is just a toy version

of the real problem. But let us put this aside for now. It may be useful to imagine for a while that
we are living in a super-quantum world where the laws of physics actually allowed Alice and Bob to
win the CHSH game with probability 1 if they hold some magic pre-shared entangled super-qubits.
We will eventually get back from the super-quantum world to the usual quantum world. (Slightly
more formally, an entangled pair super-qubit is going to be exactly what is commonly called in the
literature a PR-box first introduced by Popescu and Rohrlich [59], but we do not assume familiarity
with this concept.)

Iterated CHSH. Now we are ready to explain what the iterated CHSH problem looks like. Fix
some maximum degree ∆. We can without loss of generality assume that our input graph is ∆-regular
and it is ∆-edge-colored, that is, for each c = 1, 2, . . . ,∆, each node is incident to exactly one edge
that is labeled with color c. (We note that we do not really need a promise here: we can simply
define the problem so that all nodes that violate this property are unconstrained, and hence hard
instances are exactly those graphs in which all nodes satisfy this locally checkable property, and we
do not have any unconstrained nodes.)

We define a graph problem in which each node v has to output a sequence of bits v0, v1, . . . , v∆
that satisfies these constraints:

• For each node v we have v0 = 1.
• If the color of the e = {u, v} is c, then uc−1vc−1 = uc ⊕ vc.

This can be interpreted as follows:
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• Each edge {u, v} of color 1 represents an instance of the CHSH game where the inputs are
hardcoded to u0 = 1 and v0 = 1, and the outputs are u1 and v1.

• Each edge {u, v} of color c > 1 represents an instance of the CHSH game where the inputs are
uc−1 and vc−1 and the outputs are uc and vc.

That is, the outputs of the CHSH games that we play on the edges of color 1 form the inputs of the
CHSH games that we play on the edges of color 2, and the outputs of those games form the inputs
of the CHSH games that we play on the edges of color 3, etc., all the way up to the games that we
play on the edges of color ∆. We will now study some properties of the iterated CHSH problem.

Iterated CHSH is a local problem. First, we observe that the iterated CHSH problem is a
locally verifiable problem. Indeed, each edge represents the constraints of the CHSH game, and if
we are given some solution, it is sufficient that we check that for each edge the relevant bits satisfy
these constraints; hence the validity of a solution is locally verifiable.

Furthermore, for each fixed maximum degree ∆ we satisfy the usual technical requirements of
the definition of LCL problems in [57], namely, the set of input labels (∆ edge colors) and the
set of output labels (2∆ bit strings) are finite. In summary, we have a family of LCL problems
parameterized by ∆, and the checking radius does not depend on ∆.

Iterated CHSH in super-quantum-LOCAL. Now if we were in the hypothetical super-
quantum world in which pre-shared super-qubits enabled Alice and Bob to win the CHSH game with
probability 1, we could also solve the iterated CHSH problem in only one round of super-quantum
communication, as follows.

First, each node locally prepares ∆ pairs of entangled super-qubits. Then we use one round of
communication so that each node exchanges one entangled super-qubit with each of its neighbors
(it is critical here that we can do this in parallel with each neighbor). Additionally, each node can
share e.g. its own unique identifier that we can later use for symmetry-breaking purposes. This way
for each edge we have prepared two pairs of entangled super-qubits, and with the help of unique
identifiers we can consistently agree on which of these pairs to use. In summary, for each node v
there are super-qubits v1, v2, . . . , v∆ so that if {u, v} is an edge of color v, super-qubits uc and vc

form a pair of entangled super-qubits powerful enough to win the CHSH game.
Then all the rest is local computation. Consider a node v. It initializes v0 = 1, and then

iteratively repeats the following step for each c = 1, 2, . . . ,∆: Let e = {u, v} be the edge of color c
incident to v; in the first round v already learned the unique identifier of u. We check the unique
identifiers to decide which of the nodes takes the role of Alice and which takes the role of Bob; let
us say that v becomes Alice. Now v knows that it shares an entangled pair of super-qubits (vc, uc)
with node u, who plays the role of Bob. Alice knows its own input vc−1, and Bob knows its own
input uc−1. Node v, Alice, uses its own super-qubit vc appropriately to figure out its output vc,
and without any communication node u will do the same using its own entangled super-qubit uc to
find uc.

This way just 1 round of communication, followed by ∆ steps of purely local super-quantum
operations is enough for all nodes to produce valid solutions. Hence we have constructed a family of
LCL problems that is easy in super-quantum-LOCAL. This is not particularly surprising, as the
whole intuition here is that the problem is by construction easy in the super-quantum world. All the
heavy lifting goes to showing that it is hard in the classical world.
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Iterated CHSH in classical LOCAL. To gain more intuition on the iterated CHSH problem, let
us first make the following observation: in graphs of maximum degree ∆, we can solve this problem
in Θ(∆) rounds in the classical deterministic LOCAL model.

The algorithm is very simple: Each node v first initializes v0 = 1. Then for each c = 1, 2, . . . ,∆,
we consider all edges e = {u, v} of color c. For each such edge, v will send its own identifier and the
value of vc−1 to u, and conversely u will send its own identifier and uc−1 to v. This way u and v
both know the values of uc−1 and vc−1, plus their own identifiers. Now assume that the identifier of
u is smaller than v; then the nodes will find the lexicographically smallest pair (uc, vc) such that
this is a valid output for the CHSH game assuming that node u is Alice with input uc−1 and node v
is Bob with input vc−1. In particular, node v learns the value of vc and node u learns the value of uc
so that these satisfy the constraints for edge {u, v}.

In ∆ rounds this will result in a valid solution. Essentially, each node plays CHSH games in a
sequential order, starting with the game on the edge of color 1, and eventually reaching the game on
the edge of color ∆.

Incidentally, it is good to note that both this Θ(∆)-round classical algorithm and the O(1)-
round super-quantum algorithm send Θ(∆) messages—each node communicates with each neighbor
exactly once. The key difference is that in the super-quantum algorithm, the messages that we send
(entangled super-qubits) do not depend on each other, and we can send all of them in the first round,
simultaneously in parallel, while in the classical algorithm, the messages that we send in round c
depend on the messages sent in round c− 1, and hence they cannot be parallelized.

Now what we would like to do is to show that the sequential strategy is the best possible
classical algorithm, i.e., there is no o(∆)-round classical algorithm that in some clever way
circumvents the need for coordinating with each neighbor in a sequential manner. But let us first
see how we get from the imaginary super-quantum world to the familiar quantum world, and then
discuss how to show the analogous statement for the real problem.

From super-quantum to quantum: replacing CHSH with GHZ. So far we have discussed
the toy problem, iterated CHSH, that (at best) can prove a separation between the classical world
and an imaginary super-quantum world in which the CHSH game can be solved with probability 1.
Let us now see how to apply the same idea to separate the classical world and the real quantum
world. To do that, we need a suitable non-signaling game with all these properties:

• It is impossible to solve without any communication using classical randomness.
• It can be solved with probability 1 with the help of pre-shared entangled qubits.
• The input and output values come from some finite set, so that we can turn this into an LCL

problem.
• The set of possible input values has to be the set of possible output values, so that we can use

the output of one game as the input of another game.
• The game does not require any promises on allowed input combinations, so that the game is

always well-defined.

The first two conditions define games called quantum pseudo-telepathy [30]. One good candidate
to fulfill also the last three conditions is the well-known GHZ game [47,56]. This is a three-player
game, where Alice, Bob, and Charlie each get one input bit, x, y, and z, and each of them has to
produce one output bit, a, b, and c. The usual phrasing of the game is as follows: we promise that
x⊕ y ⊕ z = 0, and the requirement is that a⊕ b⊕ c = 0 if and only if x = y = z = 0. This phrasing
of the game comes with a promise, but we can eliminate it by specifying that any output is valid if
x⊕ y ⊕ z = 1.
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The good news is that this game is indeed solvable with probability 1 given a suitable entangled
quantum state [47]. The bad news is that it is very relaxed: it is not clear if this game can be used
to construct any problem that is classically hard. We now follow the blueprint of the iterated CHSH
problem; in essence we replace each instance of the CHSH game with an instance of the GHZ game.
We obtain a local problem that we call iterated GHZ. We prove that this problem is classically hard.

In the CHSH problem, each edge represented a 2-player game, and we need to embed 3-player
games. In essence, we need to switch from graphs to 3-uniform hypergraphs (where each hyperedge
represents a 3-player game), and then we will use a bipartite graph to represent the hypergraph: we
will have white nodes of degree ∆ that represent players and black nodes of degree 3 that represent
games. Black nodes are colored so that for each c = 1, 2, . . . ,∆ and for each white node there is
exactly one black neighbor of color c.

Again the intuition is that we play GHZ games in a sequential order, so that for each white node
v, the output of the GHZ game represented by the black neighbor of color c− 1 will be the input of
the GHZ game represented by the black neighbor of color c.

This time extra care is needed with bootstrapping. In the CHSH setting, we simply assumed
that the first game has all inputs hardcoded to 1. If we did the same here, the iterated GHZ problem
would become trivial to solve (note that all-1 input implies that all-1 output is valid, which means
that all nodes could blindly output a vector of 1 bits). Similarly, all-0 input leads to a trivial problem.
To force a nontrivial solution, we make the first game special: black nodes of color 1 represent the
task in which we have no inputs, and exactly one of the players Alice, Bob, and Charlie has to
output 1 and the other two must output 0. (We note that this is in some sense analogous to a CHSH
game in which the inputs are hardcoded to 1, as there exactly one of Alice and Bob has to output 1
and the other one has to output 0.)

Iterated GHZ. Let us now summarize the definition of the iterated GHZ problem. We have
a bipartite graph in which white nodes have degree ∆, and black nodes have degree 3. For each
c = 1, 2, . . . ,∆ and for each white node there is exactly one black neighbor of color c.

Each white node v has to output a bit vector v1, v2, . . . , v∆, so that the following holds. Assume
that s, t, and u are the three white neighbors of a black node x, and let c be the color of x. We
require the following:

• If c = 1, then exactly one of s1, t1, and u1 has to be 1.

• If c > 1, then sc, tc, and uc have to be a valid output for the GHZ game with inputs sc−1, tc−1,
and uc−1:

sc ⊕ tc ⊕ uc = 0 if sc−1 + tc−1 + uc−1 = 0,

sc ⊕ tc ⊕ uc = 1 if sc−1 + tc−1 + uc−1 = 2,

sc ⊕ tc ⊕ uc ∈ {0, 1} if sc−1 + tc−1 + uc−1 ∈ {1, 3}.

This problem can be solved with a one-round quantum strategy, as follows. Black nodes of color
c = 1 inform their first white neighbor v that it should set v1 = 1, and inform other neighbors to set
v1 = 0. Black nodes of color c > 1 prepare a suitable three-qubit GHZ state that enables Alice, Bob,
and Charlie to win the GHZ game with probability 1. Additionally, black nodes assign the roles
(Alice, Bob, Charlie) to their white neighbors, and also send their own color c, so that white nodes
are aware of which games they are supposed to play, in which roles and in which order. After this
one communication step, everything is ready, each white node v already knows v1, it holds ∆− 1
suitably entangled qubits, and it can locally play its own part in ∆− 1 GHZ games and this way
discover valid outputs v2, v3, . . . , v∆.
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This problem also admits a Θ(∆)-round classical solution. Black nodes of color 1 start and
choose which of their neighbors will set v1 = 1; all other white nodes merely indicate their colors.
Then white nodes send v1 to black neighbors of color 2, black nodes of color 2 can find a valid
solution to the GHZ game that they represent, and they reply with v2, etc. After ∆ iterations (and
approximately 2∆ communication rounds) all white nodes know their final output.

However, as we discussed earlier, the GHZ game itself is very relaxed, and the details of the
definition of the iterated GHZ game are subtle; minor changes in the way we define the first game
lead to trivial problems. It is not at all clear intuitively if this problem is hard for classical algorithms,
or if there is some clever way to cheat. This is what we show in this work: no classical o(∆)-round
algorithm exist for this problem.

Proving the classical lower bound. Now we are given a specific problem with a fairly complicated
specification, namely iterated GHZ. There is a simple Θ(∆)-round classical algorithm, and we would
like to show that this is also (asymptotically) optimal.

Here it is also critical to note that we are heavily limited in the availability of possible proof
techniques that one could apply here. In distributed graph algorithms, one commonly uses, e.g.,
propagation arguments (fixing the solution in one place implies something in a distant part of the
graph) or arguments based on indistinguishability (two neighborhoods look locally identical, so any
distributed algorithm has to produce the same outputs). However, many of these techniques are
also (directly or indirectly) applicable in the quantum-LOCAL model [40, 43]. If the proof technique
would also imply that the problem is hard not only in classical LOCAL but also in quantum-LOCAL,
it cannot work here, as we already know that the problem is easy in quantum-LOCAL.

There are very few lower-bound proof techniques that even in principle could separate classical
LOCAL and quantum-LOCAL. One rare example is the round elimination technique [26]. It is
promising in the informal sense that at least known proofs that use round elimination do not
generalize to quantum-LOCAL, as a direct generalization would violate the no-cloning theorem.

In this work we show that round elimination is indeed able to separate classical LOCAL
and quantum-LOCAL: we are able to use round elimination to show that iterated GHZ cannot be
solved in o(∆) rounds in classical (deterministic or randomized) LOCAL, while the problem can be
solved in O(1) rounds in quantum-LOCAL. This is both good news and bad news: the good news is
that we indeed have a proof technique that can demonstrate distributed quantum advantage, but the
bad news is that none of previously-known lower bounds that were proved with round elimination
can be directly generalized to quantum-LOCAL.

Round elimination: basic idea. Round elimination is a proof technique that is specifically
applicable to the study of LCL problems in the classical LOCAL model. It is commonly used to prove
lower bounds (see, e.g., [4, 7, 10–14,17,24, 27, 54]), but it can also be used to e.g. synthesize efficient
algorithms (see, e.g., [17]). It is closely related to the fanout inflation technique [63] developed to
study network nonlocality [60].

In essence, round elimination is a function R that answers the following question:

Assume that an LCL problem Π admits a (black box) classical LOCAL algorithm A
working in T rounds. What is the most general problem Π′ = R(Π) which can be solved
in T − 1 rounds using A?

Round elimination precisely constructs that new problem Π′. Informally, we construct a (T−1)-round
algorithm A′ that works as follows: each node outputs the set of all values that A might output,
given what we see in the radius-(T − 1) neighborhood (by considering all possible extensions that
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we might see at distance exactly T and simulating A for each of them). Now function R is defined
so that assuming that A indeed solved Π, algorithm A′ will solve R(Π), and given any solution to
R(Π), we can solve the original problem Π with only one extra round.

We note that the definition of A′ crucially needs to clone the information that we have in the
(T − 1)-radius neighborhood. Hence it is natural to expect that round elimination does not extend to
quantum algorithms. Yet, other properties of quantum information could (at least in principle) imply
that if a quantum LOCAL algorithm can solve Π in T rounds, then there is a quantum algorithm
that can solve Π′ = R(Π) in T − 1 rounds. Our main result implies that this cannot be the case.

Round elimination: formalism. To make use of round elimination, we need to have an LCL
problem that is written in a specific formalism:

• We have a bipartite graph, where the two sets of nodes are called active and passive.
• Each active node has to label its incident edges with labels from some finite alphabet Σ.
• We have an active constraint, which is a collection of multisets, where each multiset is one

possible valid assignment of edge labels incident to an active node.
• Similarly, we have a passive constraint, which specifies the collection of multisets that are valid

on the edges incident to passive nodes.

Now if we have any problem Π written in this formalism, we can apply in a mechanical way round
elimination to obtain another problem Π′ = R(Π). We emphasize that this part is just syntactic
manipulation of the problem description, without any references to any specific model of computation
or any distributed algorithm. Yet as explained above, if the round complexity of Π is T rounds in
the classical LOCAL model (for any sufficiently small T ), then the round complexity of Π′ will be
exactly T − 1 rounds.

Round elimination: basic strategy. To apply round elimination in our task, we could try to
construct a sequence of problems Π0,Π1, . . . ,ΠT such that the following holds:

• Π0 is the original problem of interest, iterated GHZ,
• Πi+1 = R(Πi),
• we can show that ΠT is not trivial, i.e., it cannot be solved in 0 rounds.

Now if we could solve Π0 in T rounds, it would imply that ΠT can be solved in 0 rounds, but as this
is not the case, Π0 has to require at least T + 1 rounds. If we can do this for, e.g., T = ∆, we would
have the result that we want: iterated GHZ cannot be solved in o(∆) rounds.

However, what typically happens is that R(Π) is much more complicated than Π, in the sense
that the size of the alphabet of labels used to describe R(Π) may increase exponentially compared
to the size of the alphabet used to describe Π, and the number of valid multisets in the active and
passive constraints may increase accordingly. Even if the original problem Π0 has got a simple
description, there is typically no simple way to describe Πi, other than saying that it can be obtained
from Π0 with i applications of R. In particular, if we do not have a “closed-form” description of
ΠT , how do we argue that it is not trivial? Hence, what typically happens is that we augment this
mechanical procedure with some well-chosen relaxations.

Round elimination: relaxations. We say that Π′ is a relaxation of Π if given a feasible solution
to Π we can construct (in a distributed way, without any communication) a feasible solution to Π′.
A simple example of a relaxation is what can be obtained by merging labels. Let a, b ∈ Σ be two
distinct labels that we can use in Π. To define Π′, we relax all active and passive constraints so that
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whenever a can be used, we can also use b, and vice versa; now trivially Π′ is at least as easy as Π.
Then we can simplify the description of Π′ by completely removing label b, as it is redundant.

The revised process now looks as follows. We construct a sequence of problems Π0,Π1, . . . ,ΠT

such that the following holds:

• Π0 is some relaxation of the original problem of interest, iterated GHZ,
• Πi+1 is some relaxation of R(Πi),
• we can show that ΠT is not trivial, i.e., it cannot be solved in 0 rounds.

Now if we could solve the original problem in T rounds, we could also solve its relaxation Π0 in T
rounds, and hence we could solve R(Π0) in T − 1 rounds, and hence we could solve its relaxation Π1

in T − 1 rounds, etc., and eventually we could solve ΠT in 0 rounds, but this was not possible. If we
can do this for, e.g., T = ∆, we would have the result that we want: iterated GHZ cannot be solved
in o(∆) rounds. In essence, our task is to guess a good sequence of problems such that all of
the above holds. How to do that?

Comparison with bipartite maximal matching. At this point it is useful to compare the
situation with the bipartite maximal matching problem [9, 10]. There is a very simple classical
LOCAL algorithm that solves the problem in O(∆) rounds, but for decades it was unknown whether
this is optimal. The breakthrough result from 2019 [9] eventually established this, by constructing a
suitable problem sequence Π0,Π1, . . . ,ΠT , and showing that it indeed has all the right properties:
Πi+1 is a relaxation of R(Πi).

Bipartite maximal matching is conceptually a very simple problem; it can be specified in the
appropriate round elimination formalism with only 3 labels, independently of the degree. Hence
there is a very simple starting point Π0. It is possible to compute R(Π0), R(R(Π0)), etc., write
down explicitly some of the first problems in this sequence for some small value of ∆, study their
structure, make some educated guesses on possible relaxations, and eventually with a sufficient
amount of trial and error, human intuition, and computational help one can make a reasonable guess
of the problem sequence Π0,Π1, . . . ,ΠT , generalize this to an arbitrary ∆, and verify that it indeed
has the right properties.

Iterated GHZ seems to be fundamentally different. The problem description is relatively long and
complicated, and when we increase ∆, the size of the problem description increases exponentially.
Studying the sequence R(Π0),R(R(Π0)), . . . is not particularly enlightening to a human being, and
even if there are educated guesses of suitable relaxations, they are very hard to verify, even with the
help of computers.

In this work we made the following surprising discovery: even though the maximal matching
problem and the iterated GHZ problem do not seem to have any relation between them, beyond
the fact that both of them admit an O(∆)-round classical algorithm, we can nevertheless apply
qualitatively similar relaxations in both maximal matching and iterated GHZ to construct
a suitable problem sequence! This technique is likely to generalize to a broad range of other problems.

Finding the right relaxations. Now we come to the mysterious part: when we look at the
problems at the right abstraction level, we can prove a lower bound for both maximal matching and
iterated GHZ using the “same” relaxations, in a sense, even though the problems, their alphabets,
and their constraints do not seem to have anything in common.

We do not know why this technique works, and we do not know how far it generalizes. But we do
know that it seems to be applicable to many previously-studied variants of the maximal matching
problem, and it seems to be applicable to both iterated CHSH and iterated GHZ. The reader does

9



not need to believe in this technique or trust that it is correct—this was merely a heuristic rule
that enabled us to guess the right problem sequence Π0,Π1, . . . ,ΠT , and once we have the sequence,
we can prove that it indeed satisfies all the right properties. But as the technique is apparently
applicable to two very different problem families, it may find other surprising uses, and hence we
outline it here.

The following description is primarily intended for a reader who is already experienced in the
use of round elimination; we refer to [26, 49, 58] for additional background. But for all other readers
this hopefully demonstrates that even though the problem sequence that we will present later in this
paper may look at first arbitrary and appearing out of thin air, there is a relatively short procedure
that can be used to mechanically generate it.

When we compute Π′ = R(Π), each label in Π′ represents a nonempty subset of labels in Π;
singleton sets represent old labels that already existed in Π, while all other sets are new labels. Now
we can construct a directed graph G that represents the relative strength of labels in Π′ from the
perspective of passive constraints: we will have an arrow a → b in the graph if the passive constraints
satisfy the property that any configuration remains valid if you replace any a with b (of course this
might violate active constraints). The transitive reduction of graph G is called the diagram for Π′ in
this context. Equipped with these definitions, we then find any pair of labels a and b that satisfy all
these properties:

• a is a new label,
• a has a nonzero indegree in the diagram,
• b is the only successor of a in the diagram,
• b has outdegree zero or b is a new label.

If such a pair exists, we merge the labels a and b to obtain a relaxation of Π′. We then update the
diagram and repeat the procedure until no such pair of labels a and b exists.

It turns out that following exactly this procedure will be able to reproduce the results of [9, 29],
but it will also let us find exactly the right relaxations that can be used to show that the iterated
GHZ problem cannot be solved in o(∆) rounds with classical LOCAL algorithms. As a final remark
we note that odd and even steps of the round elimination sequence are fundamentally different and
here we applied this rule in even steps.

1.4 Implications and discussion

Our work presents the first local problem (more precisely, a family of LCL problems) that admits a
distributed quantum advantage in the LOCAL model of distributed computing. In this section we
will discuss some further implications and connections with other areas.

Communication complexity. As we discussed earlier, there is much more prior work on the
quantum advantage in the CONGEST model than in the LOCAL model. One reason for this is that
the CONGEST model is similar in spirit to questions in communication complexity. In essence, if we
have a result in communication complexity that shows that b qubits can be used to solve a task that
O(b) classical bits cannot solve, one can try to turn that into an analogous result that separates
the classical CONGEST model from the quantum-CONGEST model. However, when we compare
classical LOCAL and quantum-LOCAL, we cannot use any communication complexity arguments.
In essence our goal is to show that unbounded quantum communication is stronger than unbounded
classical communication. In essence, we show that being able to communicate b qubits is strictly
stronger than being able to communicate 2b or even 22

b classical bits!
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Circuit complexity. The question of distributed quantum advantage for LCLs is also related
to establishing an efficiently-verifiable quantum advantage in circuit complexity. The quantum
advantage obtained in [53] was obtained by “lifting” to the distributed setting a quantum advantage
for circuits by Bravyi, Gosset and König [31], which was inspired by an older work in quantum
information [25]. Ref. [31] showed that a variant of the global graph problem from [53] can be solved
by a constant-depth quantum circuit but cannot be solved by any small-depth classical circuit. This
computational problem, however, could not be checked by a quantum constant-depth circuit, leading
to the question whether a similar advantage can be proved for an efficiently-verifiable computational
problem. Since this question is still wide open in quantum circuit complexity, such a simple lifting
strategy cannot be used to tackle our question. Indeed, our separation uses an approach that does
not seem to be applicable to circuit complexity.

Lower-bound proof techniques. Our work is the first proof that shows that round elimination
is able to separate classical LOCAL and quantum-LOCAL. As a corollary, we now know that round
elimination is not applicable in the quantum-LOCAL model: it is possible that there is a round
elimination sequence Π0,Π1, . . . ,ΠT , but the existence of this sequence has no implications on the
round complexity in the quantum-LOCAL model. This also represents a new formal barrier for
resolving major open questions related to distributed quantum advantage: it is not possible to prove
quantum lower bounds for e.g. 3-coloring cycles or for finding sinkless orientations by constructing a
round elimination sequence.

Networks of quantum games. Our problem, iterated GHZ, is based on the idea that we build an
LCL problem that asks us to play a number of quantum games, so that the games are represented by
black nodes and the players are represented by white nodes. Then inside each white node the output
of one game is fed as input to another game. We call such a problem a network of quantum games.
Such a problem can be always solved in O(1) rounds in quantum-LOCAL, as we can create shared
entangled qubits in the first round, and then all further steps can be done without any additional
communication.

Our work shows that the classical complexity of such an LCL can be as high as Ω(∆). Now the
obvious question is whether we can push this further: can we maybe engineer a network of quantum
games such that its classical complexity is super-constant as a function of the number of nodes n,
even if ∆ is constant? For example, could we show a lower bound of Ω(n) or Ω(log n) or maybe
Ω(log∗ n) for such a problem?

It turns out that the answer is no. We generalize the idea so that instead of quantum games, we
can have a network of any non-signaling games (regardless of whether they happen to have quantum
strategies or not); we call such a problem a network of non-signaling games. We show that if Π is
any LCL problem that is constructed from networks of non-signaling games (even if we connect the
games with each other using arbitrarily complicated arithmetic circuits), it can be always solved
in O(1) rounds with classical LOCAL algorithms; here the constant depends on the specific LCL
problem Π (and in particular, if we have a family of LCL problems parameterized by ∆, the constant
may depend on ∆). However, the running time will be independent of n.

The key reason for this is that any non-signaling game is completable: for example, for a two-
player game this means that for any Alice’s input x there is some Alice’s output a such that for any
Bob’s input y there is still a valid Bob’s output b, and vice versa.

We can exploit completability to solve any Π in a distributed manner as follows. Each white
node starts to process its own arithmetic circuit in a topological order. As soon as it encounters
a step that involves a game, it sends a message to the black neighbor responsible for that specific
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game, together with its own input for that game. The black nodes keep track of the inputs they
have seen so far, and they always pick safe outputs for those players. This way in one pair of rounds
all white nodes can learn their own output for the game that appears first in their own circuit, and
we can repeat this for each game in a sequential order—thanks to completability, black nodes will be
always able to assign valid outputs also for players that join the game late. This way the running
time will be proportional to the size of the circuit held by a single white node, and hence for a fixed
LCL (with a finite set of possible local circuits) it will be bounded by some constant.

The result may at first seem counterintuitive: A non-signaling game may require the players to
break symmetry (e.g., in the CHSH game, if the inputs are both 1, the outputs must be different).
Hence it would seem that we could put together non-signaling games in cycle so that the input does
not break symmetry, but the output has to break symmetry. Then we could apply the classical
result that shows that any symmetry-breaking LCL requires Ω(log∗ n) rounds [54]. However, the
above algorithm demonstrates that any network of non-signaling games admits a symmetric solution
in those neighborhoods where the input (together with the port numbering) does not break symmetry.

This represents a new barrier for proving distributed quantum advantage: the idea of networks of
non-signaling games can only prove f(∆) separations between classical LOCAL and quantum-LOCAL,
not f(n) separations.

1.5 Roadmap

We introduce some basic definitions in Section 2. In Section 3 we give the formal definition of the
iterated GHZ problem in the right formalism that we need for round elimination, and we show that
there is indeed a one-round quantum-LOCAL algorithm for solving this problem. In Section 4 we
prove our main result: iterated GHZ requires Ω(∆) rounds in classical LOCAL. Finally, in Section 5
we formalize the idea of networks of non-signaling games, and show that any fixed LCL in this
problem family can be solved in constant time in classical LOCAL.

2 Preliminaries

We write N0 for the set of non-negative integers, N+ for that of positive integers, and [n] = {1, . . . , n}
for the set of the first n ∈ N0 positive integers. For a relation R ⊆ A×B and x ∈ A, we write R(x)
for the set {y ∈ B | (x, y) ∈ R}.

For m ∈ N0 and a set Σ, we write Σm for the set of strings over elements of Σ that have length
m. We will refer to such strings in two different ways, both as concatenations of m many elements
of Σ (e.g., x = x1 · · ·xm where xi ∈ Σ) and as maps [m] → Σ. These two formalisms may be used
interchangeably without confusion. For a permutation σ : [m] → [m] and a string x = x1 · · ·xm ∈ Σm,
we let xσ = xσ(1) · · ·xσ(m).

Let G = (V,E) be a graph and v ∈ V a node of G. Since E is a relation, recall we may use our
notation for relations to write E(v) as shorthand for the set {e ∈ E | e is incident to v}. For any
node v of a graph G = (V,E), we denote by degG(v) its degree in G. If the underlying graph is clear
from the context, we omit the subscript and write simply deg(v).

In this paper we are interested in locally checkable labeling (LCL) problems, first introduced by
Naor and Stockmeyer in [57]. We now define this class of problems using a formalism that is slightly
different from the original one.

LCLs in the black-white formalism. While there are different ways to define LCLs, in this
paper we consider the so-called LCLs in the black-white formalism. Such a formalism, compared
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to the definition given by Naor and Stockmeyer in [57], is more suitable for applying the round
elimination technique.

In this formalism, problems are defined on bipartite graphs. We refer to nodes in the first set as
white nodes and to nodes in the other as black nodes. The connection to a general graph G is that
we see white nodes as nodes of G and black nodes as edges of G. In this sense, we are able to handle
constraints for nodes and edges in a uniform manner.

Definition 2.1 (LCL problem in the black-white formalism). An LCL problem in the black-white
formalism is a tuple Π = (Σin,Σout, Cw, Cb) where:

• Σin and Σout are finite sets of labels.

• Cw is the white constraint, formally a set of multisets where each element of a multiset is a
pair of labels (ℓin, ℓout) ∈ Σin × Σout.

• Cb is the black constraint, formally a set of multisets where each element of a multiset is a pair
of labels (ℓin, ℓout) ∈ Σin × Σout.

Let G = (V,E) be a bipartite graph where V = W ∪B is a partition of V that implicitly “colors” the
nodes white and black by placing them in W and B, respectively. In addition, let i : E → Σin be an
input, that is, a labeling of edges such that i(e) ∈ Σin for each e ∈ E. An assignment o : E → Σout is
a solution to Π if it satisfies both the white and the black constraints, that is:

• For every white node w ∈ W , if e1, . . . , edw are the edges that are incident to w, then
{(i(e1), o(e1)), . . . , (i(edw), o(edw))} ∈ Cw.

• For every black node b ∈ B, if e1, . . . , edb are the edges that are incident to b, then we have
{(i(e1), o(e1)), . . . , (i(edb), o(edb))} ∈ Cb.

In general graphs, the black-white formalism captures a strict subset of LCLs as defined originally
by [57]; however, in the LOCAL model of computation (whose definition follows later in this section)
the two notions are equivalent in general trees and high-girth graphs, that are the classes of graphs
needed to apply round-elimination [12].

We first introduce the port-numbering model, and on top of it we define the LOCAL model of
computation [54] and the quantum-LOCAL model [43]. We stick to the black-white formalism to
keep all definitions consistent.

The port-numbering model. A port-numbered network is a triple N = (V, P, p) where V is
the set of nodes, P is the set of ports, and p : P → P is a function specifying connections between
ports. Each element x ∈ P is a pair (v, i) where v ∈ V , i ∈ N+. The connection function p between
ports is an involution, that is, p(p(x)) = x for all x ∈ P . If (v, i) ∈ P , we say that (v, i) is port
number i in node v. The degree of a node v in the network N is degN (v) is the number of ports in
v, that is, degN (v) = |{i ∈ N : (v, i) ∈ P}|. We assume that port numbers are consecutive, i.e., the
ports of any node v ∈ V are (v, 1), . . . , (v,degN (v)). Clearly, a port-numbered network identifies an
underlying graph G = (V,E) where, for any two nodes u, v ∈ V , {u, v} ∈ E if and only if there exists
ports xu, xv ∈ P such that p(xu) = xv. Here, the degree of a node degN (v) corresponds to degG(v).

In the port-numbering model we are given a distributed system consisting of a port-numbered
network of |V | = n processors (or nodes) that operates in a sequence of synchronous rounds. In each
round the processors may perform unbounded computations on their respective local state variables
and subsequently exchange of messages of arbitrary size along the links given by the underlying input
graph. Nodes identify their neighbors by using ports as defined before, where the port assignment

13



may be done adversarially. Barring their degree, all nodes are identical and operate according to the
same local computation procedures. Initially all local state variables have the same value for all
processors; the sole exception is a distinguished local variable x(v) of each processor v that encodes
input data.

Let Σin be a set of input labels. The input of a problem is defined in the form of a labeled,
bipartite graph (G, i) where G = (V = B ∪W,E), V is the set of processors (hence it is specified as
part of the input), and i : E → Σin is an assignment of an input label i(v) ∈ Σin to each edge e ∈ E.
The nodes in V are properly 2-colored with either color black (elements of B) or white (elements
of W ). The output of the algorithm is given in the form of an assignment of local output labels
o : E → Σout, and the algorithm is assumed to terminate once all labels o(v) are definitely fixed.
These outputs are determined and assigned by the white nodes, which are also referred to as active
nodes, whereas black nodes are called passive nodes (they do not output anything). We assume that
nodes and their links are fault-free. The local computation procedures may be randomized by giving
each processor access to its own set of random variables; in this case, we are in the randomized
port-numbering model as opposed to the deterministic port-numbering model. If the algorithm is
randomized, we also require that the failure probability while solving any problem is at most 1/n,
where n is the size of the input graph.

The running time of an algorithm is the number of synchronous rounds required by all nodes to
produce output labels. If an algorithm running time is T , we also say that the algorithm has locality
T . Notice that T can be a function of the size of the input graph.

We remark that the notion of an (LCL) problem is a graph problem, and does not depend on
the specific model of computation we consider (hence, the problem definition cannot depend on, e.g.,
port numbers).

The LOCAL model. The LOCAL model was first introduced by [54], here adapted to the
black-white formalism. It is just the port-numbering model augmented with an assignment of unique
identifiers to nodes. Let c ≥ 1 be a constant, and let Σin be a set of input labels. The nodes of the
input graph G = (V,E) are given as input also unique identifiers specified by an injective function
id : V → [nc]. This assignment might be adversarial and is stored in the local state variable x(v),
and nodes can exploit these values during their local computation.

The local computation procedures may be randomized by giving each processor access to its
own set of random variables; in this case, we are in the randomized LOCAL model as opposed to
the deterministic LOCAL model. If the algorithm is randomized, we also require that the failure
probability while solving any problem is at most 1/n, where n is the size of the input graph.

The quantum-LOCAL model. The quantum-LOCAL of computing is similar to the deterministic
LOCAL model above, but now with quantum computers and quantum communication links. More
precisely, the quantum computers manipulate local states consisting of an unbounded number of
qubits with arbitrary unitary transformations, the communication links are quantum communication
channels (adjacent nodes can exchange any number of qubits), and the local outputs can be the
result of any quantum measurement.

3 Iterated GHZ problem

We start by defining the iterated GHZ problem. While in Section 2 we provided the definition of
LCLs in their full generality, in this section we consider a restricted setting, i.e., the case in which
the constraints do not depend on the provided input, and the considered graph is biregular. Hence,
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in this section (and in the following one), an LCL problem Π in the black-white formalism is simply
a tuple (ΣΠ,NΠ, EΠ) where ΣΠ is a finite set of elements, called (output) labels, NΠ is a collection
of cardinality-∆ multisets of labels from ΣΠ, and EΠ is a collection of cardinality-3 multisets of
labels from ΣΠ. We call NΠ the white constraint of Π and EΠ the black constraint of Π. We will
use the term configuration to refer to any multiset of labels of cardinality ∆, resp. 3; we will call
a configuration of cardinality ∆, resp. 3, an allowed configuration if it is contained in the white
constraint, resp. black constraint, of the respectively considered LCL problem. For simplicity, we
will write a configuration {ℓ1, . . . , ℓk} (which, technically, is a multiset) in the form ℓ1 . . . ℓk (where
k ∈ {3,∆}).

For degree ∆, the iterated GHZ problem is defined as an LCL P∆ = (ΣP∆
,NP∆

, EP∆
) in the

black-white formalism (in the aforementioned restricted setting). While the constraints of this
problem do not depend on the provided input, we will consider lower and upper bounds for this
problem in the setting in which black nodes B are provided with a labeling c : B → {1, . . . ,∆}
satisfying that, if two black nodes u and v are incident to the same white node, then c(u) ̸= c(v). In
the following, this input will simply be called ∆-edge coloring (where the name comes from the fact
that we could think of a (∆, 3)-biregular graph as a hypergraph of degree ∆ and rank 3, and we
consider a coloring of the hyperedges).

Labels. The label set is defined as:

ΣP∆
= {(−y)1 | y ∈ {0, 1}}
∪ {(x y)j | 2 ≤ j ≤ ∆ and x, y ∈ {0, 1}}.

White constraint. For all vectors (y1, . . . , y∆) ∈ {0, 1}∆, NP∆
contains the configuration

L1 . . . L∆ satisfying the following properties.

• L1 = (−y1)1.
• For all j such that 2 ≤ j ≤ ∆, Lj = (yj−1 yj)j .

Black constraint. The black constraint EP∆
contains the following configurations.

• (−0)1 (−0)1 (−1)1.

• (x1 y1)j (x2 y2)j (x3 y3)j , for all 2 ≤ j ≤ ∆ and x1, x2, x3, y1, y2, y3 satisfying:

– xi ∈ {0, 1} and yi ∈ {0, 1} for all 1 ≤ i ≤ 3;

– if x1 + x2 + x3 is even, then y1 ⊕ y2 ⊕ y3 = x1 ∨ x2 ∨ x3.

Some intuition. Informally, each label encodes an input and an output to a GHZ game. The
white constraint enforces that the output of one game flows correctly to become the input of the
next game. The black constraint enforces that, on a black node, the GHZ game is played correctly
by the neighboring white nodes, except for the first black constraint, which is a special case and
only requires to break symmetry between adjacent white nodes. This special case is required to keep
the game from becoming trivial.
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Considered setting. The problem P∆ is only defined on (∆, 3)-biregular graphs. However, it is
trivial to lift this definition to arbitrary graphs: white nodes of degree ∆ and black nodes of degree
3 need to satisfy the constraints of P∆; all other nodes can produce an arbitrary output.

Intuitively, the lower bound that we will prove can be interpreted as follows: for any n and any
small-enough ∆, there exists a balanced tree of n nodes where all white nodes that are “far enough”
from the leaves have degree ∆, all black nodes that are “far enough” from the leaves have degree 3,
and there exists a white node that is “far enough” from the leaves that needs to spend Ω(∆) rounds.
Observe that restricting the possible input instances only makes our lower bound stronger (i.e., this
problem is hard already on regular trees).

We will provide upper bounds for (∆, 3)-biregular graphs. However, given that the definition of
P∆ lifted to arbitrary graphs allows an arbitrary output for white nodes of degree different from ∆
and black nodes of degree different from 3, it is trivial to adapt our algorithm to the case of graphs
with nodes of arbitrary degree.

3.1 Quantum algorithm for iterated GHZ

We now prove that the iterated GHZ problem can be solved in O(1) rounds in the quantum LOCAL
model, no matter how large ∆ is. More formally, we devote the rest of the section to proving the
following theorem.

Theorem 3.1. For any integer ∆ > 0, the iterated GHZ problem can be solved in O(1) rounds in
the quantum LOCAL model, if a ∆-edge coloring is provided.

Quantum algorithm for iterated GHZ problem. Each black node receives a color c ∈ [∆]
as an input; recall that this is what we call a ∆-edge coloring. Each black node prepares three
qubits q1, q2, q3 in the GHZ state, that is

|0⟩q1 |0⟩q2 |0⟩q3 → 1√
2

(
|0⟩q1 |0⟩q2 |0⟩q3 + |1⟩q1 |1⟩q2 |1⟩q3

)
.

It then sends message (c, i, qi) to port i. Note that this is a message containing a qubit belonging to
a three-party entangled state. Then the black node stops.

The white nodes wait for the messages from the black nodes. Let (c′j , i
′
j , q

′
j) be the message a

white node receives from port j. Recall that cj is just the color of the ∆-edge coloring, and hence all
colors c′1, c

′
2, . . . , c

′
∆ form a permutation. Let us reindex the messages according to this permutation,

i.e. (k, ik, qk) is the message received from the black neighbor with color k.
The white node first breaks the symmetry based on i1. If i1 = 2, it sets g1 = 1, otherwise g1 = 0.

Now the white node plays sequentially the GHZ games locally with no further communication
by exploiting the GHZ states distributed by the black nodes. For each game k ∈ {2, 3, . . . ,∆},
in order starting with k = 2, the white node measures the qubit qk, with input gk−1, according
to the well-known quantum strategy [30, 56] for winning the GHZ game perfectly. This gives the
measurement outcome gk, which is then used for the (k + 1)th GHZ game, until all ∆ games have
been played.

Finally, the white node produces an output for each of its incident edges. For edge neigh-
boring color 1, the node outputs (−g1)1. For edge neighboring color k ∈ {2, 3, . . . ,∆}, the node
outputs (gk−1 gk)k. Then the node stops.

Now the only thing left is to prove that this algorithm produces a correct output.

Proof. It is easy to see that the white constraint is satisfied: there is exactly one edge with each
subscript, and the labels gi propagate correctly between the labels.
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The black constraint is also easy to check: Nodes with input color 1 satisfy the first constraint,
as exactly one neighbor received message (1, 2, q2), and only that node outputs (−1)1; the other
two neighbors output (−0)1. Nodes with input color k ∈ {2, . . . ,∆} satisfy the latter constraint. In
particular, all of them have subscript k and describe the input and output to a GHZ game. Moreover,
as the algorithm uses the quantum GHZ strategy to produce the outputs from the inputs, they
satisfy the GHZ constraint.

4 Classical lower bound for iterated GHZ

In this section, we prove that the iterated GHZ problem requires Ω(∆) rounds in the LOCAL model.
More formally, we prove the following.

Theorem 4.1. Let ∆ ≥ 3 be an integer. The iterated GHZ problem requires Ω(min{∆, log∆ n})
rounds in the deterministic LOCAL model and Ω(min{∆, log∆ log n}) rounds in the randomized
LOCAL model, even if a ∆-edge coloring is provided.

The lower bound is based on the round elimination technique [26]. In Section 4.1, we first
provide definitions for a variety of helpful concepts and objects and introduce round elimination.
For simplicity, we will introduce all the definitions in the context of the LCL problems relevant in
this paper; in particular, we will assume that black nodes have degree 3. After giving an overview of
the structure of the proof in Section 4.2, we present the whole proof in Sections 4.3 to 4.10.

4.1 Preliminaries

Definitions. We will use so-called condensed configurations to represent certain sets of configura-
tions efficiently. Formally, a condensed configuration is a configuration of sets of labels from ΣΠ.
For a condensed configuration C = S1 . . . Sk, by configurations represented by C we denote the set
of all configurations ℓ1 . . . ℓk such that ℓj ∈ Sj for each 1 ≤ j ≤ k. To distinguish a condensed
configuration (which represents a set of configurations of labels from Σ) from a configuration of sets,
we will use the term disjunction instead of “set” and write the disjunction consisting of some labels
ℓ(1), . . . , ℓ(z) as [ℓ(1), . . . , ℓ(z)]. However, when convenient, we may consider a disjunction of labels as
the set of the same labels.

Definition 4.2 (Picking a configuration). We say that we can pick a configuration ℓ1, . . . , ℓk from a
configuration S1, . . . , Sk of sets of labels, if there exists a permutation σ : {1, . . . , k} → {1, . . . , k}
such that, for each 1 ≤ i ≤ k, it holds that ℓi ∈ Sσ(i). Moreover, we say that we can pick a
configuration C from a set C of configurations of sets of labels if there exists a configuration C ′ ∈ C
from which we can pick C.

By configurations represented by a set of condensed configurations, we denote the set of configu-
rations that can be picked from the condensed configurations.

Round elimination. On a high level, the round elimination framework introduced in [26] provides
a mechanism to prove a lower bound for a given LCL problem Π by generating a sequence of problems
starting with Π such that every problem has a complexity of exactly one round less than the previous
problem (under some mild assumptions). The underlying intuition for obtaining a lower bound with
this mechanism is that if one can show that the problem obtained after k steps in the sequence
cannot be solved in 0 rounds, then this yields a lower bound of k − 1. We remark that this is a
highly simplified description of the overall approach with a lot of details omitted; in the following,
we introduce round elimination more formally.
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The round elimination operator R(). For a given LCL problem Π = (ΣΠ,NΠ, EΠ), the problem
R(Π) = (ΣR(Π),NR(Π), ER(Π)) is defined as follows.

• ER(Π) is the set of all configurations S1 S2 S3 such that

– for all 1 ≤ j ≤ 3, Sj is a nonempty subset of ΣΠ,
– for each tuple (ℓ1, ℓ2, ℓ3) ∈ S1 × S2 × S3, we have that ℓ1 ℓ2 ℓ3 ∈ EΠ, and
– S1 S2 S3 is maximal, i.e., there exists no configuration S′

1 S′
2 S′

3 of nonempty subsets of
ΣΠ such that

∗ for all 1 ≤ j ≤ 3, Sj ⊆ S′
j ,

∗ there exists some 1 ≤ j ≤ 3 such that Sj ⊊ S′
j , and

∗ for each tuple (ℓ′1, ℓ
′
2, ℓ

′
3) ∈ S′

1 × S′
2 × S′

3, we have that ℓ′1 ℓ′2 ℓ′3 ∈ EΠ.

• ΣR(Π) is the set of all nonempty subsets of Σ that appear in at least one configuration contained
in ER(Π).

• NR(Π) is the set of all configurations S1 . . . S∆ of sets contained in ΣR(Π) such that there
exists some tuple (ℓ1, . . . , ℓ∆) ∈ S1 × · · · × S∆ satisfying ℓ1 . . . ℓ∆ ∈ NΠ.

The round elimination operator R(). For a given LCL problem Π = (ΣΠ,NΠ, EΠ), the problem
R(Π) = (ΣR(Π),NR(Π), ER(Π)) is defined as follows.

• NR(Π) is the set of all configurations S1 . . . S∆ such that

– for all 1 ≤ j ≤ ∆, Sj is a nonempty subset of ΣΠ,
– for each tuple (ℓ1, . . . , ℓ∆) ∈ S1 × · · · × S∆, we have that ℓ1 . . . ℓ∆ ∈ NΠ, and
– S1 . . . S∆ is maximal, i.e., there exists no configuration S′′

1 . . . S′′
∆ of nonempty subsets

of ΣΠ such that
∗ for all 1 ≤ j ≤ ∆, Sj ⊆ S′′

j ,
∗ there exists some 1 ≤ j ≤ ∆ such that Sj ⊊ S′′

j , and
∗ for each tuple (ℓ′′1, . . . , ℓ

′′
∆) ∈ S′′

1 × · · · × S′′
∆, we have that ℓ′′1 . . . ℓ′′∆ ∈ NΠ.

• ΣR(Π) is the set of all nonempty subsets of ΣΠ that appear in at least one configuration
contained in NR(Π).

• ER(Π) is the set of all configurations S1 S2 S3 of sets contained in ΣR(Π) such that there exists
some tuple (ℓ1, ℓ2, ℓ3) ∈ S1 × S2 × S3 satisfying ℓ1 ℓ2 ℓ3 ∈ EΠ.

A simple way to compute NR(Π) and ER(Π). It has been observed in previous works that
use the round elimination technique (see, e.g, [12]), that NR(Π) can be easily computed as follows.
Start from all the configurations in NΠ, and for each configuration C ∈ NΠ, add to NR(Π) all the
configurations that can be picked from the condensed configuration obtained by replacing each label
ℓ in C with the disjunction of all label sets in ΣR(Π) that contain ℓ.

Similarly, ER(Π) can be easily computed as follows. Start from all the configurations in EΠ, and
for each configuration C ∈ EΠ, add to ER(Π) all the configurations that can be picked from the
condensed configuration obtained by replacing each label ℓ in C with the disjunction of all label sets
in ΣR(Π) that contain ℓ.

Throughout this section, in order to compute NR(Π) and ER(Π), we will implicitly use the
described procedures.
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Further notation and terminology. For a set L of configurations of labels and a configuration
S = S1 . . . Sk of sets of labels, we say that S satisfies the universal quantifier if, for each choice
(ℓ1, . . . , ℓk) ∈ S1 × · · · × Sk, we have ℓj ∈ Sj for each 1 ≤ j ≤ k. A configuration S1 . . . Sk

satisfying the universal quantifier is called maximal if there is no configuration S′
1 . . . S′

k satisfying
the universal quantifier for which Sj ⊆ S′

j for all 1 ≤ j ≤ k and Sj ⊊ S′
j for at least one 1 ≤ j ≤ k.

In particular, NR(Π), resp. ER(Π), is precisely the set of all maximal configurations satisfying the
universal quantifier (for L = NΠ, resp. L = EΠ). Utilizing the fact that a disjunction is nothing
else than a set, we will call a set S of condensed configurations maximal-complete if the set of
configurations of sets obtained from S by interpreting each disjunction as a set contains all the set
of all maximal configurations satisfying the universal quantifier (w.r.t. the set of label configurations
represented by S).

Let (ΣΠ,NΠ, EΠ) be an LCL problem, and ℓ, ℓ′ two labels from ΣΠ. We say that ℓ′ is at least as
strong as ℓ w.r.t. EΠ (resp. w.r.t. NΠ) if the following holds: for any configuration ℓ ℓ2 ℓ3 ∈ EΠ (resp.
for any configuration ℓ ℓ2 . . . ℓ∆ ∈ NΠ), we have ℓ′ ℓ2 ℓ3 ∈ EΠ (resp. ℓ′ ℓ2 . . . ℓ∆ ∈ NΠ). We may
omit the dependency on the constraint when clear from the context; in particular, for the problems
Πi,∆ we define later and all problems obtained from applying R, the relative strength of labels will
be considered w.r.t. the respective black constraint, while for all problems obtained from applying R
it will be considered w.r.t. the respective white constraint. If ℓ′ is at least as strong as ℓ but ℓ is not
at least as strong as ℓ′, we say that ℓ′ is stronger than ℓ. We write ℓ ≤ ℓ′ to represent that ℓ′ is at
least as strong as ℓ; we write ℓ < ℓ′ to represent that ℓ′ is stronger than ℓ.

We will make use of so-called diagrams to represent the strength relations between labels.
Formally, the diagram of a problem (ΣΠ,NΠ, EΠ) (w.r.t. NΠ, resp. EΠ) is the directed graph where
the set of nodes is ΣΠ and there is a directed edge (ℓ, ℓ′) between two labels ℓ, ℓ′ ∈ ΣΠ if

• ℓ < ℓ′ and
• there is no label ℓ′′ ∈ ΣΠ satisfying ℓ < ℓ′′ < ℓ′

(where the strength relations are w.r.t. NΠ, resp. EΠ). We remark that the definition of strength
implies that any diagram is acyclic.

We call two labels ℓ, ℓ′ comparable if ℓ ≤ ℓ′ or ℓ′ ≤ ℓ, and incomparable otherwise. From the
definition of a diagram, it follows that two labels ℓ, ℓ′ are comparable if and only if there is a directed
path between ℓ and ℓ′ (in one of the two possible directions) in the diagram. Furthermore, for two
configurations L = ℓ1 . . . ℓk and L′ = ℓ′1 . . . ℓ′k of labels, we say that L′ dominates L if ℓj ≤ ℓ′j for
all 1 ≤ j ≤ k. Similarly, for configurations C = S1 . . . Sk and C ′ = S′

1 . . . S′
k of sets of labels, we

say that C ′ dominates C if Sj ⊆ S′
j for all 1 ≤ j ≤ k. (Note that as configurations are multisets, a

configuration already dominates another if there is a permutation ρ : {1, . . . , k} → {1, . . . , k} such
that ℓj ≤ ℓ′ρ(j) for all 1 ≤ j ≤ k, resp. Sj ⊆ S′

ρ(j) for all 1 ≤ j ≤ k.) Moreover, for two sets C and C′

of configurations, we say that C′ dominates C if, for all C ∈ C, there exists a configuration C ′ ∈ C′

that dominates C.
For labels ℓ1, . . . , ℓk, the set of all labels that are at least as strong as at least one of the ℓj is

denoted by ⟨ℓ1, . . . , ℓk⟩. In other words, ⟨ℓ1, . . . , ℓk⟩ is the set of all labels that are identical to one
of the ℓj or a (not necessarily direct) successor of one of the ℓj in the respective diagram. We say
that ⟨ℓ1, . . . , ℓk⟩ is generated by ℓ1, . . . , ℓk. As before, we will omit the dependency on the constraint
when clear from the context, and in particular use the conventions mentioned above. Moreover, for a
set L = {ℓ1, . . . , ℓk} by writing ⟨ℓ | ℓ ∈ L⟩ we denote ⟨ℓ1, . . . , ℓk⟩. Observe that ⟨L⟩ is different from
⟨ℓ | ℓ ∈ L⟩.

An alternative method to compute R(Π) and R(Π). In a recent work [14, Section 4], a
new method was developed for computing, for a given problem Π = (ΣΠ,NΠ, EΠ), the problems
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R(Π) and R(Π) in a different way. On a high level, this new method is based on a very simple
operation that if applied iteratively will provide the same result as the more complex application of
the universal quantifier in the definitions of NR(Π) and ER(Π) above. The simplicity of said operation
makes it considerably easier to apply round elimination and prove the correctness of claims such as
that a certain problem is indeed what is obtained by applying R or R. In the following, we describe
this new method formally. We start by defining the notion of a combination of two configurations.

Let C = S1 . . . Sk and C ′ = S′
1 . . . S′

k be two configurations of sets of labels. Let 1 ≤ u ≤ k,
and let σ : {1, . . . , k} → {1, . . . , k} be a bijective function, i.e., a permutation. The combination of
C and C ′ w.r.t. u and σ is defined as the configuration C ′′ = S′′

1 . . . S′′
k satisfying

• S′′
j = Sj ∩ S′

σ(j) for each j ∈ {1, . . . , k} \ {u}, and
• S′′

u = Sj ∪ S′
σ(j).

Now consider the following process. Start with EΠ, given as a collection of condensed config-
urations, where, as usual, disjunctions are considered as sets. (If EΠ is given as a collection of
uncondensed configurations, it is straightforward to transform it into a list of condensed configura-
tions by interpreting each configuration of labels as the configuration of singleton disjunctions/sets
containing those labels.) Now arbitrarily choose two configurations C and C ′ from the collection,
combine them w.r.t. some arbitrarily chosen u and σ, and add the obtained configuration to the
maintained collection of configurations of sets (unless it is already present). Repeat this, for all
possible choices of C, C ′, u, and σ (including all newly obtained combined configurations as choices
for C and C ′) until no new configuration (i.e., no configuration not already obtained in the collection)
is produced anymore. Then, remove from the obtained collection all non-maximal configurations,
i.e., all configurations S1 . . . Sk for which there exists a configuration S′

1 . . . S′
k satisfying Sj ⊆ S′

j

for all 1 ≤ j ≤ k and Sj ⊊ S′
j for at least one 1 ≤ j ≤ k.

Now [14, Theorem 4.1] states that the obtained collection of configurations is identical to NR(Π),
and that the same procedure, when started from EΠ instead of NΠ, yields ER(Π). In other words,
the described simple iterative process can be used to replace the traditional and more complex
computation of NR(Π), resp. ER(Π), when computing R(Π), resp. R(Π) (while ΣΠ and ER(Π), resp.
NR(Π), are computed in the same way in both the traditional and the new method). We obtain the
following observation (which follows directly from [14]).

Observation 4.3. Let C be a collection of configurations of sets. Assume that C satisfies the following:
for all pairs of configurations C1, C2 ∈ C, all permutations σ and all indices u, the combination of
C1 and C2 w.r.t. u and σ is dominated by some configuration in C. Then, C is maximal-complete.

We call two sets S, S′ of labels incomparable if S ⊈ S′ and S′ ⊈ S, and comparable otherwise.
Based on the notion of (in)comparable sets, the following observation (which is analogous to [14,
Observation 5.4]) essentially shows that many choices for C, C ′, u, and σ do not need to be considered
in the described process as they cannot produce configurations that will be contained in the final
collection.

Observation 4.4. Let C = S1 . . . Sk and C ′ = S′
1 . . . S′

k be two configurations of sets of labels,
1 ≤ u ≤ k an index, and σ : {1, . . . , k} → {1, . . . , k} a permutation. Let C ′′ = S′′

1 . . . S′′
k be the

configuration obtained by combining C and C ′′ w.r.t. u and σ. Then, if Su and S′
u are comparable,

C ′′ is dominated by C or C ′.

Proof. If Su and S′
u are comparable, then Su ⊆ S′

u or S′
u ⊆ Su. Now the definition of C ′′ ensures

that, in the former case, C ′′ is dominated by C ′ and, in the latter case, C ′′ is dominated by C.
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From the definition of the above process and Observation 4.4, it follows that the final collection
obtained when the process terminates will not change if we modify the process so that combinations
where Su and S′

u are comparable are not considered. Note that it is possible that some configurations
that are produced in the unmodified process along the way are not produced in the modified process;
however, all such configurations are configurations that will not be maximal, i.e., that are removed
in the last step of the unmodified process. In particular, all configurations that are maximal in the
collection produced by the unmodified process will also be produced (and will be maximal) in the
modified process.

We now define what it means for a problem to be the relaxation of another problem. Informally,
for a problem Π′ to be a relaxation of R(Π) it must hold that there exists a 0-round algorithm
operating on black nodes that, given a solution for R(Π), it is able to solve Π′. Similarly, for a
problem Π′ to be a relaxation of R(Π) it must hold that there exists a 0-round algorithm operating
on white nodes that, given a solution for R(Π), it is able to solve Π′. In this paper, we consider a
stricter (i.e., less permissive) form of relaxation, defined as follows.

Definition 4.5 (Relaxation of a problem). Let Π = (Σ,N , E). A problem Π′ = (Σ′,N ′, E ′) is a
relaxation of R(Π) if the following holds:

• For all configurations C in the black constraint of R(Π), there exists a configuration C ′ ∈ E ′

that dominates C;
• Σ′ is the collection of sets that appear in at least one configuration contained in E ′;
• N ′ is the set of all configurations S1 . . . S∆ of sets contained in Σ′ such that there exists some

tuple (ℓ1, . . . , ℓ∆) ∈ S1 × . . .× S∆ satisfying ℓ1 . . . ℓ∆ ∈ N .

Similarly, a problem Π′ = (Σ′,N ′, E ′) is a relaxation of R(Π) if the following holds:

• For all configurations C in the white constraint of R(Π), there exists a configuration C ′ ∈ N ′

that dominates C;
• Σ′ is the collection of sets that appear in at least one configuration contained in N ′;
• E ′ is the set of all configurations S1 S2 S3 of sets contained in Σ′ such that there exists some

tuple (ℓ1, ℓ2, ℓ3) ∈ S1 × S2 × S3 satisfying ℓ1 ℓ2 ℓ3 ∈ E .

Definition 4.6 (Right-closed). Let Π = (ΣΠ,NΠ, EΠ) be an LCL problem. We say that a set
S = {ℓ1, . . . , ℓk} ⊆ ΣΠ is right-closed if and only if, for each label ℓi ∈ S, it holds that all successors of
ℓi in the diagram (taken w.r.t. the constraint on which the universal quantifier is applied to) are also
contained in S. More precisely, a set S = {ℓ1, . . . , ℓk} ⊆ ΣΠ is called right-closed if S = ⟨ℓ1, . . . , ℓk⟩.

We observe the following statement, which was shown in [17].

Observation 4.7 ([17]). Let Π = (ΣΠ,NΠ, EΠ) be an LCL problem. Consider an arbitrary collection
of labels L1, . . . , Lk ∈ ΣΠ. If {L1, . . . , Lk} ∈ ΣR(Π), then the set {L1, . . . , Lk} is right-closed w.r.t.
EΠ. If {L1, . . . , Lk} ∈ ΣR(Π), then the set {L1, . . . , Lk} is right-closed w.r.t. NΠ.

Definition 4.8 (A configuration generated by a condensed one). Let C = S1, . . . , Sk be a configura-
tion of sets. We say that the configuration C ′ = S′

1, . . . , S
′
k is generated by the condensed configuration

C if there exists a permutation σ : {1, . . . , k} → {1, . . . , k} such that, for every 1 ≤ i ≤ k, it holds
that S′

i = ⟨c | c ∈ Sσ(i)⟩.

We are now ready to state the theorem that relates round elimination with the LOCAL model of
distributed computing.
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Theorem 4.9 ([12], rephrased). Let Π0 → Π1 → . . . → Πt be a sequence of problems. Assume that,
for all 0 ≤ i < t, and for some function f , the following holds:

• There exists a problem Π′
i that is a relaxation of R(Πi);

• Πi+1 is a relaxation of R(Π′
i);

• The number of labels of Πi, and the ones of Π′
i, are upper bounded by f(∆).

Also, assume that Πt has at most f(∆) labels and is not 0-round solvable in the deterministic
port numbering model, even when given a ∆-edge coloring.1 Then, Π0 requires Ω(min{t, log∆ n−
log∆ log f(∆)}) rounds in the deterministic LOCAL model and Ω(min{t, log∆ log n− log∆ log f(∆)})
rounds in the randomized LOCAL model, even when given a ∆-edge coloring.

4.2 Roadmap

Informally, in order to prove a lower bound for P∆, we introduce a family of problems Πi,∆ (where
0 ≤ i ≤ ∆− 2) with the following properties.

• P∆ is at least as hard as Π0,∆.

• By applying round elimination to Πi,∆, we obtain a problem that is at least as hard as Πi+1,∆,
for all 0 ≤ i ≤ ∆− 3.

• Π∆−2,∆ cannot be solved in 0 rounds given a ∆-edge coloring.

Our result will follow by applying Theorem 4.9 to such a sequence of problems.
More in detail, in Section 4.3 we define the problems Πi,∆, and in Section 4.4 we prove the

strength relation between their labels. Then, in Section 4.5 we define a problem Π′
i,∆ and show that

it is a relaxation of R(Πi,∆). In Section 4.6 we prove the strength relation between the labels of
Π′

i,∆. In Section 4.7 we prove that R(Π′
i,∆) can be relaxed to Πi+1,∆. Then, in Section 4.8 we show

that Π∆−2,∆ cannot be solved in 0 rounds given a ∆-edge coloring. In Section 4.9, we show that P∆

is at least as hard as Π0,∆. Finally, in Section 4.10, we combine the results of all previous sections to
prove Theorem 4.1.

4.3 Problem definition

For each 0 ≤ i ≤ ∆ − 2, we define the problems Πi,∆ in the black-white formalism. We remark
that while the problem Πi,∆ is defined also for i = ∆− 2, from Section 4.4 onwards we will assume
i ≤ ∆− 3 for technical reasons.

Labels. The label set of Πi,∆ is defined as

Σi,∆ = {(!!)j | 1 ≤ j ≤ ∆− i− 1}
∪ {(!)j | ∆− i+ 1 ≤ j ≤ ∆}
∪ {(−−)j | 1 ≤ j ≤ ∆− i}
∪ {(−y)j | 1 ≤ j ≤ ∆− i and y ∈ {0, 1}}
∪ {(x−)j | 2 ≤ j ≤ ∆− i− 1 and x ∈ {0, 1}}
∪ {(xy)j | 2 ≤ j ≤ ∆− i and x, y ∈ {0, 1}}
∪ {(?)j | ∆− i+ 1 ≤ j ≤ ∆}.

1In [12], this theorem is stated in its full generality, and it talks about restricted assignments of port numbers. It is
easy to see that a ∆-edge coloring is indeed a restricted assignment of port numbers.
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We call the subscript of a label its color. For example, label (−−)j has color j. When considering
some fixed i, we say that a color j is gone if j > ∆− i, otherwise it is present. Moreover, color ∆− i
is called special. Throughout the section, when writing a configuration L1 . . . L∆ we may implicitly
assume that label Li is of color i.

White constraint. We now define the white constraint Ni,∆ of problem Πi,∆. For an example,
see the paragraph after the definition. Ni,∆ contains node configurations of three different kinds.

First, for all integers a, b satisfying 1 ≤ a < b ≤ ∆ − i + 1 and b ̸= ∆ − i, and for all
vectors (ya, . . . , yb−1) ∈ {0, 1}b−a, Ni,∆ contains the configuration L1 . . . L∆ satisfying the following
properties.

• For all j such that 1 ≤ j < a, Lj = (−−)j ,
• La = (−ya)a,
• for all j such that a < j < b, Lj = (yj−1 yj)j ,
• if b ≤ ∆− i, Lb = (yb−1 −)b,
• for all j such that b < j ≤ ∆− i, Lj = (−−)j , and
• for all j such that ∆− i+ 1 ≤ j ≤ ∆, Lj = (?)j .

Second, for all integers a satisfying 1 ≤ a ≤ ∆ − i − 1, Ni,∆ contains the configuration L1 . . . L∆

satisfying the following properties.

• La = (!!)a,
• for all j such that 1 ≤ j ≤ ∆− i and j ̸= a, Lj = (−−)j , and
• for all j such that ∆− i+ 1 ≤ j ≤ ∆, Lj = (?)j .

Third, for all integers a satisfying ∆ − i + 1 ≤ a ≤ ∆, Ni,∆ contains the configuration L1 . . . L∆

satisfying the following properties.

• La = (!)a,
• for all j such that 1 ≤ j ≤ ∆− i, Lj = (−−)j , and
• for all j such that ∆− i+ 1 ≤ j ≤ ∆ and j ̸= a, Lj = (?)j .

Example for the white constraint. To make the above definition more accessible, we now
informally show how to obtain the white constraint in a concrete way, illustrated with an example
for specific values of ∆ and i. Let ∆ = 7 and i = 2. We obtain N2,7 by setting N2,7 = ∅ and then
performing the following procedure for each bit string B of ∆− i bits (which we illustrate for the
case B = 01100).

Add to N2,7 the configuration C of the first kind described above where we set a := 1, b := ∆−i+1,
and (ya, . . . , yb−1) := B, i.e., we add

C = (−0)1 (01)2 (11)3 (10)4 (00)5 (?)6 (?)7.

Starting from C, we now create additional configurations by canceling some bits, which we will
then all add to N2,7 (if not already present). We can cancel a prefix of the bit string B, a suffix, or
both at the same time. However, at least one bit must remain. Moreover, if we cancel a suffix, the
canceled suffix cannot be only the last bit. Each time we obtain a new bit string, we transform it
into a configuration analogously to how we obtained C from B, and add it to N2,7. In this way, we
add the following configurations.
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• Prefix canceling:

(−−)1 (−1)2 (11)3 (10)4 (00)5 (?)6 (?)7

(−−)1 (−−)2 (−1)3 (10)4 (00)5 (?)6 (?)7

(−−)1 (−−)2 (−−)3 (−0)4 (00)5 (?)6 (?)7

(−−)1 (−−)2 (−−)3 (−−)4 (−0)5 (?)6 (?)7

• Suffix canceling (note that the rules do not allow a canceling of only the fifth bit in B):

(−0)1 (01)2 (11)3 (1−)4 (−−)5 (?)6 (?)7

(−0)1 (01)2 (1−)3 (−−)4 (−−)5 (?)6 (?)7

(−0)1 (0−)2 (−−)3 (−−)4 (−−)5 (?)6 (?)7

• Prefix and suffix canceling (again, the rules do not allow a suffix canceling of only the fifth bit
in B):

(−−)1 (−1)2 (11)3 (1−)4 (−−)5 (?)6 (?)7

(−−)1 (−1)2 (1−)3 (−−)4 (−−)5 (?)6 (?)7

(−−)1 (−−)2 (−1)3 (1−)4 (−−)5 (?)6 (?)7

Finally, we add a small number of additional configurations to N2,7 that we obtain from canceling the
entire bit string B. However, when we cancel B entirely, we are required to select in the respectively
obtained configuration a label at some position j ̸= ∆− i and replace this label by (!!)j if j < ∆− i,
and by (!)j otherwise. Hence, we obtain the following additional configurations that we add to N2,7.

(!!)1 (−−)2 (−−)3 (−−)4 (−−)5 (?)6 (?)7

(−−)1 (!!)2 (−−)3 (−−)4 (−−)5 (?)6 (?)7

(−−)1 (−−)2 (!!)3 (−−)4 (−−)5 (?)6 (?)7

(−−)1 (−−)2 (−−)3 (!!)4 (−−)5 (?)6 (?)7

(−−)1 (−−)2 (−−)3 (−−)4 (−−)5 (!)6 (?)7

(−−)1 (−−)2 (−−)3 (−−)4 (−−)5 (?)6 (!)7

Black constraint. We now define the black constraint Ei,∆ of problem Πi,∆. Let j be an integer
satisfying ∆− i+ 1 ≤ j ≤ ∆, i.e., a color that is gone. The allowed configurations are exactly those
that are described by the set of condensed configurations containing the following:

• [(!)j , (?)j ]
2 [(?)j ]

Then, the allowed configurations are all the ones described by the set of condensed configurations
containing the following:

• [(!!)1, (−−)1, (−0)1, (−1)1] [(−−)1] [(−−)1, (−0)1]

• [(−−)1, (−0)1]2 [(−−)1, (−1)1]

Let j be an integer satisfying 2 ≤ j ≤ ∆− i−1. The allowed configurations are all the ones described
by the set of condensed configurations containing the following:
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• [(−−)j ] [(!!)j , (−−)j , (−0)j , (−1)j , (0−)j , (00)j , (01)j , (1−)j , (10)j , (11)j ]2
• [(−−)j , (−0)j , (00)j , (1−)j , (10)j , (11)j ] [(−−)j , (00)j ]2
• [(−−)j , (−1)j , (01)j , (1−)j , (10)j , (11)j ] [(−−)j , (00)j ] [(−−)j , (01)j ]
• [(−−)j , (−0)j , (00)j , (1−)j , (10)j , (11)j ] [(−−)j , (01)j ]2
• [(−−)j , (−1)j , (0−)j , (00)j , (01)j , (11)j ] [(−−)j , (00)j ] [(−−)j , (10)j ]
• [(−−)j , (−0)j , (0−)j , (00)j , (01)j , (10)j ] [(−−)j , (00)j ] [(−−)j , (11)j ]
• [(−−)j , (−0)j , (0−)j , (00)j , (01)j , (10)j ] [(−−)j , (01)j ] [(−−)j , (10)j ]
• [(−−)j , (−1)j , (0−)j , (00)j , (01)j , (11)j ] [(−−)j , (01)j ] [(−−)j , (11)j ]
• [(−−)j , (−1)j , (01)j , (1−)j , (10)j , (11)j ] [(−−)j , (10)j ]2
• [(−−)j , (−0)j , (00)j , (1−)j , (10)j , (11)j ] [(−−)j , (10)j ] [(−−)j , (11)j ]
• [(−−)j , (−1)j , (01)j , (1−)j , (10)j , (11)j ] [(−−)j , (11)j ]2
• [(−−)j , (−0)j , (00)j , (10)j ] [(−−)j , (00)j ] [(−−)j , (00)j , (11)j ]
• [(−−)j , (−1)j , (01)j , (11)j ] [(−−)j , (00)j ] [(−−)j , (01)j , (10)j ]
• [(−−)j , (−0)j , (00)j , (10)j ] [(−−)j , (01)j ] [(−−)j , (01)j , (10)j ]
• [(−−)j , (−1)j , (01)j , (11)j ] [(−−)j , (00)j , (11)j ] [(−−)j , (01)j ]
• [(−−)j , (−0)j , (00)j , (10)j ] [(−−)j , (−1)j , (01)j , (11)j ] [(−−)j , (10)j ]
• [(−−)j , (11)j ] [(−−)j , (−0)j , (00)j , (10)j ]2
• [(−−)j , (10)j ] [(−−)j , (01)j , (10)j ]2
• [(−−)j , (10)j ] [(−−)j , (00)j , (11)j ]2
• [(−−)j , (00)j , (11)j ] [(−−)j , (01)j , (10)j ] [(−−)j , (11)j ]
• [(−−)j , (11)j ] [(−−)j , (−1)j , (01)j , (11)j ]2
• [(−−)j , (1−)j , (10)j , (11)j ] [(−−)j , (0−)j , (00)j , (01)j ]2
• [(−−)j , (1−)j , (10)j , (11)j ]3

For the case j = ∆− i, i.e., for the special color, the list of allowed configurations are all the ones
described by the set of condensed configurations given by the following process:

• Start from the condensed configurations given above for the case 2 ≤ j ≤ ∆− i− 1.
• From each disjunction, remove labels (0−)j , (1−)j , and (!!)j (i.e., labels that for color ∆− i do

not exist).

Alternative definition of the black constraint. We provided the allowed configurations for the
case 2 ≤ j ≤ ∆− i− 1 as a long list. We now provide an equivalent but compact description of such
configurations, that will be useful later. Such configurations are based on the allowed configurations
of the iterated GHZ problem. Each configuration is composed of 3 labels with subscript j, and for
the moment we only consider labels containing two bits, i.e., (00)j , (01)j , (10)j , and (11)j . Later we
will provide additional configurations as a function of the ones that we provide now. The first bit
of each label is called input bit, and the second is called output bit. If the number of input bits
equal to 1 is even, is required that the XOR of the output bits is equal to the OR of the input bits.
Instead, if the number of input bits equal to 1 is odd, there is no constraint on the output bits. The
configurations satisfying these requirements, which we call bit configurations, are the following:

• (00)j (00)j (00)j
• (00)j (01)j (01)j
• (00)j (00)j (10)j
• (00)j (00)j (11)j
• (00)j (01)j (10)j
• (00)j (01)j (11)j
• (01)j (01)j (10)j
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• (01)j (01)j (11)j
• (00)j (10)j (11)j
• (01)j (10)j (10)j
• (01)j (11)j (11)j
• (10)j (10)j (10)j
• (10)j (10)j (11)j
• (10)j (11)j (11)j
• (11)j (11)j (11)j

We now compute the set of maximal configurations satisfying the universal quantifier w.r.t. the
above set of configurations.

Lemma 4.10. Let Sj denote the set of maximal configurations satisfying the universal quantifier
w.r.t. the set of bit configurations of color j. Then Sj contains precisely the following configurations.

• {(00)j , (10)j , (11)j} {(00)j}2
• {(01)j , (10)j , (11)j} {(00)j} {(01)j}
• {(00)j , (10)j , (11)j} {(01)j}2
• {(00)j , (01)j , (11)j} {(00)j} {(10)j}
• {(00)j , (01)j , (10)j} {(00)j} {(11)j}
• {(00)j , (01)j , (10)j} {(01)j} {(10)j}
• {(00)j , (01)j , (11)j} {(01)j} {(11)j}
• {(01)j , (10)j , (11)j} {(10)j}2
• {(00)j , (10)j , (11)j} {(10)j} {(11)j}
• {(01)j , (10)j , (11)j} {(11)j}2
• {(00)j , (10)j} {(00)j} {(00)j , (11)j}
• {(01)j , (11)j} {(00)j} {(01)j , (10)j}
• {(00)j , (10)j} {(01)j} {(01)j , (10)j}
• {(01)j , (11)j} {(00)j , (11)j} {(01)j}
• {(00)j , (10)j} {(01)j , (11)j} {(10)j}
• {(11)j} {(00)j , (10)j}2
• {(10)j} {(01)j , (10)j}2
• {(10)j} {(00)j , (11)j}2
• {(00)j , (11)j} {(01)j , (10)j} {(11)j}
• {(11)j} {(01)j , (11)j}2
• {(10)j , (11)j} {(00)j , (01)j}2
• {(10)j , (11)j}3

Proof. By inspecting each configuration of Sj , we can observe that the universal quantifier is satisfied
on all of them. It is straightforward to verify that none of the displayed configurations dominates
any of the other displayed configurations. Hence, it suffices to show that Sj contains all the maximal
configurations satisfying the universal quantifier. Assume for a contradiction that there exists a
maximal configuration C satisfying the universal quantifier that is not dominated by any configuration
present in Sj .

We start by proving that C cannot contain two sets of size 1, let them be C1 and C2. As it is
straightforward to check, the set Sj contains all configurations satisfying the universal quantifier
composed of two sets of size 1 and one set of size 3, and that all configurations satisfying the
universal quantifier composed of two sets of size 1 and one set of size at most 2 are dominated by
configurations in Sj . Hence, for the configuration C to not be in Sj , it must contain a set of size 4,
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let it be C3. Consider the input bits i1 and i2 of the labels in the sets C1 and C2. If the number of
input bits in (i1, i2) equal to 1 is even, then C3 cannot contain both (00)j and (01)j . If the number
of input bits in (i1, i2) equal to 1 is odd, then C3 cannot contain both (10)j and (11)j . Hence, C3

has size at most 3.
Since a set cannot be empty, and hence it must have size at least 1, the above also implies that

C cannot contain sets of size 4 (even if the other sets have size strictly larger than 1).
Moreover, consider a configuration C containing two sets of size 1 (C1 and C2) and one set of

size 3 (C3). By adding any element L to some set of size 1, w.l.o.g. to C1, the obtained configuration
does not satisfy the universal quantifier anymore, for the following reasons.

• Consider the case in which L has an input bit that is the same as i1, and hence the opposite
output bit. Since C3 has size 3, from C we can always pick a configuration with an even
number of input bits set to 1. If we now replace the element picked from C1 with L, we obtain
an invalid configuration.

• If L has an input bit that is different from i1, then we can pick two configurations that only
differ in the element picked from C3 and that have an even number of input bits set to 1, but
that have different parity in the amount of output bits set to 1, and hence one of the two is
invalid.

Hence, if the number of sets of size 1 is strictly less than two, it is not possible to have sets of size 3.
We now consider the case in which C contains exactly one set of size 1, let it be C1. The other

sets, C2 and C3, must be of size 2. Since C is maximal, it is not possible to add an element to C1,
and in particular the label with the same input and opposite output bit of the label in C1, without
losing the property that the configuration satisfies the universal quantifier. This implies that it must
be possible to pick, from C, a configuration with an even number of input bits set to 1. Let such a
configuration be P1 P2 P3, and let the non-picked labels be N2 ∈ C2 and N3 ∈ C3. It cannot be that
P2 and N2 (resp. P3 and N3) have the same input and opposite output bit, as replacing P2 with
N2 (resp. P3 with N3) in C would result in a configuration that is not allowed (since the amount of
input bits equal to 1 stays even, but the parity of the output changes). Moreover, the configuration
P1 N2 N3 still needs to be allowed. It is straightforward to verify that all configurations satisfying
these requirements are listed.

Finally, let us consider the case in which C contains only sets of size exactly 2. We prove that
each set must satisfy that all its elements have the same input bit, and that the number of sets
whose elements have input bit 1 must be odd. Given such a proof, we get a contradiction to our
initial assumption by observing that there are only two configurations satisfying these requirements,
and they are both listed.

Suppose that all configurations that can be picked from C have an odd number of input bits set to
1. This implies that all sets have elements with the same input bit, since otherwise we could replace
a picked element with a non-picked one and change the parity. Now, suppose for a contradiction
that we can pick a configuration with an even number of input bits set to 1. If any set contains a
non-picked element with the same input bit as the picked one but the opposite output bit, we would
get a contradiction. Hence, each non-picked element must have opposite input bit from the picked
one of the same set. Hence, it must be possible to pick (00)3j , or (00)j (01)2j . In the former case, we
must be able to pick (00)j (10)2j or (00)j (11)2j , which are both not allowed. In the latter case, we
can pick (00)j (10)2j , (00)j (11)2j , or (10)j (01)j (11)j , which are all not allowed. This completes our
proof by contradiction.

We now modify the set Sj defined in Lemma 4.10 by applying the following rules.
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• If a set contains both (00)j and (01)j , add (0−)j .
• If a set contains both (10)j and (11)j , add (1−)j .
• If a set contains both (00)j and (10)j , add (−0)j .
• If a set contains both (01)j and (11)j , add (−1)j .
• Always add (−−)j .

Finally, we add the following configuration C∗:

{(−−)j} {(!!)j , (−−)j , (−0)j , (−1)j , (0−)j , (00)j , (01)j , (1−)j , (10)j , (11)j}2.

Let the result be S′
j . Observe that, for all 2 ≤ j ≤ ∆ − i − 1, S′

j is exactly equal to the set of
condensed configurations listed when defining Ei,∆. We observe the following (which will be useful
later).

Observation 4.11. For all 2 ≤ j ≤ ∆− i− 1, the set S′
j is maximal-complete.

Proof. We prove that, if we take two arbitrary configurations C1 and C2 in S′
j , and we combine them

w.r.t. an arbitrary u and an arbitrary σ, we obtain a configuration C = C1 C2 C3 that is dominated
by some other configuration in S′

j . By Observation 4.3 this implies that S′
j is maximal-complete.

We start by observing that, by Observation 4.4, we do not need to consider the case in which
C1 = C∗ or C2 = C∗.

If an intersection results in (−−)j , then C is dominated by the configuration C∗. Otherwise, let
C ′1 and C ′2 be the configurations obtained by starting from C1 and C2 and removing the labels
(0−)j , (1−)j , (−0)j , (−1)j , and (−−)j from all the sets of C1 and C2. We obtain that C ′1 and C ′2

are configurations listed in Lemma 4.10. Let C ′ be the configuration obtained by combining C ′1

and C ′2 w.r.t. u and σ, and let D′ be the configuration dominating C ′ among the configurations
listed in Lemma 4.10 (which is guaranteed to exist by Lemma 4.10). In each set of D′ add the labels
(0−)j , (1−)j , (−0)j , (−1)j , (−−)j by using the same rules applied when defining S′

j as a function of Sj ,
obtaining the configuration D = D1 D2 D3. Clearly, the configuration D is present in S′

j . Moreover,
the following observations show that D dominates C.

• The label (−−)j is present in all sets of both C and D, and hence does not affect domination.

• If some label L ∈ {(00)j , (01)j , (10)j , (11)j} is present in Ci, for some i ∈ {1, 2, 3}, then L is
present also in Di.

• If Cu contains a label L in {(0−)j , (1−)j , (−0)j , (−1)j}, then L ∈ Du. To see this, consider
w.l.o.g. L = (0−)j . We get that (00)j ∈ C1

u or (00)j ∈ C2
σ(u), and (01)j ∈ C1

u or (01)j ∈ C2
σ(u).

Hence, {(00)j , (01)j} ⊆ Du, and hence (0−)j ∈ Du.

• Let i ∈ {1, 2, 3} and i ̸= u. If Ci contains a label L in {(0−)j , (1−)j , (−0)j , (−1)j}, then L ∈ Di.
To see this, consider w.l.o.g. L = (0−)j . We get that (00)j ∈ C1

i , (00)j ∈ C2
σ(i), (01)j ∈ C1

i ,
and (01)j ∈ C2

σ(i). Hence, {(00)j , (01)j} ⊆ Di, and hence (0−)j ∈ Di.

Observe that this covers all cases, since (!!)j only occurs in C∗.

4.4 The diagram of Πi,∆

Throughout the rest of Section 4, we assume that i ≤ ∆− 3. We now provide the diagram of Πi,∆,
that is, we prove the strength relation between the labels of Πi,∆ w.r.t. its black constraint. In
Appendix A we will first observe that, a necessary condition for a label to be at least as strong as
another label, is for the two labels to be of the same color. Then, we will prove Lemmas 4.12 to 4.15
(which are just a long case analysis).
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(!!)1

(-0)1

(-1)1

(--)1

Figure 1: The strength relation of the first color.

(!!)j

(-0)j

(-1)j
(--)j

(0-)j

(1-)j

(00)j

(10)j

(01)j

(11)j

Figure 2: The strength relation of each present color j different from the first and the special color.

(-0)j

(-1)j

(--)j

(00)j

(10)j

(01)j

(11)j

Figure 3: The strength relation of the special color j = ∆− i− 1.

(!)j (?)j

Figure 4: The strength relation of gone colors.

Lemma 4.12. The strength relation of the labels of color 1 is given by the diagram of Figure 1.

Lemma 4.13. Let j be a color satisfying 2 ≤ j ≤ ∆− i− 1. The strength relation of the labels of
color j is given by the diagram of Figure 2.

Lemma 4.14. Let j be the special color, that is, j = ∆− i. The strength relation of the labels of
color j is given by the diagram of Figure 3.

Lemma 4.15. Let j be a gone color, i.e., an integer satisfying ∆− i+ 1 ≤ j ≤ ∆. The strength
relation of the labels of color j is given by the diagram of Figure 4.

4.5 The first round elimination step

In this section, we define a family of problems Π′
i,∆, and we prove that R(Πi,∆) can be relaxed to

Π′
i,∆. Each label of Π′

i,∆ is going to be a set of labels of Πi,∆. Recall that with ⟨L1, . . . , Lk⟩ we
denote the set of labels containing L1, . . . , Lk and all of their (not necessarily direct) successors in
the diagram of Πi,∆.
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Black constraint. We now define the black constraint E ′
i,∆ of Π′

i,∆. For each j where j is a gone
color, the following configuration is allowed:

• ⟨(!)j⟩2 ⟨(?)j⟩

For color 1, the following configurations are allowed:

• ⟨(!!)1⟩ ⟨(−−)1⟩ ⟨(−0)1⟩
• ⟨(−0)1⟩2 ⟨(−1)1⟩

For each color j satisfying 2 ≤ j ≤ ∆− i− 1, the following configurations are allowed:

• ⟨(−−)j⟩ ⟨(!!)j⟩2
• ⟨(−0)j , (1−)j⟩ ⟨(00)j⟩2
• ⟨(−1)j , (1−)j⟩ ⟨(00)j⟩ ⟨(01)j⟩
• ⟨(−0)j , (1−)j⟩ ⟨(01)j⟩2
• ⟨(−1)j , (0−)j⟩ ⟨(00)j⟩ ⟨(10)j⟩
• ⟨(−0)j , (0−)j⟩ ⟨(00)j⟩ ⟨(11)j⟩
• ⟨(−0)j , (0−)j⟩ ⟨(01)j⟩ ⟨(10)j⟩
• ⟨(−1)j , (0−)j⟩ ⟨(01)j⟩ ⟨(11)j⟩
• ⟨(−1)j , (1−)j⟩ ⟨(10)j⟩2
• ⟨(−0)j , (1−)j⟩ ⟨(10)j⟩ ⟨(11)j⟩
• ⟨(−1)j , (1−)j⟩ ⟨(11)j⟩2
• ⟨(−0)j⟩ ⟨(00)j⟩ ⟨(00)j , (11)j⟩
• ⟨(−1)j⟩ ⟨(00)j⟩ ⟨(01)j , (10)j⟩
• ⟨(−0)j⟩ ⟨(01)j⟩ ⟨(01)j , (10)j⟩
• ⟨(−1)j⟩ ⟨(00)j , (11)j⟩ ⟨(01)j⟩
• ⟨(−0)j⟩ ⟨(−1)j⟩ ⟨(10)j⟩
• ⟨(11)j⟩ ⟨(−0)j⟩2
• ⟨(10)j⟩ ⟨(01)j , (10)j⟩2
• ⟨(10)j⟩ ⟨(00)j , (11)j⟩2
• ⟨(00)j , (11)j⟩ ⟨(01)j , (10)j⟩ ⟨(11)j⟩
• ⟨(11)j⟩ ⟨(−1)j⟩2
• ⟨(1−)j⟩ ⟨(0−)j⟩2
• ⟨(1−)j⟩3

For the special color j = ∆− i, the following configurations are allowed:

• ⟨(00)j , (01)j⟩ ⟨(−0)j , (−1)j⟩2
• ⟨(10)j , (11)j⟩ ⟨(−0)j , (−1)j⟩2

This concludes the definition of the black constraint.
Before proving the relation between the black constraint of R(Πi,∆) and E ′

i,∆, we will state a
useful observation, based on the following definitions. For any set S that contains only labels of the
same color, say j, we define the color of S as j. For any configuration C that contains only sets of
color j, we define the color of C as j.

In order for a configuration of the black constraint of R(Πi,∆) to satisfy the universal quantifier,
the following must clearly hold.

Observation 4.16. All labels of R(Πi,∆) are sets of labels of Πi,∆, where each set S satisfies that
all labels in S have the same color. Moreover, each configuration of the black constraint of R(Πi,∆)
consists of sets of the same color.
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In the following, we will implicitly use the fact that, for any set L of labels, if two labels satisfy
Li ≤ Lj , and Li, Lj ∈ L, then ⟨L | L ∈ L⟩ = ⟨L | L ∈ L \ {Lj}⟩.

Lemma 4.17. The black constraint of R(Πi,∆) is dominated by E ′
i,∆.

Proof. By Observation 4.16, each configuration of R(Πi,∆) is composed of labels with the same color.
In order to prove the statement, we consider each color j separately.

• For all j ̸= ∆− i, the configurations of E ′
i,∆ are exactly the condensed configurations provided

when describing Ei,∆. We prove that, by combining configurations of color j, we do not get
any additional configuration. By Observation 4.3, this implies that the configurations of color
j are maximal-complete.

• For j = ∆ − i, we prove that each configuration of color j of R(Πi,∆) is dominated by (at
least) one of the two configurations of color j that we provided.

Let j be a gone color, i.e., j > ∆−i. By Observation 4.4, when combining the unique configuration
of color j with itself (for any index u and permutation σ), we do not obtain any new configuration,
since ⟨(!)j⟩ and ⟨(?)j⟩ are comparable.

Let us now consider color 1. By Observation 4.4, by combining ⟨(!!)1⟩ ⟨(−−)1⟩ ⟨(−0)1⟩ with
itself, we cannot get additional configurations (not dominated by ones already present), since all
sets in this configuration are comparable with each other. By Observation 4.4, in order to get new
configurations when combining ⟨(−0)1⟩2 ⟨(−1)1⟩ with itself, we need to take the union of ⟨(−0)1⟩
with ⟨(−1)1⟩, thus obtaining the configuration ⟨(−0)1, (−1)1⟩ ⟨(−0)1⟩ ⟨(−−)1⟩, which is dominated
by ⟨(!!)1⟩ ⟨(−−)1⟩ ⟨(−0)1⟩. Finally, if we combine ⟨(!!)1⟩ ⟨(−−)1⟩ ⟨(−0)1⟩ with ⟨(−0)1⟩2 ⟨(−1)1⟩, by
Observation 4.4 we need to take the union of ⟨(−0)1⟩ with ⟨(−1)1⟩, thus obtaining the configuration
⟨(−0)1, (−1)1⟩ ⟨(−0)1⟩ ⟨(−−)1⟩, which again is dominated by ⟨(!!)1⟩ ⟨(−−)1⟩ ⟨(−0)1⟩.

In the case 2 ≤ j ≤ ∆− i− 1, the claim follows by applying Observation 4.11 (and the definition
of R).

Finally, we consider the case j = ∆ − i, i.e., the special color. In this case, we prove that all
the configurations satisfying the universal quantifier are dominated by (at least) one of the two
configurations present in E ′

i,∆. We first observe that, since ⟨(−0)j , (−1)j⟩ contains all labels of color
j (see Figure 3), any configuration C = C1 C2 C3 of color j in the black constraint of R(Πi,∆)
that is not dominated by the two configurations present in E ′

i,∆ must necessarily satisfy that all
its sets Ci satisfy Ci ̸⊆ ⟨(00)j , (01)j⟩ and Ci ̸⊆ ⟨(10)j , (11)j⟩. By Observation 4.7, each set in
such a configuration must be right-closed, and hence it holds that, for all i, Ci is a superset of at
least one of the following four sets: X1 = {(00)j , (10)j}, X2 = {(00)j , (11)j}, X3 = {(01)j , (10)j},
X4 = {(01)j , (11)j}. We consider all possible choices in {X1, X2, X3, X4}3 (excluding permutations):

• For any choice in {X3, X4}3, we can pick the configuration (01)3j , which is not present in Ei,∆.

• For any choice in {X1, X2}3, we can pick the configuration (00)j (10)2j or the configuration
(00)j (11)2j , which are not present in Ei,∆.

• For any choice in {X1, X2}2 {X3, X4}, we can pick the configuration (00)2j (01)j , which is not
present in Ei,∆.

• For any choice in {X1, X2} {X3}2, we can pick the configuration (00)j (10)2j , which is not
present in Ei,∆.

• For any choice in {X1, X2} {X4}2, we can pick the configuration (00)j (11)2j , which is not
present in Ei,∆.
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• For any choice in {X1, X2} {X3} {X4}, we can pick the configuration (10)j (01)j (11)j , which
is not present in Ei,∆.

White constraint. We first define an intermediate constraint N ∗
i,∆. Then, we define N ′

i,∆ as a
function of N ∗

i,∆. The constraint N ∗
i,∆ is defined as follows. Let x = ∆− i be the special color. For

each configuration C ∈ Ni,∆, the constraint N ∗
i,∆ contains the condensed configuration C∗ obtained

by replacing each label of C with the disjunction of sets according to the following rules (where j
denotes the color of L):

• [⟨L⟩], if j ̸= x;
• [⟨(00)j , (01)j⟩], if j = x and L ∈ {(00)j , (01)j};
• [⟨(10)j , (11)j⟩], if j = x and L ∈ {(10)j , (11)j};
• [⟨(−0)j , (−1)j⟩], if j = x and L ∈ {(−0)j , (−1)j};
• [⟨(00)j , (01)j⟩, ⟨(10)j , (11)j⟩], if j = x and L = (−−)j .

Let Σ′
i,∆ be the set of labels that appear in E ′

i,∆. The white constraint N ′
i,∆ of Π′

i,∆ contains all
the configurations described by the set of condensed configurations given by the following process.
Take a condensed configuration C∗ in N ∗

i,∆, and replace each disjunction of labels [L1 . . . Lk] with
the disjunction containing L1, . . . , Lk and all the labels L ∈ Σ′

i,∆ that are supersets of at least one
label in {L1, . . . , Lk}.

Lemma 4.18. N ′
i,∆ is the set of all configurations S1 . . . S∆ of sets contained in Σ′

i,∆ such that there
exists some tuple (ℓ1, . . . , ℓ∆) ∈ S1 × . . .× S∆ satisfying that ℓ1 . . . ℓ∆ is contained in Ni,∆.

Proof. Consider the collection C of all configurations obtained from Ni,∆, by replacing, in each
configuration, each label L with the disjunction containing all sets L′ ∈ Σ′

i,∆ satisfying L ∈ L′.
It is sufficient to prove that the collection of configurations that can be picked from C is equal to

N ′
i,∆. This follows directly by the definition of N ′

i,∆ and Lemmas 4.12 to 4.15.

By combining Lemma 4.17 and Lemma 4.18, by the definition of relaxation, we obtain the
following.

Lemma 4.19. The problem Π′
i,∆ is a relaxation of R(Πi,∆).

White constraint example. We now provide an example of N ′
i,∆, for the case ∆ = 7 and i = 2,

by showing some examples of replacements.
In N2,7, the following configuration is present:

(−0)1 (01)2 (11)3 (10)4 (00)5 (?)6 (?)7.

We get that, in N ′
2,7, the following configuration is present:

⟨(−0)1⟩ ⟨(01)2⟩ ⟨(11)3⟩ ⟨(10)4⟩ ⟨(00)5, (01)5⟩ ⟨(?)6⟩ ⟨(?)7⟩.

Moreover, N ′
2,7 contains all configurations that can be obtained by starting from such a configuration

and replacing some labels with arbitrary supersets. For example, the following configuration is also
present:

⟨(−0)1⟩ ⟨(01)2⟩ ⟨(11)3⟩ ⟨(10)4⟩ ⟨(00)5, (01)5⟩ ⟨(!)6⟩ ⟨(!)7⟩.

For another example, consider the following configuration present in N2,7:

(−0)1 (01)2 (1−)3 (−−)4 (−−)5 (?)6 (?)7.
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We get that, in N ′
2,7, all the configurations given by the following condensed configuration (plus all

the ones obtained by replacing labels with supersets) are present:

[⟨(−0)1⟩] [⟨(01)2⟩] [⟨(1−)3⟩] [⟨(−−)4⟩] [⟨(00)5, (01)5⟩, ⟨(10)5, (11)5⟩] [⟨(?)6⟩] [⟨(?)7⟩].

For another example, consider the following configuration present in N2,7:

(−−)1 (−−)2 (−−)3 (−−)4 (−0)5 (?)6 (?)7

We get that, in N ′
2,7, the following configuration is present, plus all the ones obtained by replacing

labels with supersets:

⟨(−−)1⟩ ⟨(−−)2⟩ ⟨(−−)3⟩ ⟨(−−)4⟩ ⟨(−0)5, (−1)5⟩ ⟨(?)6⟩ ⟨(?)7⟩

We observe that the constraint N ′
i,∆ can be described in the following alternative (and more

explicit) way, that will be useful later. Let N+
i,∆ be the set containing the following condensed

configurations.

• Strikethrough configurations. For all integers a, b satisfying 1 ≤ a < b ≤ ∆− i, and for
all vectors (yj | yj ∈ {0, 1} and a ≤ j < b), the condensed configuration L1 . . . L∆ is allowed,
where:

– For all j such that 1 ≤ j < a, Lj = [⟨(−−)j⟩];
– La = [⟨(−ya)a⟩];
– For all j such that a < j < b, Lj = [⟨(yj−1 yj)j⟩];
– If b ≤ ∆− i− 1, Lb = [⟨(yb−1−)b⟩];
– For all j such that b < j ≤ ∆− i− 1, Lj = [⟨(−−)j⟩];
– If b ̸= ∆− i, L∆−i = [⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩];
– If b = ∆− i, L∆−i = [⟨(yb−10)∆−i, (yb−11)∆−i⟩];
– For all j such that ∆− i+ 1 ≤ j ≤ ∆, Lj = [⟨(?)j⟩].

• Grabbing-present configurations. For all integers a satisfying 1 ≤ a ≤ ∆ − i − 1, the
condensed configuration L1 . . . L∆ is allowed, where:

– La = [⟨(!!)a⟩];
– For all j such that 1 ≤ j ≤ ∆− i− 1 and j ̸= a, Lj = [⟨(−−)j⟩];
– L∆−i = [⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩];
– For all j such that ∆− i+ 1 ≤ j ≤ ∆, Lj = [⟨(?)j⟩].

• Grabbing-gone configurations. For all integers a satisfying ∆ − i + 1 ≤ a ≤ ∆, the
configuration L1 . . . L∆ is allowed, where:

– La = [⟨(!)a⟩];
– For all j such that 1 ≤ j ≤ ∆− i− 1, Lj = [⟨(−−)j⟩];
– L∆−i = [⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩];
– For all j such that ∆− i+ 1 ≤ j ≤ ∆ and j ̸= a, Lj = [⟨(?)j⟩].

• Grabbing-special configuration. The configuration L1 . . . L∆ is allowed where:

– For all j such that 1 ≤ j ≤ ∆− i− 1, Lj = [⟨(−−)j⟩];
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– L∆−i = [⟨(−0)∆−i, (−1)∆−i⟩];
– For all j such that ∆− i+ 1 ≤ j ≤ ∆, Lj = [⟨(?)j⟩].

Then, let N ∗
i,∆ be the set of condensed configurations obtained as follows. Take a configuration C+

from N+
i,∆. Replace, in C+, each disjunction of labels [L1 . . . Lk] with the disjunction containing

L1, . . . , Lk and all the labels L ∈ Σ′
i,∆ that are supersets of at least one label in {L1, . . . , Lk}.

By the definitions of N ∗
i,∆ and N ′

i,∆, we obtain the following observation.

Observation 4.20. The white constraint N ′
i,∆ is the set containing all the configurations C that

can be picked from N ∗
i,∆.

4.6 The diagram of Π′
i,∆

We now provide the diagram of Π′
i,∆, that is, we prove the strength relation between the labels of

Π′
i,∆ w.r.t. its white constraint. Again, a necessary condition for a label to be at least as strong as

another label is for the two labels to be of the same color.

<(--)1>

<(-0)1>

<(-1)1>

<(!!)1>

Figure 5: The strength relation of the first color.

<(0-)j>

<(-1)j>

<(!!)j>

<(00)j>

<(01)j>

<(10)j>

<(11)j>

<(--)j>

<(-0)j>

<(01)j, (10)j>

<(00)j, (11)j >

<(1-)j>

<(0-)j, (-0)j>

<(0-)j, (-1)j>

<(1-)j, (-0)j>

<(1-)j, (-1)j>

Figure 6: The strength relation of each present color j different from the first and the special color.

<(10)j, (11)j>

<(00)j, (01)j >

<(-0)j, (-1)j>

Figure 7: The strength relation of the special color j = ∆− i− 1.

Lemma 4.21. The strength relation of the labels of color 1 is given by the diagram of Figure 5.
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<(?)j> <(!)j>

Figure 8: The strength relation of gone colors.

Lemma 4.22. Let j be a color satisfying 2 ≤ j ≤ ∆− i− 1. The strength relation of the labels of
color j is given by the diagram of Figure 6.

Lemma 4.23. Let j be the special color, that is, j = ∆− i. The strength relation of the labels of
color j is given by the diagram of Figure 7.

Lemma 4.24. Let j be a gone color, i.e., an integer satisfying ∆− i+ 1 ≤ j ≤ ∆. The strength
relation of the labels of color j is given by the diagram of Figure 8.

The proofs of Lemmas 4.21 to 4.24 are just a long case analysis, and hence they are deferred to
Appendix B. By the above lemmas, we get the following.

Observation 4.25. L1 ≤ L2 ⇐⇒ L1 ⊆ L2.

4.7 The second round elimination step

In this section, we define a family of problems Π′′
i,∆, and we prove that R(Π′

i,∆) can be relaxed to
Π′′

i,∆. Then, we show how to relax R(Π′
i,∆) even more in order to obtain Πi+1,∆. Each label of Π′′

i,∆

is going to be a set of labels of Π′
i,∆. Recall that with ⟨L1, . . . , Lk⟩ (where L1, . . . , Lk are labels

of Π′
i,∆) we denote the set of labels obtained by taking L1, . . . , Lk and all their successors in the

diagram of Π′
i,∆.

White constraint. The white constraint N ′′
i,∆ of Π′′

i,∆ is defined as the set N ∗
i,∆ described

immediately before Observation 4.20. By Observation 4.25, we obtain that an alternative but
equivalent definition of N ′′

i,∆ is the following.

Observation 4.26. N ′′
i,∆ is equal to the set containing, for each condensed configuration C+ in

N+
i,∆, the configuration generated by C+.

We will prove that the white constraint of R(Π′
i,∆) is dominated by N ′′

i,∆. For this purpose,
we first define a function f that takes as input two (condensed) strikethrough configurations
C1 = L1,1 . . . L1,∆ and C2 = L2,1 . . . L2,∆ from N+

i,∆, an index h satisfying 1 ≤ h ≤ ∆ − i − 1, an
index 1 ≤ u ≤ ∆, and a value k ∈ {1, 2} as follows. First, for j ∈ {1, 2}, let tj,h = (tj,h,1, tj,h,2) be
defined as:

• tj,h = (−,−) if Lj,h = [⟨(−−)h⟩];
• tj,h = (b,−) if Lj,h = [⟨(b−)h⟩];
• tj,h = (−, b) if Lj,h = [⟨(−b)h⟩];
• tj,h = (b1, b2) if Lj,h = [⟨(b1 b2)h⟩].

Then, let f(C1, C2, h, u, k) =

• − if h = u;
• − if h ̸= u and {t1,h,k, t2,h,k} ∈ {{−}, {0, 1}};
• 0 if h ̸= u and {t1,h,k, t2,h,k} ∈ {{0}, {0,−}};
• 1 if h ̸= u and {t1,h,k, t2,h,k} ∈ {{1}, {1,−}}.
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Lemma 4.27. Let Th,k = f(C1, C2, h, u, k). Let L = [⟨(Th,1 Th,2)h⟩]. Then,

• if h = u, ⟨ℓ | ℓ ∈ L⟩ ⊇ ⟨ℓ | ℓ ∈ L1,h⟩ ∪ ⟨ℓ | ℓ ∈ L2,h⟩;
• if h ̸= u, ⟨ℓ | ℓ ∈ L⟩ ⊇ ⟨ℓ | ℓ ∈ L1,h⟩ ∩ ⟨ℓ | ℓ ∈ L2,h⟩.

Proof. By the definition of f , if h = u, then L = [⟨(−−)h⟩], and the set ⟨ℓ | ℓ ∈ L⟩ contains all labels
of color h (see Figures 5 and 6). Hence in this case the claim holds.

If h ≠ u, by inspecting the diagrams in Figures 5 and 6, it is straightforward to verify that it
always holds that ⟨ℓ | ℓ ∈ L1,h⟩ ∩ ⟨ℓ | ℓ ∈ L2,h⟩ (i.e., the intersection between the set containing the
unique label contained in the disjunction L1,h and all successors of that label, and the set containing
the unique label contained in the disjunction L2,h and all successors of that label) is a subset of the
set containing the unique label contained in the disjunction L and all successors of that label.

Lemma 4.28. Assume that 1 ≤ u ≤ ∆− i− 1, and let ℓ1 denote the unique label in L1,u and ℓ2 the
unique label in L2,u. Assume further that ℓ1 and ℓ2 are incomparable. Then,

• for all 1 ≤ u < ∆ − i − 1, it holds that, if Tu+1,1 ̸= −, then {t1,u,1, t2,u,1} = {0, 1} or
{t1,u, t2,u} = {(x1,−), (−, x2)} for some x1, x2 ∈ {0, 1}, and

• for all 1 < u ≤ ∆ − i − 1, it holds that, if Tu−1,2 ̸= −, then {t1,u,2, t2,u,2} = {0, 1} or
{t1,u, t2,u} = {(x1,−), (−, x2)} for some x1, x2 ∈ {0, 1}.

Proof. For all 1 ≤ u < ∆− i−1, if Tu+1,1 ̸= −, it must hold that {t1,u,2, t2,u,2} (i.e., the set of output
bits in position u of C1 and C2) is in {{0,−}, {1,−}, {0}, {1}}. By Lemma 4.22 (and Lemma 4.21) it
must hold that either {t1,u,1, t2,u,1} = {0, 1} or {t1,u, t2,u} = {(x1,−), (−, x2)} for some x1, x2 ∈ {0, 1}.
The other case is symmetric.

Observation 4.29. For all 1 ≤ j < ∆− i− 1 satisfying j ̸= u and j + 1 ̸= u, Tj,2 = Tj+1,1.

Lemma 4.30. The white constraint of R(Π′
i,∆) is dominated by N ′′

i,∆.

Proof. By definition, N ′′
i,∆ contains exactly the condensed configurations used to describe N ′

i,∆.
Hence, we only need to prove that N ′′

i,∆ is maximal-complete.
In the following, we use the description of N ′′

i,∆ given by Observation 4.26. There are 4 types of
configurations in N+

i,∆, and by Lemmas 4.21 to 4.24, for each color 1 ≤ j ≤ ∆, all sets of labels of
color j appearing in at least one of the configurations generated by the condensed configurations of
types grabbing-present, grabbing-gone, and grabbing-special are comparable with all sets of labels of
color j appearing in at least one of the configurations generated by at least one of the condensed
configurations in N+

i,∆. Moreover, in order to combine two configurations C1 and C2 and obtain a
configuration C that does not contain any empty set, it must clearly hold that the union and all the
intersections must be taken on labels of the same color (i.e., the permutation σ used to combine C1

with C2 must always pair labels of the same color). Hence, by Observation 4.4, the only way we
could get additional configurations is by combining two configurations generated by strikethrough
configurations.

Hence, let C1 = L1,1 . . . L1,∆ and C2 = L2,1 . . . L2,∆ be two strikethrough configurations. Let
a1, a2, b1, b2 be their parameters and y1,j , y2,j their bits. Let u be the position of the union, and note
that the permutation σ used to combine the configurations generated by C1 and C2 must be the
identity function, since otherwise, when taking intersections, we would obtain empty sets. Moreover,
for the sake of contradiction, assume that the configuration obtained by combining the configuration
generated by C1 and the configuration generated by C2 w.r.t. u and σ is not contained in N ′′

i,∆.
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This implies that, by Observation 4.4, u ≤ ∆− i. Let C be the combination of the configurations
generated by C1 and C2 w.r.t. u and the identity function σ.

We start by handling a special case, that is, when a1 = b2 = u or a2 = b1 = u. W.l.o.g., let
a1 = b2 = u. Consider the configuration C∗ generated by the condensed configuration L1 . . . L∆,
where:

• Lj = L2,j for all j < u;
• Lj = L1,j for all j > u;
• Lu = [⟨(y2,u−1 y1,u)u⟩].

We first prove that C is dominated by C∗, and then that C∗ is contained in N ′′
i,∆. For each j ≠ u, it

holds that the set ⟨ℓ | ℓ ∈ L1,j⟩ ∩ ⟨ℓ | ℓ ∈ L2,j⟩ is a subset of both ⟨ℓ | ℓ ∈ L1,j⟩ and ⟨ℓ | ℓ ∈ L2,j⟩. In
position u of C1 there is the disjunction [⟨(−y1,u)u⟩], and in position u of C2 there is the disjunction
[⟨(y2,u−1−)u⟩]. Observe that Lu is a superset of both (see Figure 6). Also, by definition, the obtained
configuration C∗ is generated by a strikethrough configuration with parameters a2 and b1, and hence
it is part of N ′′

i,∆.
In the other cases, we proceed as follows. For 1 ≤ h ≤ ∆− i− 1, let

Th = (Th,1, Th,2) = (f(C1, C2, h, u, 1), f(C1, C2, h, u, 2)).

We now consider all possible cases for the values of T1, . . . , T∆−i−1.

• There exists an index 1 ≤ h ≤ ∆ − i − 1 such that Th,2 ̸= − and (h = ∆ −
i − 1 ∨ Th+1,1 ̸= −). Let a be the largest integer satisfying Ta ∈ {(−, 0), (−, 1)}, a ≤ h,
(u ≥ h ∨ u < a), if it exists, and ⊥ otherwise. Let b be the smallest integer satisfying
Tb ∈ {(0,−), (1,−)}, b ≥ h + 1, (u ≤ h + 1 ∨ u > b), if it exists, and ⊥ otherwise. In the
following, we assume that, if there exists at least one index h that satisfies the requirements
and that makes a and b (which are defined as a function of h) both different from ⊥, then h is
one of such values.

If a and b are both different from ⊥, consider the configuration C∗ generated by L1 . . . L∆,
where:

– Lj = [⟨(−−)j⟩] if j < a;

– Lj = [⟨(Tj,1 Tj,2)j⟩] if a ≤ j ≤ b;

– Lj = [⟨(−−)j⟩] if b < j ≤ ∆− i− 1;

– L∆−i = [⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩];
– Lj = [⟨(?)j⟩] if j > ∆− i.

We start by arguing that u must satisfy u < a or u > b. For a contradiction, assume otherwise.
By the definition of a and b, this implies u ∈ {h, h+1}. If u = h, then the assumption Th,2 ̸= −
implies Tu ≠ (−,−). If u = h+1, then the assumption Tb ∈ {(0,−), (1,−)} implies b ≤ ∆− i−1
(as otherwise Tb would not be defined), which, combined with the assumption b ≥ h+1 implies
h < ∆ − i − 1, which implies Th+1,1 ≠ −, and hence Tu ̸= (−,−). In either case, we obtain
Tu ̸= (−,−), contradicting the definition of Tu, and we conclude that u < a or u > b.

This in particular implies that for all a < h < b it holds that Th,1 and Th,2 are both different
from −, and we get that C∗ is generated by a strikethrough configuration with parameters a, b
(where we use Observation 4.29 in both arguments). Hence, C∗ is contained in N ′′

i,∆. Moreover,
C∗ dominates C, in fact:
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– In all positions j satisfying j < a or j > b, C∗ contains all sets of color j. Hence, in such
positions the set of C∗ is a superset of the set of C. Moreover, observe that u satisfies
u < a or u > b (as observed above).

– In all positions j satisfying a ≤ j ≤ b, we apply Lemma 4.27, obtaining that

⟨⟨(Tj,1 Tj,2)j⟩⟩ ⊇ ⟨ℓ | ℓ ∈ L1,j⟩ ∩ ⟨ℓ | ℓ ∈ L2,j⟩.

For similar reasons, if a ̸= ⊥, u < a, and b = ⊥, C is dominated by the configuration generated
by L1 . . . L∆, where:

– Lj = [⟨(−−)j⟩] if j < a;
– Lj = [⟨(Tj,1 Tj,2)j⟩] if a ≤ j ≤ ∆− i− 1;
– Lj = [⟨(Tj−1,2 0)j , (Tj−1,2 1)j⟩] if j = ∆− i;
– Lj = [⟨(?)j⟩] if j > ∆− i.

Note that this configuration is contained in N ′′
i,∆.

Now consider the case that a = ⊥. Recall that, by assumption, it holds that there exists
an index h such that Th,2 ̸= − and (h = ∆ − i − 1 ∨ Th+1,1 ̸= −). By recursively applying
Observation 4.29 starting with h and decreasing it step by step, since a = ⊥ and since T1,1 = −,
we get that u < h, and that for all u < j ≤ h, Tj,1 and Tj,2 are both different from − (since
otherwise we would have found a value for a).

Similarly, if b = ⊥ and u > h, it must also hold that for all h+1 ≤ j < min{u,∆− i− 1}, Tj,1

and Tj,2 are both different from −. Moreover, the case b = ⊥, a ̸= ⊥ and u < a has already
been handled, and, by the definition of a, it is not possible that b = ⊥, a ̸= ⊥, and a ≤ u ≤ h
(where we use that u ̸= h since Th,2 ̸= − and Tu = (−,−)).
Hence, we need to handle the following two cases: the case a = ⊥ and u < h, and the case
b = ⊥, a ̸= ⊥, and u > h.

Let us consider the case a = ⊥ and u < h. Since Tu+1,1 ̸= −, by Lemma 4.28, it must hold that
either {t1,u,1, t2,u,1} = {0, 1} or {t1,u, t2,u} = {(x1,−), (−, x2)} for some x1, x2 ∈ {0, 1}. The
latter case is covered by the special case handled before, i.e., when a1 = b2 = u or a2 = b1 = u.

Hence, consider the former case, which implies that u ̸= 1 and that Tu−1,2 = −. If there exists
an index h′ < u such that Th′,2 ≠ −, which by Observation 4.29 implies Th′+1,1 ̸= −, then, since
Tu−1,2 = −, we can find two indices a ≤ h′ and b ≥ h′ + 1 satisfying the requirements stated at
the beginning of this case, contradicting the assumption that a = ⊥. Hence, Tj = (−,−) for all
j ≤ u, which implies that a1 = a2 < u, because:

– if a1 > u or a2 > u, then we get that the union is on comparable sets, which contradicts
Observation 4.4;

– if a1 = u or a2 = u, w.l.o.g. a1 = u, then t1,u,1 = t1,a1,1 = −, which contradicts
t1,u,1 ∈ {0, 1};

– if a1 < u, a2 < u, and a1 ≠ a2, w.l.o.g. a1 < a2, then it must hold that Ta2 ̸= (−,−),
which is a contradiction.

Therefore, in position a1 = a2, since we must have {L1,a1 , L2,a2} = {[⟨(−0)a1⟩], [⟨(−1)a1⟩]}
(otherwise we would not have Ta1 = (−,−)), we get ⟨ℓ | ℓ ∈ L1,a1⟩ ∩ ⟨ℓ | ℓ ∈ L2,a2⟩ = ⟨⟨(!!)a1⟩⟩,
by Lemmas 4.21 and 4.22. Hence the result is dominated by a configuration generated by a
grabbing-present configuration.
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Let us now consider the case b = ⊥, a ̸= ⊥, and u > h. If u ≤ ∆− i− 1 and T∆−i−1,2 = −, we
consider two cases:

– t1,∆−i−1,2 = t2,∆−i−1,2 = −, i.e., the output bit in position ∆ − i − 1 is − in both
configurations. In this case, the claim holds for symmetric reasons as in the previous case
(i.e., the case a = ⊥ and u < h).

– {t1,∆−i−1,2 = t2,∆−i−1,2} = {0, 1}. In this case, the output is dominated by the con-
figuration generated by the grabbing-special configuration, because {L1,∆−i, L2,∆−i} =
{[⟨(00)∆−i, (01)∆−i⟩], [⟨(10)∆−i, (11)∆−i⟩]}.

We now consider the case that u ≤ ∆ − i − 1 and T∆−i−1,2 ≠ −. Since b = ⊥ and u > h,
we obtain that Tu−1,2 ̸= −. By Lemma 4.28, this implies that {t1,u,2, t2,u,2} = {0, 1}, or
{t1,u, t2,u} = {(x1,−), (−, x2)} for some x1, x2 ∈ {0, 1}. The latter case is covered by the
special case handled before, i.e., when a1 = b2 = u or a2 = b1 = u. In the former case,
we obtain that u < ∆ − i − 1 (because T∆−i−1,2 ≠ −) and that Tu+1,1 = −. We get that
we could have picked a different value of h that would have made a ̸= ⊥ and u < a,
which is a case previously covered. For the case u = ∆ − i, by applying Observation 4.4,
we get that {L1,∆−i, L2,∆−i} = {[⟨(00)∆−i, (01)∆−i⟩], [⟨(10)∆−i, (11)∆−i⟩]} and hence that
{t1,u−1,2, t2,u−1,2} = {0, 1}. This implies that Tu−1,2 = −, and hence b cannot be ⊥, a
contradiction. Finally, we can exclude the case u > ∆− i by Observation 4.4.

• For all 1 ≤ h ≤ ∆ − i − 1, Th = (−,−). We consider positions a1 and b1. Recall
that a1 < b1. Either a1 ̸= u or b1 ̸= u. In the former case, in order to obtain Th =
(−,−) it must hold that {t1,a1 , t2,a1} ∈ {(−, 0), (−, 1)} and that t1,a1 ≠ t2,a1 . In this case,
the result is dominated by the configuration generated by a grabbing-present configuration
(i.e., the one with label [⟨(!!)a1⟩]). In the latter case, we distinguish two cases. If b1 <
∆ − i, it must hold that {t1,b1 , t2,b1} ∈ {(0,−), (1,−)} and that t1,b1 ̸= t2,b1 . As before,
the result is dominated by the configuration generated by a grabbing-present configuration
(i.e, the one with label [⟨(!!)b1⟩]). If b1 = ∆ − i, since it holds that T∆−i−1,2 = −, we get
that {L1,∆−i, L2,∆−i} = {[⟨(00)∆−i, (01)∆−i⟩], [⟨(10)∆−i, (11)∆−i⟩]}, and hence the result is
dominated by the configuration generated by the grabbing-special configuration.

• There exists an index 1 ≤ h ≤ ∆ − i − 1 such that Th = (−, b) and Th+1 = (−,−),
or such that Th = (b,−) and Th−1 = (−,−), for some b ∈ {0, 1}, and the previous
cases do not apply. We consider positions a1 and b1. Recall that a1 < b1. Either a1 ̸= u
or b1 ̸= u. In the former case, if {t1,a1 , t2,a1} ∈ {(−, 0), (−, 1)} and t1,a1 ̸= t2,a1 , the result is
dominated by the configuration generated by a grabbing-present configuration. If t1,a1 = t2,a1 ,
w.l.o.g. assume t1,a1 = t2,a1 = (−, 0), by Observation 4.29, in order to have Ta1+1 = (−,−), it
must hold that u = a1 + 1. By Observation 4.4, L1,u and L2,u must be incomparable, which
implies that {t1,u, t2,u} ∈ {(0, 0), (0, 1)}. If b1 = u+1, we get that {t1,b1 , t2,b1} ∈ {(0,−), (1,−)},
and hence that the result is dominated by the configuration generated by the grabbing-special
configuration. If b1 > u+ 1 and {t1,b1 , t2,b1} ∈ {(0,−), (1,−)}, we again get that the result is
dominated by the configuration generated by the grabbing-special configuration. The remaining
case to handle is the one where b1 > u+ 1 and t1,b1 = t2,b1 . We get that Tb1−1,2 ̸= − and that
Tb1,1 ̸= −, which contradicts the assumption that previous cases do not apply. Finally, the case
b1 ̸= u is symmetric to the case a1 ̸= u, which we have already handled.

• There exists an index 1 ≤ h ≤ ∆ − i − 1 such that Th = (b1, b2) such that
bh, bj ∈ {0, 1} and for all j ̸= h, it holds that Tj = (−,−). This case cannot happen by
Observation 4.29.
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We obtained that, in all cases, C is dominated by some configuration in N ′′
i,∆, which is a contradiction.

Black constraint. We define the black constraint E ′′
i,∆ as follows. Let Σ′′

i,∆ be the set of labels
that appear in N ′′

i,∆. The black constraint E ′′
i,∆ contains all the configurations described by the set

of condensed configurations given by the following process. Take a configuration C∗ in E ′
i,∆, and

replace each label L with the disjunction containing the labels of Σ′′
i,∆ that are supersets of (or equal

to) ⟨L⟩. By the definition of E ′′
i,∆, we obtain the following.

Lemma 4.31. E ′′
i,∆ is the set of all configurations S1 S2 S3 of sets contained in Σ′′

i,∆ such that there
exists some tuple (ℓ1, ℓ2, ℓ3) ∈ S1 × S2 × S3 satisfying that ℓ1 ℓ2 ℓ3 is contained in E ′

i,∆.

By combining Lemma 4.30 and Lemma 4.31, by the definition of relaxation, we obtain the
following.

Lemma 4.32. The problem Π′′
i,∆ is a relaxation of R(Π′

i,∆).

More explicit black constraint. While for the white constraint we have an explicit definition
(given by Observation 4.26), the definition of E ′′

i,∆ is given implicitly. We now provide an explicit
definition of E ′′

i,∆. First, we explicitly list the labels appearing in N ′′
i,∆, and hence the labels in Σ′′

i,∆.

• For color 1, there are the following labels: ⟨⟨(!!)1⟩⟩, ⟨⟨(−−)1⟩⟩, ⟨⟨(−0)1⟩⟩, ⟨⟨(−1)1⟩⟩.

• For each present color j satisfying 2 ≤ j ≤ ∆− i− 1, there are the following labels: ⟨⟨(!!)j⟩⟩,
⟨⟨(−−)j⟩⟩, ⟨⟨(−0)j⟩⟩, ⟨⟨(−1)j⟩⟩, ⟨⟨(0−)j⟩⟩, ⟨⟨(1−)j⟩⟩, ⟨⟨(00)j⟩⟩, ⟨⟨(01)j⟩⟩, ⟨⟨(10)j⟩⟩, ⟨⟨(11)j⟩⟩.

• For each gone color j, there are the following labels: ⟨⟨(?)j⟩⟩, ⟨⟨(!)j⟩⟩.

• For the special color j = ∆− i, there are the following labels:
⟨⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩⟩, ⟨⟨(00)∆−i, (01)∆−i⟩⟩, ⟨⟨(10)∆−i, (11)∆−i⟩⟩,
⟨⟨(−0)∆−i, (−1)∆−i⟩⟩.

Now, by Observation 4.25 (see Figures 5 to 8), E ′′
i,∆ can be obtained as follows. Take each

configuration C∗ in E ′
i,∆, and replace labels as follows. For gone colors j:

• ⟨(!)j⟩ 7−→ [⟨⟨(?)j⟩⟩, ⟨⟨(!)j⟩⟩];

• ⟨(?)j⟩ 7−→ [⟨⟨(?)j⟩⟩].

For color 1:

• ⟨(!!)1⟩ 7−→ [⟨⟨(!!)1⟩⟩, ⟨⟨(−−)1⟩⟩, ⟨⟨(−0)1⟩⟩, ⟨⟨(−1)1⟩⟩];

• ⟨(−−)1⟩ 7−→ [⟨⟨(−−)1⟩⟩];

• For b ∈ {0, 1}, ⟨(−b)1⟩ 7−→ [⟨⟨(−b)1⟩⟩, ⟨⟨(−−)1⟩⟩].

For each present color j satisfying 2 ≤ j ≤ ∆− i− 1:

• For b1 ∈ {0, 1}, b2 ∈ {0, 1}, ⟨(b1 b2)j⟩ 7−→ [⟨⟨(−−)j⟩⟩, ⟨⟨(b1 b2)j⟩⟩];

• For b ∈ {0, 1}, ⟨(b−)j⟩ 7−→ [⟨⟨(−−)j⟩⟩, ⟨⟨(b 0)j⟩⟩, ⟨⟨(b 1)j⟩⟩, ⟨⟨(b−)j⟩⟩];

• For b ∈ {0, 1}, ⟨(−b)j⟩ 7−→ [⟨⟨(−−)j⟩⟩, ⟨⟨(0 b)j⟩⟩, ⟨⟨(1 b)j⟩⟩, ⟨⟨(−b)j⟩⟩];
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• ⟨(01)j , (10)j⟩ 7−→ [⟨⟨(01)j⟩⟩, ⟨⟨(10)j⟩⟩, ⟨⟨(−−)j⟩⟩];

• ⟨(00)j , (11)j⟩ 7−→ [⟨⟨(00)j⟩⟩, ⟨⟨(11)j⟩⟩, ⟨⟨(−−)j⟩⟩];

• For b1 ∈ {0, 1}, b2 ∈ {0, 1}, ⟨(b1−)j , (−b2)j⟩ 7−→ [⟨⟨(−−)j⟩⟩, ⟨⟨(b1−)j⟩⟩, ⟨⟨(−b2)j⟩⟩, ⟨⟨(b1 0)j⟩⟩,
⟨⟨(b1 1)j⟩⟩, ⟨⟨(0 b2)j⟩⟩, ⟨⟨(1 b2)j⟩⟩];

• ⟨(!!)j⟩ 7−→ [⟨⟨(!!)j⟩⟩, ⟨⟨(−−)j⟩⟩, ⟨⟨(−0)j⟩⟩, ⟨⟨(−1)j⟩⟩, ⟨⟨(0−)j⟩⟩, ⟨⟨(1−)j⟩⟩, ⟨⟨(00)j⟩⟩, ⟨⟨(01)j⟩⟩,
⟨⟨(10)j⟩⟩, ⟨⟨(11)j⟩⟩].

For the special color j = ∆− i:

• ⟨(00)j , (01)j⟩ 7−→ [⟨⟨(00)j , (01)j⟩⟩, ⟨⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩⟩];

• ⟨(10)j , (11)j⟩ 7−→ [⟨⟨(10)j , (11)j⟩⟩, ⟨⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩⟩];

• ⟨(−0)j , (−1)j⟩ 7−→ [⟨⟨(00)∆−i, (01)∆−i⟩⟩, ⟨⟨(10)∆−i, (11)∆−i⟩⟩, ⟨⟨(−0)∆−i, (−1)∆−i⟩⟩,
⟨⟨(00)∆−i, (01)∆−i⟩, ⟨(10)∆−i, (11)∆−i⟩⟩].

Let B be the defined mapping. We summarize the above observation in the following statement.

Observation 4.33. The black constraint E ′′
i,∆ can be obtained as follows. Take each configuration

C∗ in E ′
i,∆, and replace labels using the mapping B.

Relation between Π′′
i,∆ and Πi+1,∆. We define additional problems Π′′′

i,∆ and Π′′′′
i,∆, which are,

like Π′′
i,∆, also going to be relaxations of R(Π′

i,∆), and then we prove that Π′′′′
i,∆ is equivalent to

Πi+1,∆. Let j be the special color. The problem Π′′′
i,∆ is obtained by replacing each instance of

⟨⟨(00)j , (01)j⟩⟩, and each instance of ⟨⟨(10)j , (11)j⟩⟩, with the label ⟨⟨(00)j , (01)j⟩, ⟨(10)j , (11)j⟩⟩, in
both the white and the black constraint of Π′′

i,∆.

Observation 4.34. In the white constraint of Π′′′
i,∆, all configurations that, for j = ∆− i−1, contain

the label ⟨⟨(0−)j⟩⟩ or ⟨⟨(1−)j⟩⟩ are non-maximal.

Proof. Consider the definition of N ′′
i,∆ given by Observation 4.26, and the replacement rules used to

define Π′′′
i,∆ as a function of Π′′

i,∆. The proof follows by observing the following:

• Label ⟨⟨(0−)j⟩⟩ is a subset of both ⟨⟨(00)j⟩⟩ and ⟨⟨(01)j⟩⟩;

• Label ⟨⟨(1−)j⟩⟩ is a subset of both ⟨⟨(10)j⟩⟩ and ⟨⟨(11)j⟩⟩;

• Given a configuration C that in position j has a label in {⟨⟨(0−)j⟩⟩, ⟨⟨(1−)j⟩⟩}, there is also a
configuration that is equal to C in all positions except j, and in position j contains a label
from {⟨⟨(00)j⟩⟩, ⟨⟨(01)j⟩⟩, ⟨⟨(10)j⟩⟩, ⟨⟨(11)j⟩⟩}.

Let Π′′′′
i,∆ be the problem obtained by removing from the white constraint of Π′′′

i,∆ all configurations
that, for j = ∆− i− 1, contain the label ⟨⟨(0−)j⟩⟩ or ⟨⟨(1−)j⟩⟩. By the definitions of Π′′′

i,∆ and Π′′′′
i,∆,

by Observation 4.34, and by Lemma 4.32, we obtain the following.

Lemma 4.35. The problem Π′′′′
i,∆ is a relaxation of R(Π′

i,∆).

We now define a renaming N of the labels of N ′′′′
i,∆. Let N be the following mapping.

• If j is not special, let N(⟨⟨L⟩⟩) = L.
• If j is special, let:
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– N(⟨⟨(00)j , (01)j⟩, ⟨(10)j , (11)j⟩⟩) = (?)j ;

– N(⟨⟨(−0)j , (−1)j⟩⟩) = (!)j .

By combining the definition of N ′′
i,∆ given by Observation 4.26, Observation 4.33, the replacement

rules used to define Π′′′
i,∆ as a function of Π′′

i,∆, and the definition of N ′′′′
i,∆ as a function of Π′′′

i,∆, we
obtain the following.

Observation 4.36. Under the renaming N , the white constraint N ′′′′
i,∆ of Π′′′′

i,∆ is equal to Ni+1,∆.

Observation 4.37. Under the renaming N , the black constraint E ′′′′
i,∆ of Π′′′′

i,∆ is equal to Ei+1,∆.

By combining Lemma 4.19, Lemma 4.35, Observation 4.36, and Observation 4.37, we obtain the
following.

Lemma 4.38. For all 0 ≤ i ≤ ∆− 3, there exists a problem Πrel
i,∆ satisfying the following:

• R(Πi,∆) can be relaxed to Πrel
i,∆;

• R(Πrel
i,∆) can be relaxed to Πi+1,∆;

• The number of labels of Πrel
i,∆ are upper bounded by O(∆).

4.8 The problem Π∆−2,∆ is not trivial

We now prove that Π∆−2,∆ is not trivial to solve, even when given a ∆-edge coloring.

Lemma 4.39. The problem Π∆−2,∆ is not 0-round solvable in the deterministic port numbering
model, even if a ∆-edge coloring is given.

Proof. Assume for a contradiction that there exists a deterministic 0-round algorithm solving
Π∆−2,∆ when given a ∆-edge coloring. Any 0-round algorithm (operating on white nodes) in the
deterministic port numbering model satisfies that all white nodes output the same configuration
C = {L1, . . . , L∆} ∈ N∆−2,∆. Moreover, there must exist a permutation φ such that all nodes
output label Li on port φ(i).

By the definition of N∆−2,∆, the configuration C must contain at least one label among the
following:

• (!!)1;
• (!)j , for some 3 ≤ j ≤ ∆;
• (−0)j , for some 1 ≤ j ≤ 2;
• (−1)j , for some 1 ≤ j ≤ 2.

Let Lj be such a label, and let i = φ(j) be the port on which the algorithm outputs Lj .
Observe that, for any possible Lj listed above, the configuration Lj Lj Lj is not contained in

E∆−2,∆. However, by considering a graph in which there are three white nodes u, v, w connected via
port i to the same black node b (satisfying that the ∆-edge coloring assigns color i to node b), we
obtain a setting in which the algorithm fails to produce a valid solution for Π∆−2,∆.

4.9 Relation between P∆ and Π0,∆

Lemma 4.40. Given a solution for P∆, it is possible to solve Π0,∆ in 0 rounds.

Proof. It is easy to see that NP∆
⊊ N0,∆ and that EP∆

⊊ E0,∆. Hence, any solution for P∆ is also a
solution for Π0,∆.
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4.10 Putting things together

By applying Lemma 4.38 multiple times, and then applying Lemma 4.39, we obtain the following.

Lemma 4.41. Let ∆ ≥ 3 be an integer. There exists a problem sequence Π0,∆ → Π1,∆ → . . .Π∆−2,∆

such that, for all 0 ≤ i < ∆− 2, the following holds:

• There exists a problem Π′
i,∆ that is a relaxation of R(Πi,∆);

• Πi+1,∆ is a relaxation of R(Π′
i,∆);

• The number of labels of Πi,∆, and the ones of Π′
i,∆, are upper bounded by O(∆).

Also, Π∆−2,∆ is not 0-round solvable in the deterministic port numbering model, when given a ∆-edge
coloring.

By combining Lemma 4.41 with Theorem 4.9, we obtain the following.

Lemma 4.42. Let ∆ ≥ 3 be an integer. The problem Π0,∆ requires Ω(min{∆, log∆ n}) rounds in
the deterministic LOCAL model and Ω(min{∆, log∆ log n}) rounds in the randomized LOCAL model,
even if a ∆-edge coloring is given.

By combining Lemma 4.42 with Lemma 4.40, we obtain Theorem 4.1.

5 Networks of non-signaling games

In this section, we show a classical upper bound for all networks of non-signaling games. We start
by defining the notion of a game. Each player of a game receives a local input and must produce a
local output such that the outputs of all players combined are consistent with their inputs.

Definition 5.1 (Game). Let Σ be a finite set, and let m ∈ N+ be the number of players. We
call g ⊆ Σm × Σm a game. Each player i receives one input xi ∈ Σ and produces one output
yi ∈ Σ. A move µ = (x, y) ∈ Σm × Σm is valid if µ ∈ g. We overload the notation so that
g(x) = {y ∈ Σm | (x, y) ∈ g}. We say g is solvable if, for every x, g(x) is non-empty.

Note that our games last for a single move. (Later on we will connect a player to multiple games
and hence each player will be part of moves in multiple games.) Since games that are not solvable
cannot be solved by any strategy at all, in what follows we assume that we are dealing exclusively
with solvable games.

Let us now move to the setting where a player takes part in multiple games. A game’s inputs
may depend arbitrarily (but in a computable way) on the outputs of games that were played before.
Formally we model this using circuits.

Definition 5.2 (Circuit of half-games). Let d ∈ N+, and let D be a circuit that satisfies the following
properties:

• D has a single input gate ξ and no output gates.
• Every wire in D carries a value in Σ.
• D may contain arbitrary gates over Σ (of unbounded fan-in and fan-out).
• D contains d unary gates H1, . . . ,Hd, which we call half-games.

A circuit C is a (degree-d) circuit of half-games if it can be obtained from such a D by detaching
all the Hi, that is, by replacing every Hi with a pair of input and output gates xi and yi (that are
connected to the rest of the circuit in the same way the input and output of Hi are). In a sense,
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Figure 9: Transforming D (on the left) into C (in the middle) by detaching all half-games. Note how
C may have multiple components and not use every one of its inputs. On the right, the prefix C2 is
presented.

C is just D where one can externally examine the inputs x1 · · ·xd to half-games H1, . . . ,Hd, and
the outputs of half-games are fixed at y1 · · · yd. As a result, C has d + 1 inputs ξ, y1, . . . , yd ∈ Σ
and d outputs x1, . . . , xd ∈ Σ. Equivalently, we may also view C as having 2 inputs, ξ ∈ Σ and
y = y1 · · · yd ∈ Σd, and a single output x = x1 · · ·xd ∈ Σd. See Figure 9 for an example.

The intuition is that, in addition to an external input ξ, D is connecting together d pairs (xi, yi)
that each correspond to a half-game Hi. Note that the roles of xi and yi as input and output from
the perspective of D, in contrast to that of the half-game Hi, are reversed: How yi is obtained from
xi is extrinsic to D—indeed, it is determined by Hi—and hence what D does is describe how xi
(which is the input of Hi) is obtained from the external input ξ and the yj (which are the outputs of
the other half-games).

With this in place, we now turn to the definition of the network of games problem. Each player
is modeled as a circuit of half-games of degree d. The input on white nodes describe what the circuit
looks like for each white node and what is their local input. The input on black nodes specify which
game is played with its neighbors. The output on each edge is the respective player’s input and
output pair to the game across that edge.

Definition 5.3 (Network of games problem). Fix the number of players m ∈ N+ and the number of
games d ∈ N+ each player plays. Let G = {gi ⊆ Σm × Σm}i be a family of games on Σ.

The network of games problem GAMESd[G] is an LCL problem defined on (d,m)-regular graphs
as follows:

• Each edge must be labeled with a pair from Σ× Σ.

• Each white node w is given an input element ξ ∈ Σ, a circuit of half-games C, and a
permutation σw of its neighboring edges. The node satisfies the white constraint if the output
labels (x1, y1), . . . , (xd, yd) ∈ Σ× Σ around it satisfy C(ξ, yσw) = xσw . This ensures that the
outputs of games flow correctly through the circuit to following games.
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• Each black node is given as input a game g ∈ G and a permutation σb of its neighboring edges.
The node satisfies the black constraint if the output labels (x1, y1), . . . , (xm, ym) ∈ Σ × Σ
around it satisfy yσb ∈ g(xσb). This ensures that each game is played correctly.

Note that, for simplicity, the problem above is defined with inputs on nodes. To make this an
LCL problem in the sense of Definition 2.1, we can move the node input labels to the adjacent edges
and require that all the inputs on the adjacent edges agree (and allow a node’s output to be arbitrary
if this is not the case). In particular, the permutation of neighboring edges is most naturally encoded
by having the neighboring edges carry their indices in the permutation. Moreover, note that both
the circuits C and the games g can be seen as tables over a finite alphabet, and hence there are
only finitely many distinct circuits and games. This ensures that the input and output label sets are
finite, as required by Definition 2.1.

We note here that the iterated GHZ problem, as defined in Section 3, is a relaxation of a network
of games problem, namely GAMES∆[{SYMM,GHZ}]. Here SYMM is the symmetry-breaking game,
where exactly one of the players must output 1 and the other two output 0, regardless of the
input. The easiest way to see that is indeed the case is to notice that the iterated GHZ problem is
a GAMES∆[{SYMM,GHZ}] instance with the following promises on the input:

• The circuit in each white node is the same, namely one where the first game is the SYMM
game and the rest are GHZ games. The circuit is linear and the output of one game flows
directly to become the input of the next game.

• The ∆-edge coloring (recall that this is a coloring of the black nodes) gives the order of the
games: Black node with color 1 plays the SYMM game while the rest of the black nodes play
the GHZ game. Note that the setting is actually even more relaxed, as the algorithm is free to
permute the order of the colors.

• The ∆-edge coloring also promises that each white agrees on the order of the games with its
adjacent white nodes. In the network of games problems in general, the first half-game of one
white node may be played with the last half-game of another white node.

Using similar reasoning, one can also get convinced that the iterated CHSH game, defined in
Section 1.3, is a relaxation of a network of games problem, this time GAMES∆[{CHSH}]. Finally,
we note that CHSH, SYMM and GHZ are non-signaling games, as defined in the next section
(Definition 5.5), and hence our upper bound algorithm works for solving both GAMES∆[{CHSH}]
and GAMES∆[{SYMM,GHZ}], and therefore also for solving the iterated CHSH and GHZ games.

5.1 Solving networks of non-signaling games deterministically

An important special class of games are so-called non-signaling games. For a survey on the topic,
see [32]. We now give a definition of non-signaling games adapted to our purposes. Before doing
that, we introduce some notation and minor definitions. For any function f : A → B and any subset
S ⊆ A, we denote by f ↾S the function g : S → B such that f(x) = g(x) for all x ∈ S. We now
define the notion of a strategy for a game.

Definition 5.4 (Strategy). For any fixed game g ⊆ Σm×Σm of m players, consider a mapping from
inputs to probability distributions over outputs ρ(g) : (x1, . . . , xm) 7→ {(λj : [m] → Σm, pj) : j ∈ J}.
Here, (x1, . . . , xm) ∈ Σm is an input for g, λj : [m] → Σm is an assignment of outputs to the [m]
players, pj is the probability that λj is the actual outputs of the players, and J is any set used
for indexing. We call ρ(g) a strategy for g. Since {(λj : [m] → Σm, pj) : j ∈ J} is a probability
distribution,

∑
j∈J pj = 1 and, for all j ∈ J , pj ≥ 0.

45



For any game g and any strategy ρ(g) for g, we say that ρ(g) solves g with probability at least p if, for
any input (x1, . . . , xm) ∈ Σm to g, the distribution {(λj : [m] → Σm, pj) : j ∈ J} = ρ(g)((x1, . . . , xm))
satisfies the following property: ∑

j∈J :
(λj(1),...,λj(m))∈g(x1,...,xm)

pj ≥ p.

For any subset of players S = {i1, . . . , is} ⊆ [m] (with i1 < i2 < · · · < is), let us define the
restriction of ρ(g) to S as ρ

(g)
S : (xi1 , . . . , xis) 7→ {(λS,j : S → Σs, pS,j) : j ∈ JS} where

pS,j =
∑
i∈J :

λS,j=λi↾S

pi.

Definition 5.5 (Non-signaling game). A game g ⊆ Σm × Σm is said to be non-signaling if there
exists a strategy ρ(g) : (x1, . . . , xm) 7→ {(yj : [m] → Σm, pj) : j ∈ J} solving g with probability 1

such that, for every pair of inputs (x
(1)
1 , . . . , x

(1)
m ), (x

(2)
1 , . . . , x

(2)
m ) ∈ Σm × Σm to g, and any subset

of the players S = {i1, . . . , is} ⊆ [m] (with i1 < i2 < · · · < is), if x(1)i = x
(2)
i for all i ∈ S, then

ρ
(g)
S (x

(1)
i1

, . . . , x
(1)
is

) = ρ
(g)
S (x

(2)
i1

, . . . , x
(2)
is

). Also, ρ(g) is said to be a non-signaling strategy for g.

Interestingly, for every non-signaling game, the existence of a non-signaling strategy solving g
guarantees a strong completability property, which we exploit for our major result of this section.
Let us now describe strongly completable games.

Informally, a game is strongly completable if every move can be “sequentialized” by splitting it
into plies where each player Pi does the following in their respective ply:

1. Pi sees the inputs and outputs of all players that completed their ply before it as well as its
own input xi.

2. With only this information, Pi can produce an output yi such that, no matter what the rest of
the inputs are and in what order the rest of the players complete their plies, the other players
are each able to find outputs that make the whole move a valid one using only information
described in Item 1.

Note we are assuming that the process determining the order in which players must complete
their plies is non-adaptive (i.e., it follows a fixed permutation).

Definition 5.6 (Strongly completable game). A game g ⊆ Σm×Σm is said to be strongly completable
if, for every permutation σ : [m] → [m], we have that

∀xσ(1) ∈ Σ : ∃yσ(1) ∈ Σ : · · · ∀xσ(m) ∈ Σ : ∃yσ(m) ∈ Σ : (y1 · · · ym) ∈ g(x1 · · ·xm).

As mentioned before, non-signaling games are strongly completable.

Lemma 5.7. Any non-signaling game g ⊆ Σm × Σm is strongly completable.

Proof. Since g is non-signaling, there exists a non-signaling strategy ρ(g) solving g with probability 1,
which implies that all outputs sampled according to ρ(g) are global solutions. Fix any permutation
σ : [m] → [m]. Now, for the first player σ(1) with input xσ(1), sample any output yσ(1) from the
restriction ρ

(g)
{σ(1)}(xσ(1)). Now we proceed recursively. Let i > 1 and suppose that all inputs and

outputs for players σ(1), . . . , σ(i− 1) have been fixed. For player σ(i) with input xσ(i), sample any

46



output yσ(i) using ρ
(g)
{σ(1),...,σ(i)}(xσ(1), . . . , xσ(i)) as follows: For any j ∈ [m], let p(yσ(1), . . . , yσ(j))

the probability of sampling (yσ(1), . . . , yσ(j)) from ρ
(g)
{σ(1),...,σ(j)}(xσ(1), . . . , xσ(j)). Then, any yσ(i) is

sampled with probability
p(yσ(1), . . . , yσ(i))

p(yσ(1), . . . , yσ(i−1))
.

This procedure is well-defined because at any step there is always some output to choose with
non-zero probability, due to the non-signaling property of ρ(g) (which solves g with probability
1). This is because, at any step i, the probability of having sampled (yσ(1), . . . , yσ(i)) is exactly
the unconditional probability associated to the output labeling λi : {σ(1), . . . , σ(i)} → Σi defined
by λi(σ(j)) = yσ(j): such distribution is given by ρ

(g)
{σ(1),...,σ(i)}(xσ(1), . . . , xσ(i)). Let us denote this

probability by pi. We prove this statement by induction. If i = 1, the thesis is trivial by construction.
Assume i > 1 and the thesis to be true for i−1. Let Y1, . . . , Yi be the random variables describing the
outputs for players σ(1), . . . , σ(i), respectively. Then, the probability of sampling (yσ(1), . . . , yσ(i))
can be expressed as follows:

Pr
[
(Y1, . . . , Yi) = (yσ(1), . . . , yσ(i))

]
= Pr

[
(Y1, . . . , Yi) = (yσ(1), . . . , yσ(i))

∣∣ (Y1, . . . , Yi−1) = (yσ(1), . . . , yσ(i−1))
]

· Pr
[
(Y1, . . . , Yi−1) = (yσ(1), . . . , yσ(i−1))

]
=

pi
pi−1

· pi−1 (1)

= pi,

where Equation (1) holds by construction of the sampling procedure. Finally, we conclude that
Pr

[
(Y1, . . . , Ym) = (yσ(1), . . . , yσ(m))

]
= pm > 0. Since all outputs sampled with non-zero probability

according to ρ(g) are actual solutions, then (yσ(1), . . . , yσ(m)) is a global solution, completing the
lemma.

We finally present the main result of this section:

Theorem 5.8. For any collection of strongly completable games G = {gi ⊆ Σm × Σm}i and any
d ∈ N+, there is a deterministic LOCAL algorithm that solves GAMESd[G] in O(d) rounds.

Theorem 5.8 and Lemma 5.7 imply the following corollary.

Corollary 5.9. For any collection of non-signaling games G = {gi ⊆ Σm × Σm}i and any d ∈ N+,
there is a deterministic LOCAL algorithm that solves GAMESd[G] in O(d) rounds.

To make the proof simpler, we make the following trivial observation:

Observation 5.10. Let C be a degree-d circuit of half-games. Without loss of generality, we may
assume that half-games H1, . . . ,Hd appear in a topological order in circuit C.

With the help of this observation, we notice that the half-games of a circuit partition the circuit
into connected components. In particular, we can consider the circuit formed by only the first k
games.

Definition 5.11 (Prefix of a circuit of half-games). Let C be a degree-d circuit of half-games, and
let ξ and y1, . . . , yd be the inputs and let x1, . . . , xd be the outputs of C. Let k ∈ [d]. Define Ck

to be the circuit consisting of only components connected to half-games H1, . . . ,Hk. In particular,
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circuit Ck has only inputs ξ and (some subset of) y1, . . . , yk−1, and fully defines the outputs x1, . . . , xk.
This is because, by the above observation, the games H1, . . . ,Hk are in a topological order in C.
In particular, the input for game Hi depends only on ξ and the outputs of games Hj for j < i.
See Figure 9 for a visualization.

We can now present our algorithm A. The algorithm proceeds in d phases, each of which consists
of two communication rounds: one where information flows from white to black nodes and another
where it does so in the reverse direction. We refer to these as the white and black rounds, accordingly.
Let us now describe what occurs in phase number i ∈ [d].

1. The white nodes keep track of the results y1, . . . , yi−1 of the half-games they have determined
already. In the white phase i, each white node w evaluates Ci(ξ, y1, . . . , yi−1) to get value xi.
Node w then sends this value to the black node representing the said game according to the
input permutation.

2. Let j ∈ [m] denote the number of messages black node b has received by black round i, and let
s ∈ [m]j be player numbers of the senders those messages in the order of reception, breaking
ties arbitrarily among simultanously-arrived messages. The black node b can map the ports to
player numbers using the local input permutation. Let x ∈ Σj be the values of those messages,
in the same order.

Now the node b now plays game g using s as the playing order and x as the inputs, producing
partial output y ∈ Σj for those nodes. Because g is a strongly completable game, it can
pick the outputs y one-by-one in such way that the game is still solvable for every possible
future inputs. Moreover, the node plays the game in a deterministic manner in order not to
change the values of previously-assigned outputs. This is possible by the definition of strongly
completable games, see Definition 5.6. Finally, node b sends the player output yk to each
neighbor k it received a message in this round.

The round complexity of A is evidently 2d = O(d). The white constraint is satisfied by
construction. Hence for the correctness we need only argue that the black constraint is satisfied,
which we do in the following lemma:

Lemma 5.12. Algorithm A is correct, that is, for every black node b ∈ B with input game g, the
edges around it are labeled with (xi, yi) such that y ∈ g(x) (where x = x1 · · ·xm and y = y1 · · · ym).

Proof. Fix such a black node b ∈ B. First notice that, since the algorithm is deterministic, for a
fixed input to the algorithm we will have a fixed order in which b receives inputs xi from white nodes
and, hence, also a fixed order in which it sets the outputs yi. Hence there is a permutation σ as in
Definition 5.6 that corresponds to the order in which b sets the yi. Having observed this, note that
there is no difference (from the point of view of b) if the inputs xi arrive in separate phases or all in
the same one. Hence we can assume that the latter is the case. Having done so, then what b does is
exactly what is guaranteed to be possible by Definition 5.6, and thus the claim follows.

This concludes the proof of Theorem 5.8.
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A Omitted proofs for the first round elimination step

We first observe that, a necessary condition for a label to be at least as strong as another label, is
for the two labels to be of the same color.

Observation A.1. Let L1 and L2 be two labels of different colors. Then, L1 ̸≤ L2 and L2 ̸≤ L1.

Then, by the definition of strength relation, the following also holds.

Observation A.2. Let L1 and L2 be two labels. Let C be the set of configurations described by a
set S of condensed configurations. Assume that, for all condensed configurations of S it holds that,
if a disjunction contains L1, then the disjunction also contains L2. Then, w.r.t. the constraint C, it
holds that L1 ≤ L2.

By transitivity of the strength relation, the following also holds.

Observation A.3. Let L1, L2, L3 be labels satisfying L1 ≤ L2 and L3 ̸≤ L2. Then, L3 ̸≤ L1.

Proof of Lemma 4.15. By Observation A.1, labels of color j can only be in relation with labels
of color j. By Observation A.2, the relation depicted in the diagram is present. Hence, we only
need to prove that (?)j ̸≤ (!)j , which holds since, while the configuration (!)2j (?)j is allowed, the
configuration (!)3j is not allowed.

Proof of Lemma 4.12. By Observation A.1, labels of color 1 can only be in relation with labels of
color 1. By Observation A.2, the relations depicted in the diagram are present. Hence, we only need
to prove that no additional relations than the ones of Figure 1 hold. We consider all possible cases:

• (−−)1 ̸≤ (−0)1 because the configuration (−−)1 (−0)21 is allowed but (−0)31 is not.
• (−−)1 ̸≤ (−1)1 because the configuration (−1)1 (−−)21 is allowed but (−−)1 (−1)21 is not.
• (−−)1 ̸≤ (!!)1 holds by Observation A.3.
• (−0)1 ̸≤ (−1)1 because the configuration (−0)1 (−1)1 (−−)1 is allowed but (−−)1(−1)21 is not.
• (−1)1 ̸≤ (−0)1 because the configuration (−1)1 (−0)21 is allowed but (−0)31 is not.
• (−0)1 ̸≤ (!!)1 and (−1)1 ̸≤ (!!)1 hold by Observation A.3.

Proof of Lemma 4.13. By Observation A.1, labels of color j can only be in relation with labels of
color j. By Observation A.2, the relations depicted in the diagram are present. Hence, we only need
to prove that no additional relations than the ones of Figure 2 hold. We consider all possible cases:

• (−−)j ̸≤ (00)j because (00)j (01)j (−−)j is allowed but (01)j (00)2j is not.
• (−−)j ̸≤ (01)j because (−−)j (00)2j is allowed but (01)j (00)2j is not.
• (−−)j ̸≤ (10)j because (00)j (10)j (−−)j is allowed but (00)j (10)2j is not.
• (−−)j ̸≤ (11)j because (00)j (11)j (−−)j is allowed but (00)j (11)2j is not.
• (−−)j ̸≤ (0−)j , (−−)j ̸≤ (1−)j , (−−)j ̸≤ (−0)j , (−−)j ̸≤ (−1)j , and (−−)j ̸≤ (!!)j by

Observation A.3.
• (00)j ̸≤ (01)j because (00)3j is allowed but (01)j (00)2j is not.
• (00)j ̸≤ (10)j because (10)j (00)2j is allowed but (00)j (10)2j is not.
• (00)j ̸≤ (11)j because (11)j (00)2j is allowed but (00)j (11)2j is not.
• (00)j ̸≤ (0−)j , (00)j ̸≤ (1−)j , (00)j ̸≤ (−0)j , (00)j ̸≤ (−1)j , and (00)j ̸≤ (!!)j by

Observation A.3.
• (01)j ̸≤ (00)j because (00)j (01)2j is allowed but (01)j (00)2j is not.
• (01)j ̸≤ (10)j because (00)j (01)j (10)j is allowed but (00)j (10)2j is not.
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• (01)j ̸≤ (11)j because (00)j (01)j (11)j is allowed but (00)j (11)2j is not.
• (01)j ̸≤ (0−)j , (01)j ̸≤ (1−)j , (01)j ̸≤ (−0)j , (01)j ̸≤ (−1)j , and (01)j ̸≤ (!!)j by

Observation A.3.
• (10)j ̸≤ (00)j because (00)j (01)j (10)j is allowed but (01)j (00)2j is not.
• (10)j ̸≤ (01)j because (10)j (00)2j is allowed but (01)j (00)2j is not.
• (10)j ̸≤ (11)j because (00)j (10)j (11)j is allowed but (00)j (11)2j is not.
• (10)j ̸≤ (0−)j , (10)j ̸≤ (1−)j , (10)j ̸≤ (−0)j , (10)j ̸≤ (−1)j , (10)j ̸≤ (!!)j by Observation A.3.
• (11)j ̸≤ (00)j because (00)j (01)j (11)j is allowed but (01)j (00)2j is not.
• (11)j ̸≤ (01)j because (11)j (00)2j is allowed but (01)j (00)2j is not.
• (11)j ̸≤ (10)j because (00)j (10)j (11)j is allowed but (00)j (10)2j is not.
• (11)j ̸≤ (0−)j , (11)j ̸≤ (1−)j , (11)j ̸≤ (−0)j , (11)j ̸≤ (−1)j , and (11)j ̸≤ (!!)j by

Observation A.3.
• (0−)j ̸≤ (10)j because (00)j (10)j (0−)j is allowed but (00)j (10)2j is not.
• (0−)j ̸≤ (11)j because (00)j (11)j (0−)j is allowed but (00)j (11)2j is not.
• (0−)j ̸≤ (1−)j , (0−)j ̸≤ (−0)j , (0−)j ̸≤ (−1)j , and (0−)j ̸≤ (!!)j by Observation A.3.
• (1−)j ̸≤ (00)j because (00)j (01)j (1−)j is allowed but (01)j (00)2j is not.
• (1−)j ̸≤ (01)j because (1−)j (00)2j is allowed but (01)j (00)2j is not.
• (1−)j ̸≤ (0−)j , (1−)j ̸≤ (−0)j , (1−)j ̸≤ (−1)j , and (1−)j ̸≤ (!!)j by Observation A.3.
• (−0)j ̸≤ (01)j because (−0)j (00)2j is allowed but (01)j (00)2j is not.
• (−0)j ̸≤ (11)j because (00)j (11)j (−0)j is allowed but (00)j (11)2j is not.
• (−0)j ̸≤ (0−)j , (−0)j ̸≤ (1−)j , (−0)j ̸≤ (−1)j , and (−0)j ̸≤ (!!)j by Observation A.3.
• (−1)j ̸≤ (00)j because (00)j (01)j (−1)j is allowed but (01)j (00)2j is not.
• (−1)j ̸≤ (10)j because (00)j (10)j (−1)j is allowed but (00)j (10)2j is not.
• (−1)j ̸≤ (0−)j , (−1)j ̸≤ (1−)j , (−1)j ̸≤ (−0)j , and (−1)j ̸≤ (!!)j by Observation A.3.

Proof of Lemma 4.14. By Observation A.1, labels of color j can only be in relation with labels of
color j. By Observation A.2, the relations depicted in the diagram are present. Hence, we only need
to prove that no additional relations than the ones of Figure 3 hold. We consider all possible cases:

• (−−)j ̸≤ (00)j because (00)j (01)j (−−)j is allowed but (01)j (00)2j is not.
• (−−)j ̸≤ (01)j because (−−)j (00)2j is allowed but (01)j (00)2j is not.
• (−−)j ̸≤ (10)j because (00)j (10)j (−−)j is allowed but (00)j (10)2j is not.
• (−−)j ̸≤ (11)j because (00)j (11)j (−−)j is allowed but (00)j (11)2j is not.
• (−−)j ̸≤ (−0)j and (−−)j ̸≤ (−1)j by Observation A.3.
• (00)j ̸≤ (01)j because (00)3j is allowed but (01)j (00)2j is not.
• (00)j ̸≤ (10)j because (10)j (00)2j is allowed but (00)j (10)2j is not.
• (00)j ̸≤ (11)j because (11)j(00)

2
j is allowed but (00)j (11)2j is not.

• (00)j ̸≤ (−0)j and (00)j ̸≤ (−1)j by Observation A.3.
• (01)j ̸≤ (00)j because (00)j (01)2j is allowed but (01)j (00)2j is not.
• (01)j ̸≤ (10)j because (00)j (01)j (10)j is allowed but (00)j (10)2j is not.
• (01)j ̸≤ (11)j because (00)j (01)j (11)j is allowed but (00)j (11)2j is not.
• (01)j ̸≤ (−0)j and (01)j ̸≤ (−1)j by Observation A.3.
• (10)j ̸≤ (00)j because (00)j (01)j (10)j is allowed but (01)j (00)2j is not.
• (10)j ̸≤ (01)j because (10)j (00)2j is allowed but (01)j (00)2j is not.
• (10)j ̸≤ (11)j because (00)j (10)j (11)j is allowed but (00)j (11)2j is not.
• (10)j ̸≤ (−0)j and (10)j ̸≤ (−1)j by Observation A.3.
• (11)j ̸≤ (00)j because (00)j (01)j (11)j is allowed but (01)j (00)2j is not.
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• (11)j ̸≤ (01)j because (11)j (00)2j is allowed but (01)j (00)2j is not.
• (11)j ̸≤ (10)j because (00)j (10)j (11)j is allowed but (00)j (10)2j is not.
• (11)j ̸≤ (−0)j and (11)j ̸≤ (−1)j by Observation A.3.
• (−0)j ̸≤ (01)j because (−0)j (00)2j is allowed but (01)j (00)2j is not.
• (−0)j ̸≤ (11)j because (00)j (11)j (−0)j is allowed but (00)j (11)2j is not.
• (−1)j ̸≤ (00)j because (00)j (01)j (−1)j is allowed but (01)j (00)2j is not.
• (−1)j ̸≤ (10)j because (00)j (10)j (−1)j is allowed but (00)j (10)2j is not.
• (−0)j ̸≤ (−1)j and (−1)j ̸≤ (−0)j by Observation A.3.

B Omitted proofs for the second round elimination step

We observe that, as in the case of the first round elimination step, a necessary condition for a label
to be at least as strong as another label, is for the two labels to be of the same color.

Observation B.1. Let L1 and L2 be two labels of different colors. Then, L1 ̸≤ L2 and L2 ̸≤ L1.

Again, by the definition of strength relation, the following also holds.

Observation B.2. Let L1 and L2 be two labels. Let C be the set of configurations described by a set
S of condensed configurations. Assume that, for all condensed configurations of S it holds that, if
a disjunction contains L1, then the disjunction also contains L2. Then, w.r.t. the constraint C, it
holds that L1 ≤ L2.

Again, by transitivity of the strength relation, the following also holds.

Observation B.3. Let L1, L2, L3 be labels satisfying L1 ≤ L2 and L3 ̸≤ L2. Then, L3 ̸≤ L1.

Proof of Lemma 4.24. By Observation B.1, labels of color j can only be in relation with labels of
color j. By Observation B.2, the relation depicted in the diagram is present. Hence, we only need to
prove that ⟨(!)j⟩ ̸≤ ⟨(?)j⟩, which holds since the configuration L1 . . . L∆ is allowed, where:

• For 1 ≤ k ≤ ∆− i− 1, Lk = ⟨(−−)k⟩;
• L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
• For ∆− i+ 1 ≤ k ≤ ∆ such that j ̸= k, Lk = ⟨(?)k⟩;
• Lj = ⟨(!)j⟩,

but by replacing ⟨(!)j⟩ with ⟨(?)j⟩ we obtain a configuration that is not allowed.

Proof of Lemma 4.21. By Observation B.1, labels of color 1 can only be in relation with labels of
color 1. By Observation B.2, the relations depicted in the diagram are present. Hence, we only need
to prove that no additional relations than the ones of Figure 5 hold. We consider all possible cases:

• ⟨(!!)1⟩ ̸≤ ⟨(−0)1⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(!!)1⟩;
– For 2 ≤ k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(!!)1⟩ with ⟨(−0)1⟩ we obtain a configuration that is not allowed.
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• ⟨(!!)1⟩ ̸≤ ⟨(−1)1⟩ for symmetric reasons as in the case ⟨(!!)1⟩ ̸≤ ⟨(−0)1⟩.

• ⟨(!!)1⟩ ̸≤ ⟨(−−)1⟩ by Observation B.3.

• ⟨(−0)1⟩ ̸≤ ⟨(−1)1⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(−0)1⟩ with ⟨(−1)1⟩ we obtain a configuration that is not allowed.

• ⟨(−1)1⟩ ̸≤ ⟨(−0)1⟩ for symmetric reasons as in the case ⟨(−0)1⟩ ̸≤ ⟨(−1)1⟩.

• ⟨(−1)1⟩ ̸≤ ⟨(−−)1⟩ and ⟨(−0)1⟩ ̸≤ ⟨(−−)1⟩ hold by Observation B.3.

Proof of Lemma 4.22. By Observation B.1, labels of color j can only be in relation with labels of
color j. By Observation B.2, the relations depicted in the diagram are present. Hence, we only need
to prove that no additional relations than the ones of Figure 6 hold. We consider all possible cases.

• ⟨(00)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(00)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(00)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(00)j⟩ ̸≤ ⟨(01)j⟩, ⟨(00)j⟩ ̸≤ ⟨(10)j⟩, ⟨(00)j⟩ ̸≤ ⟨(11)j⟩,
⟨(00)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(00)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(00)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(01)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(01)j⟩ ̸≤ ⟨(00)j⟩, ⟨(01)j⟩ ̸≤ ⟨(10)j⟩, ⟨(01)j⟩ ̸≤ ⟨(11)j⟩,
⟨(01)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(01)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(01)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(01)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩,
⟨(10)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(10)j⟩ ̸≤ ⟨(00)j⟩, ⟨(10)j⟩ ̸≤ ⟨(01)j⟩, ⟨(10)j⟩ ̸≤ ⟨(11)j⟩,
⟨(10)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(10)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(10)j⟩ ̸≤ ⟨(−1)j⟩, ⟨(10)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩,
⟨(11)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(11)j⟩ ̸≤ ⟨(00)j⟩, ⟨(11)j⟩ ̸≤ ⟨(01)j⟩, ⟨(11)j⟩ ̸≤ ⟨(10)j⟩,
⟨(11)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(11)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(11)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(11)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩ for
symmetric reasons.

• ⟨(0−)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j⟩
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j⟩ with ⟨(1−)j , (−0)j⟩ we obtain a configuration that is not allowed.

• ⟨(0−)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:
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– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j⟩
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(0−)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(00)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(01)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(10)j⟩,
⟨(0−)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(11)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(1−)j⟩,
⟨(0−)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(0−)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(1−)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(00)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(01)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(10)j⟩,
⟨(1−)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(11)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(0−)j⟩,
⟨(1−)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(−1)j⟩, ⟨(1−)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ for
symmetric reasons.

• ⟨(−0)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(−0)j⟩
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(−0)j⟩ with ⟨(0−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(−0)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(−0)j⟩
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(−0)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(−0)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(00)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(01)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(10)j⟩,
⟨(−0)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(11)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(0−)j⟩,
⟨(−0)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(−0)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(−1)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(00)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(01)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(10)j⟩,
⟨(−1)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(11)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(0−)j⟩,
⟨(−1)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩, ⟨(−1)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ for
symmetric reasons.

• ⟨(01)j , (10)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
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– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(01)j , (10)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(01)j , (10)j⟩ with ⟨(1−)j , (−0)j⟩ we obtain a configuration that is not allowed.

• ⟨(01)j , (10)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(01)j , (10)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(01)j , (10)j⟩ with ⟨(0−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(01)j , (10)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(00)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(01)j⟩,
⟨(01)j , (10)j⟩ ̸≤ ⟨(10)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(11)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(00)j , (11)j⟩,
⟨(01)j , (10)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(01)j , (10)j⟩ ̸≤ ⟨(−0)j⟩,
⟨(01)j , (10)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(00)j , (11)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(00)j , (11)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(00)j , (11)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(00)j , (11)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(00)j , (11)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(00)j , (11)j⟩ with ⟨(0−)j , (−0)j⟩ we obtain a configuration that is not allowed.

• ⟨(00)j , (11)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(00)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(01)j⟩,
⟨(00)j , (11)j⟩ ̸≤ ⟨(10)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(11)j⟩,
⟨(00)j , (11)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(00)j , (11)j⟩ ̸≤ ⟨(−0)j⟩,
⟨(00)j , (11)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:
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– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j , (−0)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−0)j⟩ with ⟨(1−)j , (−0)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(0−)j , (−0)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−0)j⟩ with ⟨(0−)j , (−1)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j , (−0)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−0)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(00)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(01)j⟩,
⟨(0−)j , (−0)j⟩ ̸≤ ⟨(10)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(11)j⟩,
⟨(0−)j , (−0)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(1−)j⟩,
⟨(0−)j , (−0)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(0−)j , (−0)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j , (−1)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−1)j⟩ with ⟨(1−)j , (−1)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:
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– L1 = ⟨(−0)1⟩;
– For 2 ≤ k < j, Lk = ⟨(00)k⟩;
– Lj = ⟨(0−)j , (−1)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−1)j⟩ with ⟨(1−)j , (−0)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(0−)j , (−1)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(0−)j , (−1)j⟩ with ⟨(0−)j , (−0)j⟩ we obtain a configuration that is not
allowed.

• ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(00)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(01)j⟩,
⟨(0−)j , (−1)j⟩ ̸≤ ⟨(10)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(11)j⟩,
⟨(0−)j , (−1)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(1−)j⟩,
⟨(0−)j , (−1)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(0−)j , (−1)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

• ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(00)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(01)j⟩,
⟨(1−)j , (−0)j⟩ ̸≤ ⟨(10)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(11)j⟩,
⟨(1−)j , (−0)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(1−)j⟩,
⟨(1−)j , (−0)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(−1)j⟩,
⟨(1−)j , (−0)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩, ⟨(1−)j , (−0)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩ for symmetric reasons.

• ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(00)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(01)j⟩,
⟨(1−)j , (−1)j⟩ ̸≤ ⟨(10)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(01)j , (10)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(11)j⟩,
⟨(1−)j , (−1)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(1−)j⟩,
⟨(1−)j , (−1)j⟩ ̸≤ ⟨(−0)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩,
⟨(1−)j , (−1)j⟩ ̸≤ ⟨(−1)j⟩, ⟨(1−)j , (−1)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ for symmetric reasons.

• ⟨(!!)j⟩ ̸≤ ⟨(0−)j , (−1)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(!!)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– L∆−i = ⟨(00)∆−i, (01)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(!!)j⟩ with ⟨(0−)j , (−1)j⟩ we obtain a configuration that is not allowed.

• ⟨(!!)j⟩ ̸≤ ⟨(0−)j , (−0)j⟩ because the configuration L1 . . . L∆ is allowed, where:
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– L1 = ⟨(−1)1⟩;
– For 2 ≤ k < j, Lk = ⟨(11)k⟩;
– Lj = ⟨(!!)j⟩;
– For j < k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– L∆−i = ⟨(10)∆−i, (11)∆−i⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(!!)j⟩ with ⟨(0−)j , (−0)j⟩ we obtain a configuration that is not allowed.

• ⟨(!!)j⟩ ̸≤ ⟨(1−)j , (−1)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(1−)j , (−0)j⟩ for symmetric reasons.

• ⟨(!!)j⟩ ̸≤ ⟨(−−)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(00)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(01)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(10)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(01)j , (10)j⟩,
⟨(!!)j⟩ ̸≤ ⟨(11)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(00)j , (11)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(0−)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(1−)j⟩, ⟨(!!)j⟩ ̸≤ ⟨(−0)j⟩,
⟨(!!)j⟩ ̸≤ ⟨(−1)j⟩ hold by Observation B.3.

Proof of Lemma 4.23. By Observation B.1, labels of the special color j = ∆ − i can only be in
relation with labels of color j. By Observation B.2, the relations depicted in the diagram are present.
Hence, we only need to prove that no additional relations than the ones of Figure 7 hold. We consider
all possible cases:

• ⟨(00)j , (01)j⟩ ̸≤ ⟨(10)j , (11)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−0)1⟩;
– For 2 ≤ k ≤ ∆− i− 1, Lk = ⟨(00)k⟩;
– Lj = ⟨(00)j , (01)j⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(00)j , (01)j⟩ with ⟨(10)j , (11)j⟩ we obtain a configuration that is not allowed.

• ⟨(10)j , (11)j⟩ ̸≤ ⟨(00)j , (01)j⟩ for symmetric reasons as in the case ⟨(00)j , (01)j⟩ ̸≤ ⟨(10)j , (11)j⟩.

• ⟨(−0)j , (−1)j⟩ ̸≤ ⟨(00)j , (01)j⟩ because the configuration L1 . . . L∆ is allowed, where:

– L1 = ⟨(−1)1⟩;
– For 2 ≤ k ≤ ∆− i− 1, Lk = ⟨(11)k⟩;
– Lj = ⟨(−0)j , (−1)j⟩;
– For ∆− i+ 1 ≤ k ≤ ∆, Lk = ⟨(?)k⟩;

but by replacing ⟨(−0)j , (−1)j⟩ with ⟨(00)j , (01)j⟩ we obtain a configuration that is not allowed.

• ⟨(−0)j , (−1)j⟩ ̸≤ ⟨(10)j , (11)j⟩ for symmetric reasons as in the case ⟨(−0)j , (−1)j⟩ ̸≤ ⟨(00)j , (01)j⟩.
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