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ABSTRACT: The study of the statistical and dynamical characteristics of extreme and very extreme

events in the climate system is impaired by a strong under-sampling issue. Because extreme events

are rare, answering questions about the physical mechanisms from which they arise usually depends

on the investigation of just a few cases, either in observations or in models. In this paper we use

a rare events algorithm to massively increase the number of extremely hot, dry and anticyclonic

summers in Western Europe simulated in the state-of-the-art IPSL-CM6A-LR climate model under

pre-industrial anthropogenic forcings. This allows us to reach precise climatological results on

the dynamics leading to centennial hot summers. We show that these summers are characterized

by both more and longer heatwaves than usual, and are associated to a combination of a local

non-barotropic positive geopotential height anomaly and non-local eastward-shifted soil moisture

anomalies. The atmospheric dynamics of these summers is mainly driven by a recurrence of short

Rossby wave packets of synoptic scale rather than circumglobal wave patterns.
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SIGNIFICANCE STATEMENT: Studying very extreme meteorological and climatological24

events is difficult because these events are rare and therefore seldom observed in both obser-25

vations and simulations. Here we employ a so-called rare events algorithm to simulate a large26

number of extremely hot, dry and anticyclonic summers in Western Europe with a climate model.27

We show that the algorithm is able to simulate efficiently extremely rare events, with return times28

ranging from one hundred to one million years. This allows us to describe precisely the physical29

mechanisms leading to these very extreme summers.30

1. Introduction31

Because of their tremendous impacts on societies and ecosystems, extreme climatological and32

meteorological events have been increasingly studied by the scientific community (Seneviratne33

et al. 2021). Besides, understanding properties of the tail of the distribution of climatological34

variables rather than only the mean, is a legitimate climate science question. Heat events, and35

especially mid-latitude heatwaves, have been the focus of scientific attention (Perkins 2015; Horton36

et al. 2016; Domeisen et al. 2023; Barriopedro et al. 2023), in particular since the record breaking37

2003 summer in Western Europe (Stott et al. 2004). This attention came as a result of these events38

being the ones for which there is the strongest consensus on their observed and future increase in39

both frequency and intensity in response to global warming (Perkins-Kirkpatrick and Lewis 2020;40

Seneviratne et al. 2021; Barriopedro et al. 2023; Domeisen et al. 2023; Van Loon and Thompson41

2023; Huntingford et al. 2024).42

A mid-latitude heatwave is primarily an atmospheric-driven event (Horowitz et al. 2022): it43

occurs because of the presence of a long-lasting quasi-stationary and self-sustaining anticyclonic44

structure disrupting the climatological westerlies (Hoskins and Woollings 2015; Pfleiderer and45

Coumou 2018; Kautz et al. 2022). These anticyclones are usually embedded in a slow-moving or46

quasi-stationary larger scale structure, often an atmospheric block (Xoplaki et al. 2003; Meehl and47

Tebaldi 2004; Stefanon et al. 2012; Pfahl and Wernli 2012; Schaller et al. 2018; Castañeda and48

Wang 2024) or a stationary subtropical ridge (Marshall et al. 2014; Sousa et al. 2018; Jiménez-49

Esteve et al. 2022). Close to the surface, a heat low can be present, creating local weak cyclonic50

circulation (Della-Marta et al. 2007; Fischer et al. 2007). There is still limited understanding51

on the factors determining the onset and maintenance of these atmospheric systems in general52
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and in conjunction with large anomalies of near-surface temperature in particular (Barriopedro53

et al. 2023). These factors are numerous and may vary regionally, but they usually involve the54

interaction of atmospheric Rossby waves (Rossby 1939) of different scales. Although the role of55

amplified Rossby waves is well recognized for the emergence of persistent anticyclonic anomalies,56

two different mechanisms have been proposed for the formation of blocking anticyclones leading57

to heatwaves (Horton et al. 2016): amplified quasi-stationary circumglobal Rossby waves (CGW)58

and high-amplitude transient non-circumglobal Rossby wave packets (RWP).59

The hypothesis of amplified CGW by waveguides for explaining heatwaves was first proposed60

by Petoukhov et al. (2013) and the associated physical mechanism is named quasi-resonant ampli-61

fication (QRA). The authors suggested that a common mechanism for the generation of persistent62

planetary-scale high amplitude patterns of the atmospheric circulation with high zonal wave num-63

bers results from the trapping and amplification within mid-latitude waveguides of free synoptic64

waves. This would create highly persistent configurations in summertime, reducing summer vari-65

ability and favoring extremes teleconnections. This mechanism may be particularly relevant for66

concurrent heatwaves around the hemisphere (Coumou et al. 2014; Screen and Simmonds 2014;67

Petoukhov et al. 2016; Mann et al. 2017; Kornhuber et al. 2019; He et al. 2023). Although the68

link between preceding patterns of anomalous atmospheric planetary waves and surface heatwaves69

has been shown by several studies (Teng et al. 2013), the QRA mechanism has been criticized.70

In general, summer waveguides tend to be weaker than winter waveguides and not circumglobal71

(Teng and Branstator 2019). The contributions of CGW to temperature extremes is not higher than72

that of non-circumglobal patterns (Fragkoulidis et al. 2018; Röthlisberger et al. 2016). Although73

there is a statistically significant link between jet waviness on a hemispheric scale and monthly74

temperature anomalies (Screen and Simmonds 2014), and on synoptic time scales periods of fre-75

quently occurring temperature extremes have been linked to low storm track activity (Lehmann76

and Coumou 2015; Coumou et al. 2015; Pfleiderer et al. 2019), the link between jet waviness and77

the occurrence of weather extremes is stronger for regional scale than hemispheric jet waviness78

(Röthlisberger et al. 2016). For example, Branstator and Teng (2017) analyzed correlation maps of79

the sub-seasonal variability of 200-hPa meridional wind to quantify the waveguidability and found80

that waviness in the upper troposphere is typically not stretched out circumglobally but organized81

in eastward propagating patches of limited spatial extent (Fragkoulidis et al. 2018). Moreover, the82
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very definition of a waveguide may be problematic and Wirth and Polster (2021) have suggested83

that jets may arise as the consequence rather than the cause of waves with large amplitudes.84

Another explanation for large and persistent anticyclonic anomalies is the recurrence of transient,85

fast-moving and amplified RWP that can arise from a variety of sources (Zschenderlein et al. 2018;86

Wirth et al. 2018; Röthlisberger et al. 2019). Recurrent RWPs arising from multiple transient87

synoptic scale wave packets re-amplifying in the same geographical region may result into a88

persistent anomalies (Jiménez-Esteve et al. 2022; Tuel and Martius 2024). As such recurrent89

RWP can trigger persistent surface weather anomalies over multiple synoptic wavelengths, while90

blocking is more local (one synoptic wavelength). Waves amplifying in the same phase upstream91

of the block could continuously reinforce the block and lead to recurrent RWP conditions upstream.92

Diabatic processes and latent heat release associated with a series of transient synoptic cyclones93

upwind of the block can also contribute to the onset and maintenance of a stationary block and94

therefore a heatwave at the surface (Pfahl et al. 2015; Steinfeld and Pfahl 2019; Zschenderlein et al.95

2020; Schumacher et al. 2022a; Kautz et al. 2022; Neal et al. 2022; Baier et al. 2023).96

In addition to specific atmospheric mechanisms, the crucial role of land surface moisture during97

extreme heat events has been increasingly recognized in the recent years (Miralles et al. 2019).98

Whenever soil moisture limits latent heat fluxes, more energy is available for sensible heating,99

inducing an increase of near-surface air temperatures, especially in so-called transitional regime100

where soil moisture - temperature interactions increases summer temperature variability (Alexander101

2011; Seneviratne et al. 2010; Mueller and Seneviratne 2012; Perkins 2015; Gevaert et al. 2018).102

The interaction of favorable atmospheric conditions with low soil moisture essentially leads to the103

self-amplification of heatwave events, with a positive feedback loop between high temperatures104

and low soil moisture via a high evaporative demand in the boundary layer (Fischer et al. 2007;105

Teuling et al. 2013; Vogel et al. 2017, 2018; Miralles et al. 2019). Studies have also shown106

that the influence of soil moisture on heatwaves can be non-local through heat advections from107

dry neighboring regions (Miralles et al. 2014; Schumacher et al. 2019, 2022b), especially dry108

conditions in the south of Europe spreading in the north of Europe through atmospheric transport109

of anomalously warm and dry air (Vautard et al. 2007; Zampieri et al. 2009; Quesada et al.110

2012). There are nonetheless still substantial discrepancies between models and observations on111

the partitioning of surface energy into latent and sensible heat fluxes (Hirschi et al. 2011; Dirmeyer112
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et al. 2018) which constitutes a large source of uncertainties in current and future climate model113

projections (Vogel et al. 2018; Luo et al. 2022; Al-Yaari et al. 2023).114

Even though the understanding of heatwaves physical mechanisms has improved, the mechanisms115

by which the most extreme events, either at short or long time scales, are reached are still unclear116

and especially in what measure they differ from those to reach moderate events (Barriopedro et al.117

2023; Domeisen et al. 2023). The study of extreme events in general and heatwaves in particular118

is indeed impaired by a simple but difficult problem: extreme events are rare and therefore under-119

sampled both in observations and in model simulations. For example, by definition a 100-year run120

of a climate model will produce — on average — only one heatwave event with a return time of 100121

years. As a consequence, a large part of what is known about the dynamics of heatwaves is based122

on the analysis of case studies of events that have occurred in the last 20 years in the mid-latitudes123

(e.g. Russo et al. (2015); Hauser et al. (2016); Hoy et al. (2017); Sánchez-Benı́tez et al. (2018);124

Wehrli et al. (2019, 2020); Sánchez-Benı́tez et al. (2022); Tuel et al. (2022); Serrano-Notivoli et al.125

(2023); Tripathy and Mishra (2023); Rousi et al. (2023)), especially very intense events like 2003126

in Western Europe or 2010 in Western Russia. To obtain climatological properties of very extreme127

events and answer physical questions about their mechanisms, one needs to rely on long and costly128

runs in order to obtain large sample sizes.129

Recently, methods known as rare events algorithms have been applied in climate science to130

simulate more extremes than the models would spontaneously do (Wouters and Bouchet 2016;131

Plotkin et al. 2019; Webber et al. 2019; Yiou and Jézéquel 2020; Gessner et al. 2021; Finkel and132

O’Gorman 2024). Most of these methods rely on a form of importance sampling, which in this133

context consists in favoring certain types of trajectories of climate models that lead to extreme134

events of interest. The seminal paper of Ragone et al. (2018) employed the Giardina-Kurchan-135

Tailleur-Lecomte (GKTL) (Giardina’ et al. 2006; Giardina et al. 2011) algorithm to study extremes136

of summer temperatures with the intermediate complexity climate model PlaSim (Fraedrich et al.137

2005), showing a large efficiency gain in the simulation of extremely hot summers. This algorithm138

is designed to sample large deviations of a time-averaged functions of interest, hence it simulates139

extreme seasons. The algorithm was subsequently successfully applied to a state-of-the-art climate140

model to sample heat extremes (Ragone and Bouchet 2021), and also in an intermediate complexity141
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model to sample seasonal precipitation extremes (Wouters et al. 2023) and extreme negative summer142

pan-Arctic sea ice anomalies (Sauer et al. 2024).143

In this paper, we address the question of the physical mechanisms to reach extremely rare144

hot summers in Western Europe in a pre-industrial climate. We apply the GKTL rare events145

algorithms to the IPSL-CM6A-LR climate model (Boucher et al. 2020) in its atmosphere - land146

surfaces configuration to sample a large number of centennial hot summers in Western Europe.147

We investigate the physical mechanisms to reach such low probability events, by favoring very hot,148

very anticyclonic and very dry conditions over the summer.149

This paper is organized as follows. In section 2 we first present the simulations made with the150

rare events algorithm. Section 3 details the results obtained. The section begins by a statistical151

description of the extreme summers, then investigate the mean spatial structures of the centennial152

events sampled by the algorithm and finally details their atmospheric dynamics. Finally, section 4153

summarizes and discusses the results obtained.154

2. Methods155

a. Simulations with a rare events algorithm156

In this paper we use the so-called Giardina-Kurchan-Tailleur-Lecomte (GKTL) rare events al-157

gorithm to simulate extreme summers in Europe with a climate model (Giardina et al. 2011). As158

first formulated by Giardina’ et al. (2006), the algorithm aims to compute large deviation functions159

(Touchette 2009a) and is thus adapted to simulate long-lasting events. The name ‘GKTL’ was160

employed by Ragone et al. (2018) who were the first to implement it in a climate context and we161

follow this denomination. The idea of the algorithm is to run an ensemble simulation of a climate162

model with 𝑁 members. Contrary to a regular ensemble, members of the rare events algorithm163

ensemble are not independent from one another and interact at regular resampling times. Between164

two resampling times 𝑡𝑖 and 𝑡𝑖+1, we run the 𝑁 ensemble members (𝑋𝑛)1≤𝑛≤𝑁 in parallel. The165

integration is stopped at 𝑡𝑖+1 and we compute a score function 𝜃 (𝑋𝑛 (𝑡)) ∈ R, that allows to assign166

a weight 𝑤𝑛 (𝑖) to each member 𝑛:167

𝑤𝑛 (𝑖) =
𝑒
𝑘
∫ 𝑡𝑖+1
𝑡𝑖

𝜃 (𝑋𝑛 (𝑡))𝑑𝑡

1
𝑁

∑𝑁
𝑖=1 𝑒

𝑘
∫ 𝑡𝑖+1
𝑡𝑖

𝜃 (𝑋𝑛 (𝑡))𝑑𝑡
(1)
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where 𝑘 is a control parameter that determines the strength of the selection, and the integrals are168

computed as empirical sums. If 𝑘 is positive (negative), the weight is high for high (low) values169

of the time-averaged score function 𝜃. Then each member is either killed or cloned depending on170

the value of its weight: the strongest the weight — and therefore the integral of the score function171

𝜃 — the highest the number of descendants of each member. If the weight of one member is too172

small, i.e. if it performs poorly according to the score function 𝜃, there is a chance that the member173

is killed and therefore that it disappears from the ensemble. The number of descendants for each174

member is stochastic, but on average it is proportional to its weight (Ragone et al. 2018). After175

several resampling times, the distribution of
∫
𝜃 (𝑋 (𝑡))𝑑𝑡 in the ensemble is biased towards the176

right (𝑘 > 0) or left (𝑘 < 0) tail of the climatological distribution. The higher the absolute value of177

𝑘 , the more members with an extreme value of the time-averaged score function will be favored and178

therefore the farther they will go towards the tail of the distribution. A schematic of the algorithm179

is presented in Figure 1.180

Fig. 1. Schematic representation of the Giardina-Kurchan-Tailleur-Lecomte rare events algorithm. (a) Simu-

lation step where the different members evolve from time 𝑡𝑖 to time 𝑡𝑖+1. (b) Reweighting step. The red areas

under the different curves represent the arguments of the exponential weights updated at this step. (c) Killing

and cloning step when the members with the lowest weights are killed (member 1 here) and members with the

highest weights are cloned (member 3 here).

181

182

183

184

185
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Here we employ the same resampling procedure as in Ragone et al. (2018) at each time 𝑡𝑖+1. It186

is important to note that the total number of members 𝑁 stays constant during the full process,187

therefore at each resampling time the number of killed members is equal to the number of cloned188

members. In the simulations presented here the resampling is done every 5 days and a random189

perturbation on the potential temperature field at all levels is added to let the cloned members190

diverge from their parent, as the climate model is fully deterministic. The amplitude of the191

perturbation is random and is at maximum of the order of 0.01% of the initial value. The typical192

precision obtained with climate models is lower than this value (1-0.1%), therefore in the following193

we consider that all obtained simulations are physically consistent, i.e. that they could have been194

reached by the model and are not an artifact of the random perturbations added by the rare events195

algorithm.196

The choice of the score function is crucial because it determines what kind of extremes are197

selected. By construction the GKTL algorithm does not favor members that will experience an198

extreme event, but selects retrospectively members which have experienced an extreme event in199

the last resampling period. Nonetheless, by the choice of the score function and the physics of the200

system, favoring members which have experienced an extreme may actually favor the appearance201

of other similar extremes in the future. This is especially the case for heatwaves and the associated202

feedback loop with soil moisture (Seneviratne et al. 2010). In the simulations presented here we203

choose four different score functions:204

1. 2-m air temperature (T2M) at grid point 1 (49.5°N, 2.5°E) with control parameter 𝑘 =205

0.04/°C/day,206

2. geopotential height at 500hPa (Z500) at grid point 1 with control parameter 𝑘 = 0.0015/m/day,207

3. upper-level soil moisture at grid point 1 (SM1) with control parameter 𝑘 = −0.05/kg.m²/day,208

4. upper-level soil moisture at grid point 2 (SM2) (49.5°N, 7.5°E) with control parameter 𝑘 =209

−0.05/kg.m²/day.210

The rationale for using the first score function is straightforward: 2-m air temperature is the211

variable classically used to define heatwaves. We therefore aim to select longer and more intense212

heat events with the algorithm. The rationale for using the second and third score functions is213

to sample respectively atmospheric and surface conditions which are typically associated with214
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intense heat events: by maximizing the geopotential height at 500hPa (Z500), we try to sample215

more anticyclonic structure and by minimizing (𝑘 < 0) upper-level soil moisture we pre-condition216

dry soils which would favor more intense sensible heat fluxes and therefore heatwaves. The last217

score function is not, contrary to the others, computed at the same grid point but at a slightly218

longitudinally shifted ones which corresponds to the grid point with the strongest correlation with219

hot summers at the (49.5°N, 2.5°E) grid point as investigated in a previous work on a pre-industrial220

run of this model (Noyelle et al. 2024). The values of 𝑘 were chosen according to the formula221

of Ragone and Bouchet (2020), with the objective to sample events between 2 and 3 standard222

deviations away from the climatological mean.223

In the following, we refer to these simulations as the ‘biased simulations’, in the sense that they224

favor a kind of extremes. We call them according to the variable they optimize, respectively biased225

T2M, Z500, SM1 and SM2. For each score function, we run 𝑁𝑠 = 9 independent simulations226

using 𝑁 = 100 members each, for a total of 900 simulated summers for each score function. The227

simulations are independent in the sense that there is no inter-simulation interaction between the228

members. Because at each resampling time the number of descendants of each member is stochastic229

and the added perturbations are also stochastic, each simulation is different. There is a trade-off230

between the number of members per simulation and the number of simulations one can run (for a231

fixed computational cost). The number of members cannot be too low, or else the algorithm would232

have a high variance, but if it is too high then one needs to reduce the number of simulations made,233

which may also increase the variance. We chose the 9 simulations ×100 members per simulation234

trade-off by trial and error. We additionally run a control ensemble of 900 independent members235

with the same starting conditions and a random perturbation for differentiation.236

Contrary to previous applications (Ragone et al. 2018; Ragone and Bouchet 2021) we choose237

grid point score functions rather than extended spatial averages. By doing so we seek to impose a238

minimum amount of constraint on the full system and recover the spontaneous temporal and spatial239

scales of heat events in the grid point studied. When using extended spatial averages, one bears240

the risk of mixing up the dynamics of heat events occurring on one side or on another side of the241

spatial domain. As a result, composite maps could combine several dynamics that do not occur at242

the same time for individual events.243
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Even though the GKTL algorithm favors a certain kind of extremes, it allows to compute the244

unbiased — i.e. climatological — expectations for these events. For any observable 𝜓 (i.e. a245

smooth enough function), the climatological expectation of 𝜓 using the rare events algorithm246

ensemble is (Ragone et al. 2018):247

E𝜇 [𝜓] =
1
𝑁

𝑁∑︁
𝑖=1

𝑤−1
𝑛 𝜓(𝑋𝑛 (𝑡)) (2)

where E𝜇 is the expectation with respect to the climatological probability distribution 𝜇, 𝑤𝑛 =248

Π𝑖𝑤𝑛 (𝑖) and 𝑋𝑛 (𝑡) is the state vector of member 𝑛 at time 𝑡. It is important to note that even if the249

weights 𝑤𝑛 are computed according to the score function 𝜃, the formula is valid for the expectation250

of any other observable 𝜓.251

In particular, if one wants to know the climatological properties of events for which the score252

function is above a certain level 𝑎, one computes:253

E𝜇 [𝜓 | 𝜃 (𝑋 (𝑡)) ≥ 𝑎] =
E𝜇 [𝜓×1(𝜃 (𝑋 (𝑡)) ≥ 𝑎)]
E𝜇 [1(𝜃 (𝑋 (𝑡)) ≥ 𝑎)] . (3)

In plain words, one computes the observable only for members that have reached the level 𝑎254

and divide by the probability to reach the level 𝑎 (E𝜇 [1(𝜃 (𝑋 (𝑡)) ≥ 𝑎)] = P𝜇 [𝜃 (𝑋 (𝑡)) ≥ 𝑎]). These255

expectations are unprecisely estimated in a regular ensemble simulation as long as 𝑎 corresponds256

to a high quantile of the distribution of 𝜃 because of an under-sampling of the very extreme events.257

With the rare events algorithm, there are more members that reach high quantiles, but they come258

with a certain weight. Therefore the expectations in this equation are computed using Eq. (2), i.e.259

with the weights 𝑤𝑛. Note that when 𝑁𝑠 rare events algorithm simulations are run, each simulation260

gives an estimation for E𝜇 [𝜓 | 𝜃 (𝑋 (𝑡)) ≥ 𝑎] using Eq. (2). They are then simply averaged to give261

a final estimation of E𝜇 [𝜓 | 𝜃 (𝑋 (𝑡)) ≥ 𝑎].262

It is not clear currently in the literature how to obtain statistical significance estimations with the263

outputs of the rare events algorithm simulations — especially how to combine the results from the264

different simulations and take into account the fact that some members are very correlated. In the265

following we therefore mainly show results normalized by removing the average and dividing by266

the standard deviation obtained on the control simulation, and we take a high anomaly threshold267

to interpret the results (> 0.5 std in absolute value). For comparison, if one considers summer268
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averages, with 900 members the significance at 5% with a Student t-test is obtained as long as the269

normalized anomaly is greater in absolute value than 0.07 std.270

b. Configuration of the model271

We use the IPSL-CM6A-LR model (Boucher et al. 2020) in its atmosphere - land surfaces272

configuration (LMDZOR) under pre-industrial forcing conditions. The model has a horizontal273

resolution of 2.5° in longitude and 1.27° in latitude and 79 vertical layers. We start by selecting a274

year in a 2000-y control run of the fully coupled model (i.e. in particular with the ocean). This year275

is selected randomly and does not present any particular feature. A 4-months spin-up simulation276

(January to April) of the uncoupled model with oceanic and ice conditions of the initial coupled277

simulation is then run to let the atmosphere adapt to the uncoupling with the oceans and to provide278

initial conditions for the rare events simulation in summer. Random perturbations are added at279

the beginning of May to create a 100-member starting ensemble. The perturbations are added in280

May to avoid having to simulate the 100 members from January to April while still letting enough281

time for the different members to separate until the beginning of the rare events simulation in282

June. All the simulations begin on the 1st of June from those same 100 members and end on the283

28th of August (90 days). To create the ensemble, a similar perturbation is added to all potential284

temperature levels as explained previously. Except specified explicitly, the variables used in the285

following are daily means.286

c. Atmospheric dynamics metrics287

We seek to characterize the atmospheric dynamics mechanisms leading to extremely hot summers288

simulated by the model. To do so we employ metrics used in the meteorological literature to289

diagnose the transfer of energy from eddies to the mean flow (E-vector), Rossby waves dynamics290

via a space-time spectral analysis and an amplitude-phase decomposition, and finally an algorithm291

to detect cut-off lows presence. We refer the reader to appendix A for the detail of the computation292

of these metrics with the outputs of our simulations. To diagnose wave-like behaviors we follow293

the common practice in the literature (e.g. Jiménez-Esteve et al. (2022)) which considers high-level294

tropospheric winds between 300 and 200hPa. Here we employ the 200hPa level as it is a standard295

output of the model.296
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3. Results297

a. Grid point statistics298

This section presents statistics for the grid points where the score functions are optimized.299

Figure 2 shows the empirical probability density functions (PDFs) of summer averaged 2-m air300

temperature (Fig. 2a), geopotential height at 500hPa (Fig. 2b), upper-level soil moisture (Fig. 2c)301

at grid point 1 and upper-level soil moisture at grid point 2 (Fig. 2d). When compared to the302

control PDFs, the PDFs of the score functions that are optimized by the rare events algorithm —303

i.e. for example T2M for the biased T2M simulation — demonstrate the efficient sampling of the304

tail of the summer averages distribution. For all score functions the rare events algorithm sample305

extreme summers that are unprecedented in the 900-members control simulation. The choice of306

score functions closely related to the dynamics of heatwaves results in the sampling of extreme307

summers also for observables for which the algorithm does not optimize — i.e. for example Z500308

for the biased T2M simulation. Figure 2b shows that the far tail of the extreme Z500 distribution is309

better sampled when maximizing temperature rather than directly Z500, at least in grid point 1. For310

the interpretation of Figure 2c and d, one should note that there is a hard coded limit of 8.14 kg/m²311

in the model for the upper-level soil moisture for the grid points considered. Therefore, summer312

averages close to this value correspond to extremely dry summers, i.e., almost the driest that are313

possible in the model. Finally, Figure 2a and b show that minimizing soil moisture at grid point 2,314

i.e. remotely with respect to where the T2M and Z500 variables are maximized, is more efficient315

for sampling more intense summer averaged T2M and Z500 than minimizing soil moisture at grid316

point 1. We come back below to this shift between soil moisture and temperature anomalies for317

extreme summers.318

This question of the substructure (Röthlisberger et al. 2020) of extremely hot summers is explored323

in the simulations by counting the number and mean length of heatwaves during the summer. A324

heatwave is defined classically as a continuous period of time of at least 3 days for which the daily325

mean temperature is above the 90% daily climatological quantile of the temperature distribution326

(Perkins and Alexander 2013). The latter is computed using the control simulation. All such327

events are computed at grid point 1. Figure 3a shows that for biased T2M simulations the mean328

number of heatwaves in the summer goes from around 1.3 in the control to around 4.8 in the biased329
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Fig. 2. Empirical probability density functions (PDFs) of summer averaged grid point observables. PDFs of

the summer averaged (a) 2-m air temperature, (b) geopotential height at 500hPa, (c) upper-level soil moisture at

grid point 1 and (d) upper-level soil moisture at grid point 2. The PDFs are obtained by a kernel smoothing of

the empirical histograms.

319

320

321

322

simulation, while their mean duration goes from 4.6 to 7.3 days. The algorithm therefore selects330

both more heatwave events and longer heatwave events. When maximizing the geopotential height331

(Figure 3b) the mean duration increases to 5.7 days while the number of events increases to less332

than 3.7, illustrating the key role of high geopotential anomalies to reach high temperatures. When333

minimizing the local soil moisture (Figure 3c) on the other hand, the mean duration of heatwave334

events does not change much with respect to the control (4.8 vs 4.6), but the number of events335

increases to around 2.3 per summer. When minimizing soil moisture at grid point 2 however,336
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there is an increase in both the duration (6.2 days) and the number of heatwaves (3.0 per summer).337

Neither the biased Z500 nor the SM1 and SM2 biased simulations are enough to reach metrics338

as high as the ones of the biased T2M simulation. This results is strongly in favor of the need339

for combined non-local dry soils and high local geopotential height to obtain long and intense340

heatwaves leading to a hot summer.341

Fig. 3. Number and mean length of heatwaves per summer. All heatwaves are computed at grid point 1. For

all plots a heatwave is a continuous period of time of at least 3 days when daily mean temperature is above the

90% climatological quantile. The stars show the ensemble mean.

342

343
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As explained in section 2, the algorithm provides weights to compute climatological averages345

of observables of interest. In particular, this allows to recover the probabilities of the simulated346

extreme summers. Figure 4 shows the probabilities for the simulations run here, each using their347
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own score function as the observable of interest (i.e. using the observable on which the rare events348

algorithm is expected to be the most effective). All simulations sample very extreme summers, with349

probabilities ranging from 10−2 to 10−6, i.e. return times between one hundred and one million350

years. This demonstrates a large efficiency gain compared to the control simulation which, with351

900 members, can only sample precisely summers with a ≈ 100 years return time. The variations352

from one simulation to another of the estimated probability are nonetheless important: around353

one order of magnitude for example for the biased T2M simulation. Although the algorithm is354

asymptotically unbiased (Giardina’ et al. 2006), one could wonder whether the low probabilities355

sampled here are really correct. The only way to prove that these probabilities are correct would be356

to run a much larger number of control members, until even very low probability events happen —357

but this entails a corresponding high computational cost. Although this is not a formal proof, one358

can see in Figure 4 that the two results seem at least coherent on the region where they overlap.359

Summer averages (i.e. 90 days averages) are considered here, therefore by the central limit360

theorem, one may expect that the associated distribution is Gaussian. However, the central limit361

theorem is valid only in the vicinity of the average (Touchette 2009b) and the tails of the distribution362

— i.e. the regions sampled here — must be described by large deviations theory (Gálfi et al. 2021).363

To illustrate the deviations from Gaussianity, the mean and standard deviation of a Gaussian364

distribution are fitted on the control run members and it is shown in dashed line in Figure 4 the365

associated extrapolation of the probability. Although this extrapolation is correct up to probabilities366

as low as 10−1, it diverges for lower probabilities. Figure 4a for example shows that an extreme367

summer with average temperature around 23°C is 10 times more likely than predicted by the368

Gaussian approximation. The Gaussian approximation is nevertheless on the range of uncertainty369

of the algorithm when running 𝑁𝑠 = 9 simulations. For the other simulations (Fig. 4b, c and d), this370

is the contrary: extreme summers are less likely than predicted by the Gaussian. This is especially371

clear for soil moisture, which is, contrary to the Gaussian distribution, bounded downwards in the372

model as explained above. The uncertainty ranges for these simulations also make clear that the373

tail of the summer average quantities are not Gaussian.374

To explore the link between the summer averaged quantities in the different simulations, a scatter384

plot of their cross distributions is shown in Figure 5. Figure 5b and d show the strong link385

between high summer-averaged geopotential heights and both high surface temperature and low386
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Fig. 4. Probabilities of an extreme summer according to the naive estimator (control simulation) and the

rare event estimator. (a) Probability of the summer averaged 2-m surface temperature and (b) probability of the

summer averaged geopotential height at 500hPa to be above a certain threshold at grid point 1. (c) Probability

of the summer averaged upper-level soil moisture at grid point 1 and (d) probability of the summer averaged

upper-level soil moisture at grid point 2 to be below a certain threshold. The blue dashed lines represent the

corresponding probabilities for a Gaussian distribution fitted on the control simulation by the method of moments.

The shadings for the control simulation show the 5–95% quantiles of the estimated probability obtained using

bootstrap on the 900 members. For the biased simulations the shadings show the minimum and maximum of the

estimated probability over the 𝑁𝑠 = 9 simulations.
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soil moisture (although the correlation is not as strong in the second case). This link is conserved387

in the biased simulations, which, when maximizing for either temperature or geopotential height,388

sample the tail of the joint PDFs of these observables. As illustrated by Figure 5a and c, the389
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link between soil moisture and temperature is however not as obvious. Although in the control390

simulation there is a small correlation between those two quantities, the correlation is lost in the391

biased simulations. Very hot summers sampled by the rare events algorithm are dryer than the392

average (see also Figure 2c and d), but there is a wide range of different possible temperatures for393

the same level of dryness. A similar phenomenon is observed for very dry summers. Contrary394

to geopotential height and surface temperature in Figure 5b, the algorithm does not sample the395

combined tail of the PDFs (except for a few members in the biased SM2 simulation): there are396

no both very hot and very dry summers. This suggests that the well-known correlation between397

these two variables may not be present in the far tail of their joint distribution. One hypothesis to398

explain such a surprising result could be that when one member reaches very high temperatures at399

grid point 1, this tends to trigger convection and therefore rain (Zhang and Boos 2023), which is400

not favored when one wants to minimize soil moisture. Thus, dry summers may have to be hot but401

not too hot.402

b. Summer composites spatial structures407

In this section we investigate the summer composites spatial structures associated to the extreme408

summers sampled by the algorithm. We consider here centennial-like events, i.e. extreme summers409

that have a probability below 10−2 to occur. Contrary to the preceding section, in this section410

we therefore show climatologically relevant averages, i.e. conditional on reaching a threshold411

corresponding to centennial events (see methods).412

The normalized anomalies of upper-level meridional wind (200hPa) and 2-m air temperature413

are shown in Figure 6. The normalization is computed by removing the climatological mean and414

dividing by the climatological standard deviation estimated on the control simulation at each grid415

point. Figure 6a shows the results for the biased T2M simulation. In an approximately 1000km-416

diameter circle centered around grid point 1, the summer averaged temperature is 3 standard417

deviations above the climatology. However, this strong anomaly is concentrated close to grid point418

1: although there are corresponding cold and warm anomalies downstream, those are much less419

intense than in Western Europe. The upper-level wind pattern is also concentrated close to Western420

Europe, with a large and very anomalous meander around grid point 1. The meander is tilted421

eastward over Eastern Europe, suggesting a recurrence of wave-breaking phenomena. Similarly,422
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Fig. 5. Scatter plot of summer averaged grid point observables. (a) Summer averaged 2-m air temperature vs.

upper-level soil moisture at grid point 1. (b) Summer averaged 2-m air temperature vs. geopotential height at

500hPa at grid point 1. (c) Summer averaged 2-m air temperature vs. upper-level soil moisture at grid point 2.

(d) Summer averaged upper-level soil moisture vs. geopotential height at 500hPa at grid point 1.
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the positive anomaly above the East Mediterranean region is the result of a northward shift of423

the subtropical jet (not shown). The anomalies upstream are small and there are no hemispheric424

pattern. The size of most anomalies is of 1 to 2 synoptic wavelengths. These observations extend425

to the other simulations, with the exception that the anomalies of both V200 and T2M are smaller426

when minimizing soil moisture either at grid point 1 or 2. Finally, there is a longitudinal shift of427

anomalies between the four simulations. For example, contrary to Figure 6a, in Figure 6c only the428

western facade of France and the Iberian peninsula present positive anomalies of T2M. There is429
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a corresponding shift in anomalies of V200. It should be also mentioned that there are almost no430

significant anomalies in the tropics and not at all in the southern hemisphere for the fields displayed431

(not shown), which suggests a climatological atmospheric dynamics leading to extreme summers432

mostly confined to the mid-latitudes.433

Fig. 6. Summer averaged normalized anomalies of 2-m air temperature (colors) and meridional wind at 200hPa

(contours) for centennial events. For both fields, normalized anomalies are computed by removing at each grid

point the mean and dividing by the standard deviation computed on the control simulation. The contours are

drawn every 0.5 standard deviation starting at +/- 0.5. Plain (dashed) lines represent positive (negative) values

of the standard deviation.
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Figure 7 shows the normalized anomalies of geopotential height at 500hPa and upper-level soil439

moisture. All simulations have a large anticyclonic anomaly above Western Europe, but the center440

of the anomalies is slightly shifted from one simulation to another: for Figure 7b, corresponding441

to the simulation maximizing Z500, as expected the anomaly is maximum above grid point 1,442

whereas it is shifted to the east for Figure 7a, to the west for Figure 7d and to the south-west for443

Figure 7c. Again, the Z500 anomalies are maximum above Western Europe and do not extend444

around the entire Northern Hemisphere. It should be also noted for all regions, the small negative445

Z500 anomaly south-east of the anticyclonic region, which corresponds to the isolation of low446

pressure systems by anticyclonic wave breaking above Eastern Europe. The strongest soil moisture447

anomalies in Figure 7 are also restricted to the European region and present an eastward shift with448

respect to the region of maximum anticyclonic anomaly. For Figure 7a in particular, the anomaly449

of soil moisture at grid point 1 — i.e. where the temperature is maximized — is not as strong as450

the soil moisture anomalies encompassing Germany and Poland regions.451

One hypothesis to explain this shifted pattern is related to the advection of dry and hot air at452

the core of the heatwave regions. Previous studies (Pfahl et al. 2015; Steinfeld and Pfahl 2019;453

Zschenderlein et al. 2020) computing Lagrangian backward trajectories in reanalysis and climate454

model outputs have shown that most of the air parcels during heatwave events in Western Europe455

come from either the heatwave region itself or its immediate east. This would plead in favor of the456

shifted low soil moisture pattern to be a precursor of intense heat events at grid point 1 in so far as457

low soil moisture promote high sensible heat fluxes and diabatic warming. It is however difficult458

to know whether this pattern is a cause or a result of heat events in our simulations.459

An idea of the origin of air parcel in a Eulerian framework can be given by analyzing the vertical465

structure of the anomalies of geopotential height and sea-level pressure, even though we did not run466

a Lagrangian particle tracing analysis which would be necessary to validate this result. Figure B1467

in appendix shows the anomalies of sea-level pressure (SLP), geopotential height at 850hPa (Z850)468

and geopotential height at 200hPa (Z200). All panels illustrate the westward tilted vertical structure469

of the summer anticyclone, with for example for Figure B1a the maxima of SLP anomalies situated470

above Poland while the maxima of Z200 situated above Southern UK. This vertical structure471

suggests, at grid point 1, advection from the east on the lower layers of the atmosphere, while472
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Fig. 7. Summer averaged normalized anomalies of upper-level soil moisture (colors) and geopotential height

at 500hPa (contours) for centennial events. For both fields, normalized anomalies are computed by removing

at each grid point the mean and dividing by the standard deviation computed on the control simulation. The

contours are drawn every 0.5 standard deviation starting at +/- 0.5. Plain (dashed) lines represent positive

(negative) values of the standard deviation.
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from the south-west on the upper-levels. This reveals a non-barotropic vertical structure of the473

anticyclone leading to extreme temperature events.474
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c. Atmospheric dynamics475

In this section we investigate the atmospheric dynamics associated with the extreme summers476

simulated. Figure 8 shows the wavenumber-phase speed spectra at 200hPa obtained for centennial477

events and the difference with the climatological spectrum. The spectra are different from one478

biased simulation to another. The biased T2M and Z500 simulations are similar in their increase479

in stationary and/or westward moving waves with low zonal wavenumbers (4 to 6), highlighting480

the persistence of anticyclonic blocking patterns. On the other hand, the biased Z500 simulation481

is associated with a decrease of fast-moving high zonal wavenumbers waves which is not the case482

for the biased T2M simulation. The results for soil moisture minimizing simulations is more483

surprising: for both of them there is an increase in stationary/westward-moving waves with high484

zonal wavenumbers (8 for both, 6 for SM1 and 5 for SM2) and a decrease of eastward moving485

waves with similar zonal wave numbers. The differences with the climatological spectrum are486

nevertheless small (around 10%) and the raw spectra are similar from one simulation to another.487

We investigate the properties of slow-moving quasi-stationary waves with an amplitude-phase490

histogram. The results are presented in Figure 9 for meridional wind speed anomalies at 200hPa for491

centennial events. Simulations with an optimization of the score function do not differ strongly in492

the quantity of energy distributed in the different zonal wave-numbers: they have approximately the493

same aggregated spectrum for each of them (not shown). However, they differ strongly in the phase494

of the different wave numbers. Figure 9b2 for example shows a 2-3 times increase in the frequency495

of waves with phase around 𝜋/2 compared to the control for wave number 4. There is a similar496

behavior for the other simulations but the preferred phase changes from a zonal wave-number to497

another. For example, for 𝑘𝜙 = 3−5 biased simulations have a different preferred phase (which is498

coherent with the longitudinal shift that was described in Figure 6) but for 𝑘 = 6 they all have the499

same preferred range of phases. There is no clear shift in neither the amplitude nor the phase of500

the stationary waves in the biased simulations, except maybe for wavenumbers 𝑘𝜙 = 4 and 𝑘𝜙 = 5501

for the biased T2M simulation (Fig. B2b2 and b3).502

Whether the excitation of certain modes and their phase-locking behavior is a result of an503

underlying physical amplification mechanism of the system (Petoukhov et al. 2013) or the simple504

consequence of the Fourier decomposition of anomalies leading to the patterns of Figure 6 is not505

clear though. In particular, with this procedure it is assumed that the stationary hemispheric Fourier506
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Fig. 8. Wavenumber-phase speed spectra of meridional wind anomalies at 200hPa for centennial events. Raw

spectrum in m/s (contours) and difference with the climatological spectrum (colors).

488

489

modes exist and are physically relevant. However, when the original field is reconstructed with for507

example modes 𝑘𝜙 = 3 to 𝑘𝜙 = 10 (not shown), it is found that they — as expected — correspond508

to a localized anomaly above Western Europe (i.e. the pattern of Figure 6). In other words, even509

though it is mathematically correct to decompose the field on hemispheric scale patterns, most of510

the dynamics is local and confined to the North Atlantic in practice.511

Figure 10 indeed shows the composite Hovmöller plot of anomalies of meridional wind speed515

at 200hPa averaged between 35°N and 65°N and normalized anomalies of 2-m air temperature516

averaged between 45°N and 55°N for the heatwave events that occur in each simulations. In all517

simulations, the atmospheric dynamics is similar: there is a Rossby wave packet of 2-synoptic518
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Fig. 9. Amplitude-phase histograms of meridional wind speed anomalies at 200hPa for centennial events.

Wave numbers 𝑘𝜙 = 3 to 𝑘𝜙 = 10 in columns and biased simulations in rows: (a) control simulation, (b) biased

T2M simulation, (c) biased Z500 simulation, (d) biased SM1 simulation and (e) biased biased SM2 simulation.
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wavelength propagating to the east and amplifying locally in Western Europe. Because there are519

many heatwave events in biased simulations, it is even possible to see the recurrence of new Rossby520

wave packets at 6-8 days after the heatwave (Fig. 10bce1). The temperature anomalies are restricted521

to the region of amplification of the Rossby wave packet, i.e. where the score functions of the522

rare events algorithm are computed. For the biased T2M simulation (Fig. 10b2), the temperature523

anomalies are larger during the heatwave and extend both before and after, which may be linked to524

a near zero phase speed of the Rossby wave packet. A similar mechanism, although less intense,525

may be happening for both the biased Z500 and SM2 simulations (Fig. 10ce2).526
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Fig. 10. Composite Hovmöller plot of the atmospheric and surface dynamics during heatwave events. First

column: meridional wind speed at 200hPa anomalies averaged between 35°N and 65°N. Second column: 2-m air

surface temperature normalized anomalies averaged between 45°N and 55°N. The time is expressed relative to

the hottest day of each heatwave event. Rows: (a) control simulation, (b) biased T2M simulation, (c) biased Z500

simulation, (d) biased SM1 simulation and (e) biased biased SM2 simulation. Number of events: (a) 𝑛 = 1141,

(b) 𝑛 = 4307, (c) 𝑛 = 3290, (d) 𝑛 = 2080 and (e) 𝑛 = 2670.
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When looking at daily maps of some of the heatwave events in the simulations, we noticed a533

frequent occurrence of cut-off lows close to the Iberian peninsula. We investigate further the role534

of these by computing their frequency and frequency anomaly over the Euro-Atlantic sector for the535
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biased simulations (Figure 11). All biased simulations have anomalously high frequency of cut-off536

lows over the Atlantic. Biasing for 2-m air temperature at grid point 1 lead for example to a 2-3537

times increase in the frequency of cut-off lows west of the Iberian peninsula. For Z500 and SM1538

biased simulations, the frequency anomaly is not as high and is concentrated on the center of the539

North Atlantic. The biased SM2 simulation has the strongest anomaly, with a 4-5 times increase540

of cut-off lows frequency with respect to the climatology around the 30°W-40°N grid point.541

Fig. 11. 500hPa cut-off lows frequency and frequency anomaly. The anomaly is computed with respect to the

control simulation.

542

543

The composite atmospheric situation associated to the presence of a cut-off low west of the544

Iberian peninsula is shown in Figure 12 for the biased T2M simulation only. Figure 12a shows545

the well isolated minimum of Z500, which is not embedded in the jet, the latter being actually546

mostly zonal and situated much more to the north (50 to 60°N). The meridional wind speed in547

Figure 12b makes clear that the cut-off low is not embedded in a Rossby wave train (at least at548

200hPa) and therefore justifies the use of the term ‘vortex’ to designate this structure. Although549
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the E-vector composite suggests an anticyclonic wave breaking origin for the cut-off low, it is550

actually very difficult to validate this hypothesis in so far as, once isolated, cut-off lows behave551

erratically and because their size is of the same order of magnitude as the variance in their position,552

they tend to vanish on composite maps. The dynamical consequence of the presence of such a553

cut-off low is likely to be the advection of negative PV anomalies and hot air to its north-east flank554

(i.e. above Western Europe) at mid-troposphere favoring the appearance and maintenance of a555

blocked anticyclone which can subsequently break above Eastern Europe (as suggested also by the556

southward pointing E-vector in the Baltic region).557

Above Western Europe, a 1.5 standard deviation localized maximum of air temperature at 850hPa558

is present, associated with a similar anomaly of T2M. The anomalous temperatures above the559

boundary layer are the result of south-west advection by the cut-off low, but whether the anomaly560

is mainly due to advective, adiabatic or diabatic (especially latent heat release by precipitation)561

mechanisms is not clear. The three mechanisms probably play a role, but a Lagrangian analysis562

is needed to quantify their respective importance. Although there is a 4mm precipitation contour563

east of the cut-off low, this value is quite small and probably not enough to explain such large564

anomalies above Western Europe. Another explanation may be the lifting of the hot boundary565

layer created over Spain and Morocco above Western Europe. If one plots the same analysis566

on the control simulation (Figure B3 in supplementary materials), the temperature anomalies are567

lower, with no strong anomaly over Western Europe. The atmospheric dynamics in particular is568

quite different, with weaker meridional winds associated to the cut-off and no anticyclonic wave569

breaking above Eastern Europe. This suggests that the cut-off low-heatwave association is not so570

straightforward and may occur only when some other conditions — especially with regards to the571

synoptic dynamics or soil moisture — are present.572

We have shown that the presence of an Iberian cut-off low can be linked dynamically to the583

occurrence of abnormally hot conditions in Western Europe, at least in the biased T2M simulation.584

On the other hand, Figure B4 shows whether the presence of a heatwave in grid point 1 was585

preceded by the presence of an Iberian cut-off low. The occurrence of heatwaves are centered by586

considering the time when the maximum temperature during the heatwave is reached at 𝑡 = 0. For587

each event and each time 𝑡, one counts whether there has been a cut-off west of the Iberian peninsula588

in the 𝑡 +10 days before (hence a strictly increasing cumulative frequency). Figure B4a shows that589
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Fig. 12. Atmospheric dynamics associated to cut-off lows west of the Iberian peninsula. The composites are

made for all events (𝑛 = 1887) in the biased T2M simulation for which a cut-off low is detected in the 33.5°N-

42.5°N - 22.5°W-10°W area. (a) Geopotential height at 500hPa (black contours), 3-day average precipitations

(colored contours) and 3-day average air temperature at 850hPa anomaly (colors). The geopotential height

contours are drawn every 20 meters starting at 5200m. The precipitations contours are drawn every 2mm starting

at 2mm. (b) 3-day average 2-m air temperature anomaly (contours), E-vector (arrows) and meridional wind

speed at 200hPa (colors). The E-vector is drawn for norms above 10 m²/s². The anomalies are computed with

respect to the daily ensemble mean and standard deviation of the control simulation. For panel (b), the anomalies

are drawn every 0.5 standard deviation, starting at +/- 0.5 std. Plain (dashed) lines represent positive (negative)

values of the standard deviation.
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for the control simulation, around 20% of heatwaves have had a cut-off low west of the Iberian590

peninsula in the 10 days before — which is a proportion similar to the one found in our previous591

work (Noyelle et al. 2024). For the biased Z500 and SM2 simulations the proportion is similar.592

However, it reaches 25% for biased T2M and goes as low as 13% for SM1. This suggests different593

dynamics for the heatwaves in those two cases, probably more driven by advective dynamics and594

adiabatic warming in the first case and local diabatic warming in the second case.595

4. Conclusions596

We have shown that the use of a rare events algorithm optimizing for different score functions597

allows to vastly increase the amount of extreme summers simulated using the state-of-the-art IPSL598

29



climate model. For a similar computational cost as a control simulation, it is possible to sample599

events that are 102-104 times less likely than the ones sampled in the original control simulation.600

This allows to reach precise climatological results on the dynamics leading to extreme summers.601

As such the rare events algorithm is clearly an improvement compared to the brute force sampling602

by a long simulation.603

We have shown here that extremely hot summers in the IPSL climate model under pre-industrial604

forcings are the result of a succession of more persistent heatwaves than in the control simulation.605

These heatwaves arise as synoptic rather than planetary scale atmospheric anomalies. Centennial-606

like events correspond to a large positive temperature anomaly that is centered in Western Europe607

but that does not extend at the planetary scale. Vertically, the anticyclonic structure above the608

heatwave region is not barotropic: dry soils and high sea-level pressures are situated to the east609

of the maximum 2-m air anomaly while the 200hPa anticyclone is situated to its west. 20-25%610

of heatwave events are associated to an Iberian cut-off low, reinforcing the anticyclone in mid-611

troposphere. Statistically we have additionally shown that extremely hot summers are around 10612

times more likely than predicted by a Gaussian approximation, although this estimation comes613

with a one order of magnitude uncertainty.614

Our results on this pre-industrial model simulation strongly favor the hypothesis of localized and615

recurrent dynamics via Rossby wave packets to explain the appearance of hot and very hot summers616

in Western Europe (Röthlisberger et al. 2019). The natural question one may ask is how much the617

physical mechanisms described here would be a faithful representation of the actual climate system618

if such rare and intense events were to happen. The IPSL-CM6A-LR model is biased with respect619

to the climatology of the real world (Boucher et al. 2020) — although the biases are small in Europe620

— and more generally climate models have difficulties to represent faithfully how intense extreme621

heat events can get (Vautard et al. 2023; Patterson 2023). Moreover, we do not simulate the oceans622

whereas one should expect a feedback of the oceanic circulation on the atmosphere considering the623

intensity of the anomalies simulated. It is also difficult to validate our results with observational624

data in so far as the undersampling issue for very rare and intense events also applies to them:625

there are not enough cases to compare to. Our results may also be strongly model-dependent and626

it seems necessary to apply the same methodology at the same place for different models — which627

could also constitute a test bed for comparing models on their capacity to sample the physical628
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mechanisms leading to very extreme events. What makes the results obtained here not completely629

worthless is that we mainly sample many moderately intense heatwaves and the dynamics sampled630

by the model for these events is coherent with the results found in the literature on heatwaves631

(Barriopedro et al. 2023; Domeisen et al. 2023). Consequently, it is probably reasonable to assume632

that the dynamics sampled here could happen in the climate system.633
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APPENDIX A645

Computation details646

A1. Atmospheric dynamics diagnostics647

In this appendix we detail how the atmospheric diagnostic metrics are computed.648

(i) E-vector. The propagation and tilt of transient eddies can be diagnosed using the so-called649

E-vector (Hoskins et al. 1983; Trenberth 1986; Schemm et al. 2018):650

E = (𝐸𝑥 , 𝐸𝑦) =
(
1
2
𝑣∗2 −𝑢∗2,−𝑢∗𝑣∗

)
(A1)

where 𝑢∗ and 𝑣∗ are transient wind components and the overbar denotes a temporal average. The651

horizontal component 𝐸𝑥 is proportional to the group speed of transient eddies and therefore652

diagnose the direction of propagation of wave energy. The meridional component 𝐸𝑦 shows the653

tilt of transient eddies: equatorward (resp. poleward)-pointing E indicate anticyclonically (resp.654

cyclonically) tilted eddies, i.e. also anticyclonic (resp. cyclonic) wave breaking. Up to a good655

approximation, the divergence of E corresponds to the transfer of zonal momentum from the eddies656

towards the mean flow, and the reverse for convergence. Here the transients 𝑢∗ and 𝑣∗ are defined657

as anomalies with respect to a 7-day rolling average of the wind fields at 200hPa. It is common658

to use 6-hourly data and consider the daily average to compute the overbar (Schemm et al. 2018;659

Riboldi et al. 2022). Here we only have access to daily data therefore the overbar is approximated660

by computing a 3-day rolling average of 𝑣∗2 −𝑢∗2 and 𝑢∗𝑣∗.661

(ii) Space-time spectral analysis. The characteristics of Rossby waves are diagnosed by per-662

forming a longitude-time Fourier decomposition of the meridional wind anomaly field at 200hPa663

(Randel and Held 1991; Riboldi et al. 2022). The anomalies are computed with respect to the daily664

ensemble average of the control simulation. With the temporal and spatial resolution of the model,665

it is possible to resolve harmonics of minimal zonal wavelength of 5° and minimal frequencies of666

2 days. This somewhat limits the precision of the analysis proposed here but is still sufficient to667

resolve the largest Rossby waves of synoptic scales (> 1000km), which are the most relevant for the668

dynamics of heatwaves. For the sake of representation, in the following the results are interpolated669

below these two limits.670
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At each latitude 𝜙, the meridional wind anomaly field is decomposed as a linear superposition671

of monochromatic zonally propagating waves. The Fourier coefficients �̂� (𝑘𝜙,𝜔) with zonal672

wavenumber 𝑘𝜙 ≥ 0 and angular frequency 𝜔 are given by:673

�̂� (𝑘𝜙,𝜔) =
√

2Δ𝑡
𝑁𝜆

√
𝑁𝑡

𝑁𝑡∑︁
𝑛𝑡=1

𝑁𝜆∑︁
𝑛𝜆=1

𝑉 (𝑛𝑡 , 𝑛𝜆)𝑒−𝑖(𝜔𝑛𝑡Δ𝑡+2𝜋𝑘𝜙𝑛𝜆/𝑁𝜆) (A2)

where 𝑉 (𝑛𝑡 , 𝑛𝜆) is the meridional wind anomaly at longitude 𝑛𝜆 and time 𝑛𝑡 , 𝑁𝜆 = 144 is the674

number of longitudes, 𝑁𝑡 = 90 is the number of days in the summer and Δ𝑡 = 1𝑑 is the temporal675

resolution of the simulation. The periodogram 𝑃(𝑘𝜙,𝜔) is obtained by computing the square of676

the modulus of the Fourier coefficients �̂� (𝑘𝜙,𝜔) and applying a smoothing Gaussian kernel in the677

𝜔 dimension. Finally, the power spectral density 𝜌(𝑘𝜙, 𝑐𝑝) in the wavenumber 𝑘𝜙-phase speed 𝑐𝑝678

space is recovered as:679

𝜌(𝑘𝜙, 𝑐𝑝) = 𝑃(𝑘𝜙,𝜔)
𝑘𝜙

2𝜋𝑅𝐸 cos𝜙
(A3)

where 𝑅𝐸 is the radius of the Earth and the results are interpolated from 𝑐𝑝 = −30𝑚/𝑠 to680

𝑐𝑝 = 30𝑚/𝑠 in steps of 1 m/s.681

This procedure is applied for all latitudes between 35° and 65°N and average the results to obtain682

a space-time spectrum for the summer. The ensemble average is then computed simply as the683

average over ensemble members of this procedure (except for the biased simulations for which to684

each member is applied the weight corresponding to centennial events as explained above).685

Additionally, at all latitudes the enveloppe of Rossby wave packets is calculated as the modulus686

of the complex-valued Hilbert transform of meridional wind anomalies at 200hPa (Zimin et al.687

2003).688

(iii) Amplitude-phase decomposition. To identify the phase-shift of quasi-stationary Rossby689

waves, a similar procedure as Jiménez-Esteve et al. (2022) is employed on the meridional wind at690

200hPa. The area-weighted latitudinal mean between 35° and 65°N is first computed and a 7-day691

running mean is applied to filter out transient eddies. Contrary to Jiménez-Esteve et al. (2022), we692

present results with and without removing the climatological mean of the area-weighted latitudinal693

mean, computed here using the control simulation ensemble average. Even though anomalies have694

no preferred phase in the control simulation (by definition of anomalies), this may not be the case695
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in the biased simulations. We intend to use this analysis to diagnose the shift in the amplitude696

and/or phase of quasi-stationary Rossby waves between the control and biased simulations.697

The temporally and spatially averaged field �̃�200 obtained is then decomposed into its Fourier698

components:699

�̃�200(𝜆, 𝑡) =
+∞∑︁
𝑘𝜙=0

𝐴(𝑡) cos(𝑘𝜙𝜆+Φ(𝑡)) (A4)

with 𝐴(𝑡) the amplitude and Φ(𝑡) the phase. In the following the 2D amplitude 𝐴 – phase Φ700

histograms is computed to diagnose the shift occurring for the extreme summers sampled by the701

rare events algorithm.702

(iv) Cut-off low frequency. Several algorithms exist to detect the presence of so-called cut-off703

lows — i.e. isolated minima of potential vorticity (PV) or geopotential height in the mid- to704

high-level troposphere — especially based on PV anomalies (Wernli and Sprenger 2007; Favre705

et al. 2012; Pinheiro et al. 2017). Here the presence of 500hPa cut-off lows is diagnosed using an706

adaptation of the detection algorithm proposed by Muñoz et al. (2020). The algorithm does not707

rely on PV, and is better adapted to mid-level systems which are physically more relevant in the708

context of surface heatwaves. A cut-off low at 500hPa is considered to be present at a particular709

grid point if all of the following criteria are fulfilled:710

1. Local geopotential height minimum: the 500hPa geopotential height of the grid point is at711

least 10m lower than the geopotential height in at least six of the eight surrounding grid points,712

2. Isolation from the main westerly wind: there is an easterly flow in at least one of the four grid713

points located poleward of the grid point,714

3. Cold core and thickness ridge eastward of the low: the difference between the geopotential715

height thickness between 500 and 850hPa at the grid point and at its immediate eastward716

neighbor is positive,717

4. Frontal zone on the eastern flanck of the low: the thermal front parameter (TFP) on the718

immediate eastward neighbor of the grid point is negative. The TFP is computed as the719

change of the temperature gradient in the direction of the temperature gradient (at 500hPa):720
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TFP = −∇|∇𝑇 | ·
(
∇𝑇
|∇𝑇 |

)
. (A5)

With the outputs of the model, the algorithm tends to detect the presence of cut-off lows at high721

latitudes, in particular northward of the eddy-driven jet. Such systems may indeed fill all the722

preceding criteria but they do not really qualify as an isolated minimum of geopotential height in723

the middle-high troposphere. Another criteria could have been added to impose that the grid points724

of cut-offs are below the jet position to correct for this behavior. However, as I am more interested725

in the dynamics of cut-off lows situated well below the jet, this error does not impact strongly the726

analysis.727
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APPENDIX B728

Additional figures729

Fig. B1. Summer averaged normalized anomalies of sea-level pressure (colors), geopotential height at 850hPa

(red contours) and at 200hPa (black contours) for centennial events. For all fields, normalized anomalies are

computed by removing at each grid point the mean and dividing by the standard deviation computed on the

control simulation. The contours are drawn every 0.5 standard deviation starting at +/- 0.5. Plain (dashed) lines

represent positive (negative) values of the standard deviation.

730

731

732

733

734

37



Fig. B2. Amplitude-phase histograms of meridional wind speed at 200hPa for centennial events. Wave

numbers 𝑘𝜙 = 3 to 𝑘𝜙 = 10 in columns and biased simulations in rows: (a) control simulation, (b) biased T2M

simulation, (c) biased Z500 simulation, (d) biased SM1 simulation and (e) biased SM2 simulation.
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Fig. B3. Atmospheric dynamics associated to cut-off lows west of the Iberian peninsula. The composites are

made for all events (𝑛 = 1124) in the control simulation for which a cut-off low is detected in the 33.5°N-42.5°N

- 22.5°W-10°W area. (a) Geopotential height at 500hPa (black contours), 3-day average precipitations (colored

contours) and 3-day average air temperature at 850hPa anomaly (colors). The geopotential height contours are

drawn every 20 meters starting at 5200m. The precipitations contours are drawn every 2mm starting at 2mm. (b)

3-day average 2-m air temperature anomaly (contours), E-vector (arrows) and meridional wind speed at 200hPa

(colors). The E-vector is drawn for norms above 10 m²/s². The anomalies are computed with respect to the

daily ensemble mean and standard deviation of the control simulation. For panel (b), the anomalies are drawn

every 0.5 standard deviation, starting at +/- 0.5 std. Plain (dashed) lines represent positive (negative) values of

the standard deviation.
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Fig. B4. Occurrence of an Iberian cut-off low when a heatwave is happening at grid point 1 at 𝑡 = 0. The

cumulative percentage of cut-offs at time 𝑡 gives the percentage of heatwave events which have had at least one

Iberian cut-off in the last 𝑡 +10 days. The shadings for the anomaly of maximum daily temperature TX1d shows

the 25 and 75% quantiles. Number of events: (a) 𝑛 = 1141, (b) 𝑛 = 4307, (c) 𝑛 = 3290, (d) 𝑛 = 2080 and (e)

𝑛 = 2670.
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