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Abstract The AGATA and GRETA spectrometers are large
arrays of highly segmented HPGe detectors that use the tech-
nique of gamma ray tracking to reconstruct the scattering
path of gamma rays interacting within the active material. A
basic requirement is a precise reconstruction of the individ-
ual interaction locations within the detectors. This is possible
through the use of pulse shape analysis which has to be con-
ducted in real time due to the high data rates generated by
the spectrometer. The methodologies that have been evalu-
ated to perform this for AGATA are discussed along with
the approaches used to calculate the pulse shape databases
required by these algorithms. Finally, the performance and
limitations of the existing approaches are reviewed.

1 Introduction

The AGATA [1] and GRETA [2] spectrometers [3] are large
arrays of High Purity Germanium (HPGe) detectors that aim
to deliver the highest possible γ detection efficiency while
simultaneously providing the best possible energy resolution
and spectrum quality (peak to total P/T). In order to achieve
these goals γ tracking is required to reconstruct the multiple
interactions that γ rays undergo while depositing their energy
in the detectors. γ tracking requires the precise energy and
interaction position of each interaction in order to enable the
recovery of the full interaction sequence.

a e-mail: ajboston@liverpool.ac.uk (corresponding author)

The identification of these unique interaction positions is
achieved through the use of highly segmented germanium
detectors and the use of Pulse Shape Analysis (PSA). The
AGATA detectors provide a course degree of position infor-
mation through the 36 segments on each detector. The result-
ing position resolution is however insufficient to precisely
locate the interaction positions. PSA allows for the signal
collected from each of the charge sensitive preamplifiers
connected to these segments, and the core electrode, to be
analysed. The unique shape profile of the charge signal can
be used to identify the positions(s) of interaction. In prac-
tice PSA uses a database of pulse shapes (basis) to describe
how these signals look at each interaction position inside the
detector. By comparing the signals measured with the basis
the unique interaction positions can be found. The basis is
created from a calculation, and it is validated by experimental
measurements which are obtained from detector characteri-
sation systems.

For the experimental characterisation dedicated scanning
tables have been developed for both the AGATA and GRETA
detectors. The existing scanning tables use a collimated γ -
ray source, producing a pencil beam of γ rays to select
interactions taking place at a particular position inside the
detector volume. The x , y-coordinate of the collimator posi-
tion defines one part of the coordinates of the interactions,
whereas the coincident detection of a Compton scattered
γ ray inside a secondary collimation system completes the
event selection also in the z direction.

In the AGATA collaboration scanning systems have been
commissioned at the University of Liverpool [4,5], IJC Orsay
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[6] and IPHC Strasbourg [1]. At GSI, Darmstadt a technique
based on positron annihilation was developed [7,8], a system
based on this approach is being commissioned at the Univer-
sity of Salamanca. The scanning methods require time con-
suming measurements and/or analysis of the recorded signals
to ensure the fidelity of the data.

Various methods to determine the interaction positions of
γ rays in segmented germanium detectors have been devel-
oped that rely on PSA techniques. These methods typically
analyse the profile of the induced real and transient charge
signals. Real signals are measured at the electrode of the
segment in which an interaction takes place with their mea-
sured charge terminating at a non-zero value. Transient sig-
nals are measured on the electrodes of segments neighbour-
ing the interaction, due to the capacitive coupling between
these segments and the moving charges a non-zero charge
is induced which ultimately terminates at a zero value. The
resulting large datasets of digitised preamplifier signals from
the single crystal are compared with the calculated exist-
ing set of signal pulses known as a basis. The comparison
includes the signal of the core electrode, the signal of the
hit segment electrode and the signals from the neighbouring
segment electrodes for every interaction. The profile of the
core and hit electrode signals provides information regard-
ing the radial position whilst signals from neighbouring seg-
ment electrodes contain information on the azimuthal and
z-position of the interaction. The amplitude of the signals
are proportional to the deposited energy.

2 Pulse shape calculation

Gamma rays interact within the active detector material
producing a primary electron which subsequently creates
electron–hole pairs. For the calculation, the interaction posi-
tions and the deposited energies are given as an input. Once
the charges are created inside the active Ge material, they
travel along the electric field of the reverse biased semicon-
ductor detector and induce a signal in the electrodes. The
quasistatic field approximation is typically applied such that
the induced signals at all electrodes of the detector are instan-
taneously created. The time to collect all charge carriers
is dependent on the geometry of the detector, the applied
voltage and the impurity concentration of the semiconductor
material.

The induced electrons and holes have distinctive mobility
values resulting in different collection times. Specific models
describe their mobilities with a complex azimuthal depen-
dence. A basic model assumes a constant mobility. Refined
descriptions like [9] p. 434, assume an empirical depen-
dence of the drift velocities with the electrical field strength.
Moreover, electron and hole mobilities in germanium are
not isotropic, but depend on the orientation of the crystallo-

graphic axis of the cubic-centred germanium crystal structure
with respect to the electrical field. Recent publications [10–
12] show that such anisotropic treatment of electron and hole
mobilities is crucial in non-planar coaxial detectors.

An AGATA detector crystal has a volume of ∼380 cm3. In
order to achieve the position resolution required by the subse-
quent γ tracking algorithms, a calculated basis of waveforms
that describe the response of the detector throughout the full
volume is required. The current AGATA approach is to use
a 2 mm Cartesian grid, which results in ∼48,000 basis sites
throughout the full volume or ∼ 700–2000 points per seg-
ment. Three different approaches for the simulation codes
for AGATA have been pursued: the MATLAB-based Multi
Geometry Simulation code (MGS) [13,14], the Java-based
AGATA Signal Simulation toolkit (JASS) [15] and the C-
based AGATA Detector Library (ADL) [16]. Combined with
the segmentation of the capsule, the PSA position resolution
is expected to be ∼ 5 mm FWHM for the AGATA detectors.
The reader should note that there is an energy dependence to
this value, which will be discussed in more detail later in this
review.

2.1 MGS

The first results for the pulse shapes of a 36-fold segmented
AGATA detector were described in pioneering publications
on the MGS code [13,14,17]. These papers reviewed the
mechanisms influencing the process of signal induction. The
solution of the electric field and the charge carrier drift phe-
nomena were considered for arbitrary crystal geometries cru-
cial for the three irregularly tapered crystals that make up an
AGATA triple cluster. The sequence of steps which were
needed for the generation of a data set of position-dependent
pulse shapes, included:

– Calculation of the electric field starting from the solution
of Poisson’s equation.

– An implementation of charge carrier transport in a semi-
conducting medium.

– Trajectories of charge carriers for arbitrary interaction
positions inside the detector volume.

– Application of the Shockley-Ramo theorem providing
the resulting charge recovery at the contacts.

– Weighting potential and weighting field resolution.
– Scanning of selected areas in the crystal.
– Simulation of the charge-collection efficiency.

The numerical algorithms were implemented using MAT-
LAB [18]. This matrix-oriented programming language is
adapted for grid-based solving algorithms enabling the mod-
elling of general geometries with the support of a cubic grid.
Emphasis was given to the proper numerical solution of Pois-
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son’s equation and three distinct solving algorithms were
implemented in the MGS software package.

In this work the dependence of the electron drift velocity
anisotropy was taken from [11]. Electric conduction depends
on several parameters, such as the strength of the applied elec-
tric field, the crystal orientation and the lattice temperature.
The drift velocity magnitude and angle shift with respect to
the electric field direction are affected by the fact that the
tensor of differential mobility will become non-diagonal and
field dependent, with decreasing diagonal elements as the
strength of the electric field increases.

When an incoming γ ray interacts within a segmented
detector, it generates free moving charges (electron hole
pairs). The movement of these charges induces a signal in
all segments during the carriers drift time. All AGATA pulse
shape calculations are based on point like charges. In the seg-
ment where an interaction occurred and charge carriers are
created, a net charge can be measured, while neighbouring
segments yield transient signals. Ramo’s theorem provides
the induced current as a function of time as the dot product
of the drift velocity and the weighting field, independently
of the bias voltage and space charge distribution. Its calcula-
tion involves solving Laplace’s equation (Poisson’s equation
without any sources) with particular border conditions. The
efficiency of implementation of Shockley-Ramo’s theorem
was a key issue. MGS was utilised for the comparison with
the first AGATA scan data from the Liverpool scanning appa-
ratus [19].

2.2 JASS

JASS was developed specifically for the complex geome-
try of the AGATA HPGe detectors and its impact on the
observed pulse shapes. A precise solver for the Poisson equa-
tion was developed together with an accurate interpolation
method. The overall performance of this combination was
found to be excellent since the boundary conditions were
used to gauge the accuracy of the adaptive interpolation rou-
tine. It was demonstrated that the sum of all weighting poten-
tials is equal to unity throughout the detector and the signal
seen by the core contact is equal to the inverse sum of the
segment signals. The condition holds on the calculated grid
points at off-grid points for interpolated values for the poten-
tials. The results for a 100 μm grid showed that for 97.6%
of the detector volume the deviation was less than 5 × 10−4.
Small deviations occur in the last 0.5 mm from the detector
surface.

The JASS results [15] illustrated that the agreement
between simulated and experimental signals, i.e., the position
resolution, depends significantly on the charge carrier mobil-
ity parameters for a given electric field configuration and to a
lesser extent on the differential cross-talk correction. System-
atic deviations were observed for the radial coordinate and

emphasised the importance of a precise parameterisation in
order to match to the experimental drift velocities. The preci-
sion of the electric field calculation depends on the grid size
and on the model of the impurity distribution. At the time
of development, the available computer memory limited the
grid size that could be feasibly calculated.

2.3 ADL

ADL was developed for the calculation of signals from highly
segmented large volume HPGe detectors. The ADL publica-
tion [16] introduced the general concepts and basic assump-
tions required to successfully form the calculation. Several
approximations were discussed, justified and applied to sim-
plify the problem. Again, all interactions by γ radiation are
considered as point like interactions, as the range of the elec-
trons cannot be resolved.

The solution to the Poisson equation for the complex
AGATA detector geometry is obtained numerically by a finite
difference technique on a cubic grid. The cubic grid simpli-
fies drastically the equations after discretisation and allows
for a fast lookup and interpolation of the values.

The numerical ADL signal calculation is separated into
four parts:

– Calculation of the fixed electric field in the reverse biased
detector.

– Trajectories under action of the external field are calcu-
lated taking into account the different mobility of elec-
trons and holes.

– Calculation of the instantaneously induced image charge
in any electrode of the detector as a function of the posi-
tions of free electrons and holes in the depleted region of
the detector.

– The different inputs (potentials, mobilities, mirror charges,
response functions) have to be generated and combined
for the final calculation of the electric signals in the detec-
tor.

The electrical field inside the detector is obtained numeri-
cally by a finite difference technique on a cubic grid. Homo-
geneous Neumann boundary conditions are applied to the
array boundaries. The potentials have no gradient compo-
nent tangential to the array boundaries. The homogeneous
boundary condition is also used for the passivated layer on
the backside of the AGATA crystals. Key details regarding
the passivation layer (geometrical size, thickness and charge
density) are not available from the manufacturer, so assump-
tions were made.

The anisotropic behaviour of the moving charge carriers
is of high importance in large coaxial detectors. The field ori-
entation can take any direction with respect to the crystal ori-
entation. The differences of charge carrier mobility between
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Fig. 1 The best match determined by the grid search algorithm of a
random interaction scaled to the right energy compared with experi-
mental data. The horizontal axis is split in 37 sections, each containing
a 600 ns trace of the corresponding electrode. Top plot is scaled to full

energy deposition. Middle plot is zoomed to emphasize the transient
signals. Bottom plot shows the absolute difference between simulation
and measurement. Adapted from [20]

fields along different crystallographic axes amount up to
about 30% in the high field regime. For the required mobil-
ity as function of field strength, three-dimensional mobility
models were employed both for electrons and holes in ger-
manium near liquid nitrogen temperature.

Once the trajectories of all free charges in the detector are
calculated as a function of time, the induced signals in each
of the electrodes are determined. The weighting potential
for each of the electrodes of interest is calculated for every
position in the sensitive volume of the detector. The time
evolution of the induced charge and the integral of the current
into the electrode are given by the charge weighted sum of
the weighting potential evaluated at the momentary position
of the free charges.

In Fig. 2, examples of resulting simulated traces for an
AGATA detector are given. The calculated charge signal is
then subject of a convolution with a realistic response func-
tion of the acquisition electronics. The response function of
the preamplifier is measured by injection of a clean fast rect-
angular pulse in the preamplifier’s pulser input. Since all

channels in a highly segmented detector are not grounded,
but connected to a preamplifier, the ideal Ramo currents will
not strictly apply and need modification due to cross talk. The
cross talk in segmented AGATA detectors was worked out in
[21]. For AGATA detectors, two types of cross-talk have been
observed to contribute: (1) Proportional cross-talk, which
creates a cross-talk signal in neighbouring electrodes propor-
tional to the capacities between the electrodes involved. This
type of cross-talk is described by assuming the preamplifier
acts at low frequencies as a large capacitance on the collect-
ing electrode. Accurate routines were developed to measure
and correct for this type of cross-talk within AGATA [22].
(2) Differential cross-talk, this produces a response which
is proportional to the derivative of the induced signal and
is therefore dependent on the rise time of this signal. Since
the derivatives of active segment signals are only non-zero
during the rise time of the inducing signal, this second type
of cross-talk can have an impact on the performance of the
PSA. A detailed discussion can be found in [22].
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Fig. 2 In the top plot the core signal for different interaction radii are
shown. The effect of the different mobilities of electrons and holes is
clearly visible. For small radii the faster electrons are collected immedi-
ately while the slower holes still have to drift to the segment electrode.
The shortest rise time occurs at an intermediate position, for larger radii
the time of the electrons to be collected is longer than for the holes.
The bottom plot shows the transient signals in a segment next to the
hit segment. Depending on the distance of the interaction to the non hit
electrode, the amplitude of the transient signal changes. Colour code
as indicated in the inset of the bottom graph. The slice is at 40.25 mm
from the front of the detector. Adapted from [21]

In Fig. 3 a block diagram of the ADL calculation approach
is shown. ADL is now standard tool for calculating the pulse
shape response of all AGATA detectors [16]. Each individ-
ual HPGe detector is characterised by its geometry, space-
charge distribution, crystal-axis orientation, cross-talk prop-
erties and the response function of the electronics.

The interaction positions allocated by the PSA also depend
on the grid-search algorithm that is employed to perform the
comparison of the measured and simulated pulses. Moreover,
the results of this comparison depend on the time alignment
between measured and calculated pulses, the distance metric
and the weighting of the individual segment pulses. Recent
studies demonstrated that the AGATA PSA can resolve the
interaction position of γ rays in segmented AGATA detec-
tors with an energy-dependent position resolution of a few
millimetres [23]. The comparisons of measured and simu-

Fig. 3 Schematic diagram of the ADL calculation approach taken from
[10]. The routines are coloured in green and the user provided input
is coloured blue. The main routine called Calculate Traces consists
of three subroutines and takes the interaction position as input. The
first subroutine calculates the path of the charge carriers through the
detector material for every time step. It needs the electrical field and a
mobility model of the charge carriers as an input. The second subroutine
calculates for every time step the induced charges in all electrodes. It
needs the weighting potentials to do this. The last subroutine convolves
the signal with predefined functions

lated tracking efficiencies and peak-to-total ratios are given
in [24,25].

2.4 ADL PSA performance

The performance of ADL was reviewed and refined as
reported in [26]). The position sensitivity of several AGATA
detectors was determined by analysing the data of a 22Na
source measurement. In the decay process of 22Na, a positron
is emitted that annihilates with an electron very close to the
point of emission. The positron has a maximum energy of
540 keV, a mean energy of 180 keV and a mean range of about
0.24 mm [27]. The annihilation photons produced which are
emitted at an angle of near 180◦, allows for the assessment of
the quality of the PSA results. For this purpose, the shortest
distance of a straight line connecting the two identified inter-
action points to the known source position is determined. It
should be noted that variations in the momentum carried by
the neighbouring nucleus and the positron range provide a
physical limit to the position determination, however, this is
below the functional limit of the germanium detectors them-
selves.

The pulses that are created by the ADL depend on a vari-
ety of detector properties and several input parameters for
each individual HPGe detector are needed. Most of these
input parameters are measured routinely, like the cross-talk
properties of the detectors. However, some quantities, like
the space charge distribution inside the crystal volume, are
hard to access and are only partially available from the crystal
manufacturer. The impurity concentration is only provided
for the front and back of the crystal and a linear gradient is
assumed in between.
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In conclusion, the 22Na-coincidence method was estab-
lished as a fast and reliable tool to study the results of the
PSA. Whilst the method is currently limited by the exist-
ing PSA algorithm used by AGATA to single segments, the
development of new PSA techniques could allow for the anal-
ysis of two annihilation photon interactions within a single
segment and provide insight into the Compton behaviour of
quantum-entangled photons.

2.5 The AGATAGeFEM software package

A number of software packages have been developed to cal-
culate pulse shapes from the High-Purity Germanium detec-
tors used in AGATA (e.g. see the references [12–16,28,29]
and other sections of this article). The complex shapes of the
AGATA crystals can be more accurately described using a
finite element scheme and finite element methods (FEM) than
with very dense rectangular grids. It is beyond the scope of
the present work to describe FEM, and the interested reader is
referred to [30] and references therein. AGATAGeFEM also
uses a different model for the hole mobility with respect to
ADL [10,16] and JASS [15,28,29]. It is described in detail
in [31].

The use of FEM allows AGATAGeFEM to have a var-
ied precision of the mesh used to calculate the electric field,
it varies from several millimetres in regions of weak fields
to tens of micrometres where the combination of strong
field gradients and complex geometry are combined. Another
advantage of FEM is that the solution is an approximation of
a function describing the electric potential and not the electric
potential at the grid points. This removes possible ambigui-
ties when calculating the electric field in the detector volume.

The AGATAGeFEM package, written in C++, uses high-
quality open-source FEM software to calculate the electric
and weighting potentials of AGATA type germanium detec-
tors. The GNU Scientific Library [32] is used for solving the
ordinary differential equation of charge-carrier transport. The
geometry is described to within 10−6 mm for charge trans-
port and mesh generation. In AGATAGeFEM the solutions
of the Poisson and Laplace equations are not projected down
to a regular grid when used in the charge carrier-transport
process. This is also the case for calculations of the induced
signals via the Shockley-Ramo theorem. A weighting field
as calculated by AGATAGeFEM together with pulse shapes
from a net-charge segment and its nearest neighbour are
shown in Fig. 4.

Using threads and the message passing interface [33]
AGATAGeFEM is fully parallelised, both to calculate the
field and the pulse-shapes. A graphical interface using the
ROOT [34] interpreter interface allows for the calculation
and display of the E-fields and pulses from ROOT. Further-
more, a very simple server client mechanism allows other
programs to ask the server to calculate pulse shapes.

Fig. 4 Left: Example of a front segment weighting field. The field
strength goes from 0 (blue) to 1 (red). Shown is also the mesh used for
solving the Poisson equation. Right: Examples of net-charge signals
and transient signals with and without convolution with the transfer
function. The modulating effect of the response of the electronics is
clearly seen (red shape). The effect of linear (green shape) and derivative
(blue shape) cross-talk is also shown. For the net-charge segment the
effect of the derivative cross-talk is too small to be seen

The AGATAGeFEM package also contains miscellaneous
codes for:

– Applying preamplifier response.
– Applying cross-talk.
– Re-sampling of pulse shapes.
– Comparison of pulse shapes.
– Calculation of pulse shapes from the output of the

AGATA GEANT4 MC [35].
– Creation of bases for PSA.

AGATAGeFEM has been used to investigate the influence
of the different parameters that enter in pulse-shape calcu-
lations. This includes variations in the assumed geometry of
the crystals and electrodes, and their impact on the result of
the PSA for both simulated and experimental data. For details
the reader is referred to [31].

2.6 PSA and neutron damage

The AGATA n-type HPGe detectors are considered to be
less sensitive to neutron damage than p-type detectors [36].
This is primarily due to reduced electron trapping in the net
charge signal collected on the central core contact. However,
for the AGATA detectors, the segments exhibit a higher sen-
sitivity to trapping because the holes are the charge carriers
that are collected. It was confirmed that these segments are
more sensitive to neutron induced traps than the core elec-
trode during the first weeks of the experimental campaign
with the AGATA demonstrator at LNL. The new AGATA
crystals were exposed for the first time to the flux of fast
neutrons from deep inelastic collisions, fission and fusion
evaporation reactions. Fast neutrons are well known to pro-

123



Eur. Phys. J. A (2023) 59 :213 Page 7 of 22 213

duce specific lattice defects in germanium crystals that act
as efficient hole traps. This leads to a reduction in the charge
collection efficiency of the detectors and an observable low
energy tailing on the energy peak shape.

Since AGATA crystals are large, (4 cm radius × 9 cm
length), they have an increased sensitivity to neutron trap-
ping. AGATA is designed with digital electronics allowing
high count rate capability, which can lead to increased neu-
tron doses applied to the detector. However, the energy reso-
lution of the central core electrode did not deteriorate beyond
expected limits with respect to the applied neutron dose dur-
ing these early experiments.

The crystals can recover from neutron damage by anneal-
ing. However, for practical reasons and in view of the rate at
which neutron damage becomes visible, this treatment cannot
be applied after every experiment. Correction methods were
therefore developed [37] aiming to minimise the unwanted
effects due to trapping as much as possible, in between con-
secutive annealing procedures. These methods have gained
renewed interest [38,39] with the arrival of digital front-end
electronics.

Fortunately, pulse shape analysis is not influenced by neu-
tron trapping [39], PSA is only sensitive to changes in the
signal shape of the order of the one percent level, while the
energy resolution is already sensitive below the per mille
level. Therefore energy resolution will deteriorate far earlier.
Since the energy loss will in first approximation only depend
on the interaction position in the detector, the high position
sensitivity of the AGATA array allows for the correction of
trapping effects using the pre-calculated trapping sensitiv-
ities. Such a correction method was described in [40] and
applied successfully to neutron damaged AGATA detectors.

The theoretical model for the specific case of neutron
induced hole trapping detailed in [40] demonstrates the sen-
sitivity to trapping of both the core and hit segment signals.
The peak height deficiency due to trapping is calculated as
function of the interaction position of the γ rays within the
crystal. These calculations are adequate to explain that seg-
ments show a higher sensitivity to neutron trapping than the
core. The experimental observation is in agreement with col-
lection efficiency calculations. A definition for the trapping
sensitivity was proposed for highly segmented, n-type HPGe
detectors.

The sensitivities are crucial quantities because they pro-
vide a simple but accurate approximation to the collection
efficiency. This allows for a correction of the trapping effects
and for a recovery of the energy resolution, which will pro-
long the operation time of the detectors. The approach was
calculated to high precision although a first-order approxi-
mation and was shown to yield satisfactory results.

Fig. 5 Energy as function of depth in the detector for selected 1332 keV
single events at 15 mm radius. a Shifts in energy are visible due to the
trapping process. b The same data corrected for neutron damage. c, d
The projections for both distributions

Using data taken with AGATA detectors, it was shown
that this method indeed allows recovery for the mean posi-
tion dependent energy losses in the detector [40]. A simple
two-parameter optimization of the a priori unknown electron
trap density and hole trap density is sufficient to describe
the charge losses throughout the entire detector volume. The
statistical variations in the charge loss, however, cannot be
corrected for. This minimum loss in energy resolution is
also position dependent and can be described as function of
the sensitivities. The experimental data compares very well
with theory (for details see [40]). An example of the efficacy
of the neutron damage correction is shown in Fig. 5 where
the energy as function of depth in the detector for selected
1332 keV single events at 15 mm radius are shown before
and after the correction is applied. For the selected events,
the width of the energy distribution (FWHM) is improved
by the procedure from 4.14 keV to 2.85 keV with a small
remaining shift which is still observed after correction.
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3 Generating a basis and characterisation

3.1 Experimental performance

To be able to fully understand and model the bulk perfor-
mance of a detector with complex geometry and electronic
segmentation, it is crucial to understand its response as a
function of γ ray interaction position. A number of tech-
niques have been developed within the AGATA collaboration
to extract this information. Each of these techniques uses the
same basic procedure: a γ ray of a known energy interacts
at a known position within the detector and the response of
the detector is digitised, recorded and analysed in software.
This process is repeated over multiple positions within the
detector and a basis of detector responses as a function inter-
action position and energy is created. This can then be used
for further PSA of experimental or simulated data. The tech-
niques employed by the various characterisation laboratories
can be separated into four distinct techniques of increasing
complexity:

– Singles Scanning
– Coincidence Scanning
– Pulse Shape Comparison Scanning (PSCS) with colli-

mated beams
– Pulse Shape Comparison Scanning with electronic colli-

mation

In addition, another direct technique, using a Jacobian
method, allows for the extraction of a basis directly from
the experimental signals. Each of these is described below.

3.2 Singles scanning

The simplest scanning technique, often used as a first stage of
a full characterisation (and the basis for PSCS as described in
Sect. 3.4) is ‘Singles’ scanning. Here, the γ -ray interaction
position is only known in two dimensions and so a fully con-
strained study of the detector cannot be made but geometrical
information as well as surface and bulk performance can be
studied by appropriate choice of the γ ray energy used.

Singles scans using a collimated γ beam, are performed at
the University of Liverpool, IJC Lab Orsay and IPHC Stras-
bourg. A γ -ray source is collimated to a pencil beam with
diameter of 0.5−2.0 mm. The collimated source is mounted
on an automated 2-axis (X,Y ) positional table which allows
the position of the source to be precisely controlled with
an accuracy of around 100 μm in both the x- and y-axes.
The detector being characterised is then mounted above the
table, in either the vertical or horizontal orientation, such
that the beam of γ rays impinges on an active area of the
detector. The XY position of interaction within the detector
is inferred from the position of the scanning table and thus

Fig. 6 Example plots from 2D scans of AGATA capsule A006. Left:
Intensity plot from 241Am scan with the detector in the vertical orien-
tation showing surface effects. Centre: T90 rise time plot from 137Cs
scan. Right: 137Cs scan with the detector in the horizontal orientation
showing interactions throughout the detector bulk. Adapted from [41]

the collimated source. There are no constraints on the depth
of interaction, along the z-axis. The source is raster scanned
across the detector in a uniform grid, typically of 0.5−2.0
mm steps, and a database of detector response as a function
of interaction position is recorded. Transmission through the
collimator is of the order 10−6 and so a source activity of
hundreds of MBqs is required to give sufficient number of
γ -rays exiting the collimator. 137Cs is typically used as the γ

energy of 662 keV is high enough to allow penetration into
the bulk of the detector but not so high as to be difficult to
shield and collimate. The 60 keV γ ray from 241Am can be
used to investigate the surface of the detector being charac-
terised. A wide range of γ energies given by a 152Eu source
has also been used.

For each event, the 37 preamplifier signals from the detec-
tor are digitised and recorded along with the position of
the source / scanning table. From this, basic characterisa-
tion information can be investigated such as the count rate
response (intensity) and charge collection time (rise time)
plots, as is shown in Fig. 6.

3.3 Coincidence scanning

A technique developed at the University of Liverpool [4]
and IJC Lab, Orsay for localising the depth of interaction in
the z-axis is referred to as ‘Coincidence’ scanning. This is
an extension of the previously described ‘Singles’ scanning
but allows γ -ray interaction positions to be constrained in
three-dimensions through the use of secondary collimation
and ancillary detectors.

In the system developed at the University of Liverpool,
the detector being characterised is surrounded by a series of
lead collimators, with 2–3 mm spaces between them, which
are aligned with specific depths in the detector undergoing
characterisation. This collimation is perpendicular to the pri-
mary collimation of the γ source, as shown in Fig. 7. These
secondary collimators allow γ rays to escape if they scat-
ter within the detector at 90◦ with respect to the primary
collimation. Each secondary collimator is surrounded by a
number of scintillator detectors to detect the scattered γ rays.
In excess of 40 custom BGO detectors are used in order to
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Fig. 7 Schematic diagram of the University of Liverpool Coincidence
scanning system. A 137Cs source is positioned along the X - and Y -axes
by the scanning table. γ -rays emitted from the source, that scatter ∼ 90◦
inside the detector, can pass through the secondary collimators and are
stopped in the scintillators. The secondary collimation constrains the
interaction position along the z-axis. Adapted from [42–44]

maximise the detection efficiency. Compton kinematics indi-
cate that a 662 keV γ ray undergoing a single 90◦ scattering
interaction will deposit 374 keV in the AGATA crystal and
the remaining 288 keV in the scintillator. Setting appropriate
energy gates on both detectors in the offline data analysis
allows only true single-site interactions to be selected and
processed.

Signals are digitised by Caen V1724 digitisers, using the
DPP-PHA firmware for energy evaluation. These record the
incoming waveform with 100 MHz clock frequency (10 ns
per sample) and 14-bit resolution. A hardware trigger is set
to only record events for which the AGATA core and at least
one BGO detector trigger within a coincidence window of
325 ns of each other. The signals are then written to disk for
offline analysis. The digitised signals from each detector for
a given event are combined into a single signal showing the
response of the entire detector (36 segments & core) over a
given time window. Once a statistically significant number
of signals have been recorded for a given interaction posi-
tion, the signals corresponding to each individual event are
averaged to minimise the effects of noise. Comprehensive
details of the averaging process are given in [19,43], a brief
summary is given below and a flow chart illustrating the steps
involved is shown in Fig. 8.

Initially, each signal is gain matched and any baseline
offset is corrected for. The signals are then expanded from
the native 10 ns sampling of the digitisers to 2 ns via a five
point linear interpolation followed by a three point moving
average. The preamplifier decay of the signals is then cor-
rected for and the signal heights normalised such that the
core and hit segment are scaled to a maximum of 1. The
hit and non-hit segments are scaled by the same factor. Sig-
nals are then time aligned to a common point to remove any

Fig. 8 Flow diagram showing the analysis procedure for processing
the array of pulse shapes at each precisely determined 3D interaction
position [19]

Fig. 9 Mean signal formation for the core (left), hit segment (centre),
and an adjacent segment (right) for a single position. Individual contri-
butions are shown in blue, those that were rejected because they did not
match the initial mean sufficiently closely in red, and the final mean in
green. Adapted from [45]

time walk / jitter. Time alignment is not a trivial process and
the reader is referred to [19,43] for further details. All the
time aligned signals are then used to produce a mean pulse
representation. An iterative χ2 minimisation method is then
used to compare each individual signal with the preliminary
mean signal. A threshold is set on the maximum deviation
between each individual event and the mean. Events, which
do not pass this threshold, are discarded and a new mean is
formed from the accepted events only. An example mean sig-
nal for the core, hit and adjacent segments is shown in Fig. 9.
The final mean representation for each interaction position
is then stored in a database of known detector responses, for
use in subsequent PSA.

The coincidence scanning system developed at the IJC
Lab, Orsay, uses the same basic principle as the Liverpool
system except that the secondary collimators are mounted
directly onto the front of the six ancillary NaI(Tl) TOHR
detectors and constrain the scattering angles to ∼ 80◦ and ∼
100◦ as described in [6] and shown in Fig. 10. Signals from
the AGATA detector are digitised using TIGRESS digitisers
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Fig. 10 Left: Schematic diagram of the IJC Lab Orsay Coincidence
scanning system. The 137Cs source is positioned along the x- and y-axes
by the scanning table. γ -rays emitted from the source that scatter ∼80◦
or ∼100◦ can pass through the secondary collimators in front of the
NaI detectors. Right: TOHR detector module and collimator stack with
schematic. Adapted from [6]

[46], giving the same 100 MHz clock frequency and 14 bit
resolution as the Caen system used at Liverpool.

The benefits of this technique are that it gives a very precise
knowledge of the position of interaction (∼ 2 mm3) within
the detector. The Compton kinematics ensure that each event
recorded is a true single-site interaction, the position of which
is defined by the primary and secondary collimation. In addi-
tion, the timing of the interaction within the AGATA detec-
tor can be deduced from the ancillary scintillator detectors.
The fast and predictable response of the scintillator provides
precise measure of the start of the charge collection (t0) than
what is possible using the AGATA detector alone. The correct
identification of t0 is crucial for comparison of experimental
and simulated data and is often difficult to determine from
experimental data. The disadvantages are that the secondary
collimation results in a very low efficiency and so measure-
ment times can be very long (many hours per position leading
to partial scans taking several months to complete) to ensure
sufficient statistics are recorded. This means that it is not
practical to scan the entire volume of a capsule. Therefore,
a subset of positions must be chosen that represent the most
interesting areas of the crystal for comparison with and val-
idation of more comprehensive simulated datasets.

3.4 Pulse shape comparison scanning (PSCS) with
collimated beams

In the initial phase of the AGATA project, it was com-
mon belief that the only feasible way to get the full-volume
3D position response of a crystal, i.e., association between
the detector output signal shapes and all possible single-hit
positions, was through solving the appropriate electrostatic
equations [10,12,16,17,29,31,47,48]. This was because the
experimental techniques available were based only on coin-
cidence γ -ray measurements with collimators [49], that
are time consuming for extracting the full 3D response. A

Fig. 11 The upper left panel sketches the experimental configuration
proposed for a straightforward implementation of the PSCS technique
(the two measurements shown, with the 137Cs source in positions “a”
and “b” respectively, are done separately). The other panels are the
results of a GEANT4 simulation [50] showing interaction positions
determined from comparison of pulse shapes with more and more strin-
gent conditions on the similarity of the signal shapes imposed: finally
(in the bottom right panel), only hits concentrated around the collimator
line crossing points are present

novel characterisation technique, the pulse Shape Compar-
ison Scan (PSCS), was proposed in 2008 [50] that opened
the possibility of effectively extracting the full 3D detec-
tor position response of an AGATA detector several tens of
times faster, using only singles measurements. In essence,
the PSCS principle is simple. It is to perform a consistency
check on the pulse-shape signals for events acquired with
different sets of measurements, allowing to select only those
signals associated to γ -ray hits that took place in a specific
and known location inside the HPGe crystal. The straightfor-
ward application of this concept [50] consists of performing
two separate γ singles measurements, where the respective
pencil γ -beam directions are perpendicular to one another
(see the upper-left panel in Fig. 11). The spatial region cor-
responding to the intersection of the two pencil γ beams is
now one single voxel (a few mm3) inside the detector vol-
ume. In this experimental situation, a signal shape is found
to be very similar in one set of data and in the other when the
associated events correspond to γ singles interactions taking
place in the position where the γ pencil beams intersect each
other. This allows a specific detector output signal shape to
be associated with a precise position inside the detector. The
proof of principle for the PSCS method was obtained through
a dedicated GEANT4 simulation (see Fig. 11 and [50]), while
the experimental implementation of the technique was done
at IPHC.
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Fig. 12 A simple schematic diagram representing the procedure devel-
oped at IPHC for performing the PSCS technique. Contrary to Fig. 11
where two side scans are considered, front and side scans are preferred
at IPHC. On the left (centre) panel, the detector is in vertical (horizon-
tal) position. The red arrows show the direction of the pencil beam at
the positions during data acquisition whereas the green arrows show the
positions for which data are already acquired. The right panel shows, in
green, the scan-grid points and, in red, the point corresponding to the
crossing of the two red arrows

3.4.1 IPHC scanning apparatus

The IPHC scanning table is composed of two, perpendicular,
300 mm range, X and Y axes holding a collimator composed
of W, Pb and Fe which generates a thin γ ray pencil beam
(see red arrows in Fig. 12). Intense sources of 241Am (1.5
GBq), 137Cs (1.85 GBq) and 152Eu (0.75 GBq) can be placed
in front of a 165 mm long collimator. The central part of the
collimator is interchangeable and allows for the different col-
limator diameters (1.0, 0.50 and 0.21 mm). The detector can
be mounted in two distinct positions with its axis either paral-
lel or perpendicular to the γ -ray pencil beam, corresponding
to the two perpendicular scans. An adjustment frame enables
fine positioning of the detector in addition to a laser beam
used as an alignment reference.

Figure 12 shows the experimental configurations and the
principle of a PSCS scan. A vertical 2D scan is performed
with a 2 mm pitch, the pulse shapes being registered in
files associated to each (X,Y ) position. Events with energy
detected in only one segment and with equal energy deposit
in the central contact and the segment are considered. A
horizontal 2D scan with the same pitch is performed after
alignment. The scan grid is chosen to ensure that interaction
positions, defined by the pencil beams from the vertical and
horizontal scans, intersect each other. The pulse shapes are
registered in files associated to each (Y, Z ) position. A χ2

test between pulse shapes from vertical and horizontal scan
files of intersecting beams allows the selection of about 200
pairs of pulse shapes corresponding to position (X,Y, Z ). A
refinement procedure leads to about 140 pulse shapes used
to calculate the mean pulse shape associated to the (X,Y, Z )
coordinates.

3.4.2 IPHC scanning procedure

The scanning procedure was optimised as reported in [51]
where the AGATA detector, B006, was 3D scanned for the
first time with this technique. Prior to the scanning using the
PSCS technique, the detector position was aligned along the
X axis. Scans of 100 μm pitch across the EF segmentation
line are performed and the crystal is rotated accordingly for
proper alignment (see fig. 3.9 in Ref. [51]). As a by-product,
the segmentation width is deduced with an uncertainty of
±40 μm. A second preliminary scan across the bore hole
of the crystal is performed along the X and Y axes with
100 μm pitch. The shift of the bore hole borders in each
of the 5 segment slices (2–6) is determined and corrected
leading to a final vertical alignment of the crystal better than
(6 × 10−2)◦. These data also allowed the borehole diameter
to be determined.

In addition to the preliminary scans, the crystal lattice
orientation may be deduced from a 2D scan with a 1 mm
pitch using the pulse rise time T10−90 (i.e., between 10% and
90% of the pulse amplitude). The variation of T10−90 along a
circle of a given radius indicates the main germanium lattice
〈100〉 and 〈110〉 axes with a precision of about 1–2◦ (now
improved to 0.4◦ on average [52] ).

A 137Cs 3D scan with a 2 mm pitch of the AGATA cap-
sule B006, following the procedure described above. This
yielded the construction of a 48,500 point pulse-shape basis
which is composed of 6 signals, for each (X,Y, Z ) scanned
crystal coordinates. These were, the total energy (central con-
tact), the net charge signal of the hit segment and the four
transient signals induced in the neighbouring segments. The
3D segmentation pattern is reconstructed using the PSCS
technique. Using the pulse-shape database, several crystal
parameters could be studied in slices of 2 mm thickness par-
allel or perpendicular to the crystal axis. Comparison of
vertical/horizontal and horizontal/horizontal scans were per-
formed showing similar detector responses [51].

3.4.3 Simulation of the PSCS technique

The PSCS technique applied at IPHC was simulated for the
first time in [52,53]. The scan of the full-volume of a symmet-
ric crystal, was performed using GEANT4 simulations for the
γ -ray interactions in the crystal coupled to the ADL software
[16] for pulse-shape generation. The latter were convoluted
with the preamplifier response and realistic noise was added.
The percentages of single interactions in the selected events
for different energies ranging from 122 to 1408 keV were
deduced. On average for energies above 600 keV, about 50%
of the events are singles. This value increases drastically for
lower energies. The influence of multiple interactions in a
single segment on the average pulse shape at each point was
studied. The simulations indicate that:
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– Several interactions of multi-scattering events occur
rather close to each other, on average about 2 mm away
from the scan-grid point.

– The pulse shapes of single and multiple-interaction
events are very similar.

– The larger the distance between the first and the furthest
interaction point, the smaller the energy deposit at the
latter point thus reducing its influence on the final pulse
shape.

Following this study it was concluded that the multi-
scattering events do not contaminate the pulse-shape database.
The impact of the input statistics, i.e., the number of pulse
shapes in each vertical and horizontal data set, shows a
larger effect than γ -ray energy, the PSCS performance being
improved with higher statistics. Improvements of the PSCS
technique may be further studied such as the metrics used and
the weight associated to the transient signals in the neigh-
bouring segments, the use of a smaller pitch and smaller
collimator diameter.

The PSCS technique gathers some of the advantages of
the different scanning techniques. It is rather fast as it allows
scanning of the full volume of a crystal within 2 weeks and
offers the possibility to use several γ -ray energies to per-
form different types of studies (surface inspection with low-
energies and volume study with higher energies). The disad-
vantage is that it is very difficult to identify the t0 from the
germanium detector signals alone.

3.5 Pulse shape comparison scanning with electronic
collimation

A development of the PSCS technique has been implemented
at GSI [8,54,55] and at the University of Salamanca [56].
This utilises the principle of electronic collimation to fur-
ther reduce the total time required to characterise a detector
from weeks to days. The technique uses the two 511 keV
photons emitted in opposite directions, 180◦ apart, follow-
ing the positron annihilation in a 22Na source and a position
sensitive LYSO γ -camera as shown in Fig. 13. The source
is positioned between the detector being characterised and
the γ -camera such that one of the 511 keV annihilation pho-
ton pair is detected in each detector. The (X,Y ) trajectories
of the annihilation photons entering the detector being char-
acterised can be determined from the position information
recorded by the γ -camera. With the source and γ -camera in
a given location, a database containing pulse shapes for all
the trajectories coming inside the coincidence cone of the
characterisation detector and the γ -camera are recorded. In
this way, data are collected from all positions simultaneously,
rather than one at a time as in collimated beam measurements,
leading to a significant reduction in data collection time.

Fig. 13 A schematic diagram of the generalised Pulse Shape Com-
parison technique employed at GSI and Salamanca adapted from [8]

A second measurement is then taken with the source and
γ -camera together rotated by 90◦ around the characterisa-
tion detector (moving from position a to position b in Fig. 13)
and data for this new configuration are recorded. The data sets
from the two source/camera positions are then compared in a
similar method as described in Sect. 3.4. The point for which
identical signals are observed in both data sets correspond to
the crossing point of two lines inside the coincidence cone.
In this way, it is possible to gather 3-dimensional (X, Y, Z )
position of interaction information from the two trajectories
measured in the γ -camera.

SALSA (Salamanca Lyso-based Scanning Array) was
designed, set up and run by the group of the University of
Salamanca. Its main aim was to explore in depth the capa-
bilities of the AGATA highly segmented HPGe detectors.
For this, a maximum position accuracy in the characterisa-
tion must be achieved and, therefore, some R&D needed
to be accomplished on the characterisation method used by
SALSA. SALSA is based on the same concepts as GSI sys-
tem: virtual collimation [57], where two collinear 511 keV
photons and a PSCS algorithm are used to achieve the three-
dimensional position determination in the HPGe [50]. The
optimized design of SALSA, aimed at minimising the impact
of uncertainty sources in the calculated position, consists of
high-spatial resolution γ -camera with large field of view and
a point-like 22Na source. These are mounted on a high pre-
cision mechanical structure that holds the AGATA detector
in a known position as shown in Fig. 14 [58]. The mechan-
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Fig. 14 Left: The mechanics of the SALSA system. The AGATA
detector is placed with the central axis of the detector at (0, 0, 0). The
γ -camera can be placed at two positions highlighted in green, denoted
as S1 and S2. The red colour represents the position of the 22Na source.
Right: Photo of the detector, source & γ -camera setup

ics enable controlled 90◦ rotations of both the γ -camera and
source. This allowed their relative distances to be optimised
in order to reduce position uncertainties in the propagation
to the calculated values [58]. The γ -camera is a position
sensitive detector made up of 4 LYSO detectors with their
respective 64-fold pixelated PSPMTs, giving a total of 256
electronic channels, whose position determination algorithm
has been developed to obtain an accuracy lower than 1 mm
[56]. To obtain the three coordinates of every interaction point
in the HPGe detector, scans are performed for at least two
different angular positions of the γ -camera-source set with
respect to the HPGe detector. A PSCS method is then applied
to identify the signals corresponding to the same interaction
points coming from different angular position measurements.
The self-developed PSCS method employed is based on the
Wilcoxon signed-rank test and considers the signal electronic
noise to establish statistically the decision level [59]. This
algorithm has been tested with net signals and testing with
transient signals is currently ongoing.

3.6 Direct method: extraction of the basis from the
experimental signals

A Jacobian method was proposed in [60] to build a signal
basis directly from a set of signals delivered by the detec-
tor in situ, that is, in the actual accelerator/target/detection-
system conditions corresponding to data acquisition during
a physics experiment. The method avoids the need to use
signal bases obtained by simulation or through a detector
scanning device. The usual online PSA algorithms can apply
this basis to perform signal decomposition. The method also
provides Jacobian transforms that can be used to compute
very quickly the hit locations in situations when signals are
not overlapping.

The method relies on the fact that the distribution of hits
inside the detector is known: it decreases exponentially along
the z-axis and is homogeneous perpendicularly. For the sake
of simplicity, we first explain it in the case of a grid of square

segments. The first step consists in choosing so-called order-
ing variables, xo and yo, for the x and y coordinates of the
crystal. For example, inside a given segment, the ordering
variable for the x coordinate can be calculated from the
amplitudes r and l of the signals in its right and left neighbour
segments:

xo =
∑

i r
2
i − l2i∑

i r
2
i + l2i

(1)

If the distribution of hits on the front face of the segment is
homogeneous, then the PDF fx is flat. If the distribution fxo ,
obtained from the experiment, was also flat, then the estima-
tor xe of x would be given as a simple linear transformation
of xo. However, in the general case, the two distributions are
different. If the relation between xo and x is monotonously
increasing then fx (xe) = fxo(xo)/| dxe

dxo
|, where the denomi-

nator is the Jacobian of the transform. After integration, the
relation can be conveniently rewritten as:

xe = F−1
x (Fxo(xo)) (2)

where Fx and Fxo are the cumulatives of fx and fxo . Equa-
tions (1) and (2) give an estimate of x whose distribution is
the same as fx (i.e., flat in this case). The same procedure is
applied to produce an estimator of the y coordinate. Better
results can be obtained by iterating the procedure. Indeed,
Eq. (2) was obtained under the hypothesis that the relation
between x and xo is the same whatever y. Let us suppose ye is
evaluated first. The cumulative distribution functions, Fx lye

and Fxo|ye , corresponding to a small range around ye, can be
calculated. Using these CDFs in Eq. (2) usually improves the
estimation of x .

In the case of the AGATA crystals, the same procedure is
applied using the cylindrical coordinates r, φ and z (in the
first ring, spherical coordinates may be more appropriate).
The PDFs fr , fφ and fz are no longer flat. They are calcu-
lated segment by segment from their geometries, considering
a homogenous illuminance and an exponential decrease from
the entrance face. The tabulated resulting re, φe and ze esti-
mators can be used to calculate the hit location when only one
segment is hit (which accounts for about 50% of the events),
avoiding the use of the time-consuming PSA algorithm.

Another way to use the method, consists of building a
signal basis by averaging the non-overlapping signals corre-
sponding to given, regularly spaced, values of re, φe, ze. This
signal basis can then be used in the PSA code. Such a basis
can be built just before the actual experiment with the sig-
nals obtained during the energy calibration with a radioactive
source. This way, the basis is composed of signals delivered
by the detectors in working conditions and including effects
from aging (neutron damages and annealing of the crystal).

The method has been tested [60] using signals simulated
using the MGS [17] and the AGATAGeFEM [31] simulation
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codes. The signals were altered by a 3 keV noise and a 5 ns
(standard deviation) time-jitter. For γ -rays over 100 keV, the
average location errors are about 4 mm. The method was then
tested [61] using the signals delivered by the University of
Liverpool scanning system [4,62] showing average location
errors of about 4.5 mm.

Motivated by the encouraging results found using calcu-
lated signals, the Jacobian method was applied to the source
data taken with AGATA at GANIL [63]. Based on the work
described above, GEANT4 simulations [35] were used to
create simulated data sets to provide the expected 3D distri-
bution of γ -ray interactions. To allow effective correlations
between the simulated distributions of interaction points and
ordering variables two different coordinate systems were
used and combined with five different ordering variables. For
the front slice segments a spherical coordinate system was
used, with its origin at a depth of 30 mm into the detectors.
For the other five slices of segments, a cylindrical coordinate
system was used. For the r -coordinates the same ordering
variable was used independently of the coordinate system.
The φ ordering variable selected was the asymmetry of the
peak-to-peak amplitudes of the signals in the right and left
neighbour segments. To have efficient estimators for the z-
component (or approximately theta in the first slice) three
different ordering variables were used. For the four middle
slices, the normalised peak-to-peak amplitude asymmetry of
the transient signals of the upper and lower neighbours was
used. The last ring used a normalised peak-to-peak ampli-
tude of the neighbour. A normalised averaged derivative of
the net-charge signal is used as an ordering variable for the
first ring.

Experimental in situ bases were produced for six AGATA
detectors. Examples for three different detectors are given in
Fig. 15. They were compared with the standard ADL bases
by evaluating the achieved position resolution by the perfor-
mance of AGATA after γ -ray tracking. It was shown that the
efficiency of AGATA remained the same using the experi-
mental bases. Somewhat disappointing, on the basis of com-
paring Doppler correction capabilities, it was shown that the
experimental bases gave a slightly worse position resolution
than the standard ADL bases. Possible reasons for this were
stated as the difficulties in determining the true shape of the
segments and the difficulties in correctly time aligning the
pulse shapes when averaging them to produce the data bases.
For details see [63].

4 Pulse shape analysis

Pulse shape analysis is an essential step in the recovery of
the true interaction position of incident γ rays as they deposit
energy in the AGATA spectrometer. The technique facilitates
the recovery of the individual energy deposition points fol-

lowing the interaction of a γ ray with matter by photoelec-
tric absorption, Compton scattering and/or Pair Production.
The output of the PSA provides the input to the subsequent
gamma tracking algorithms that probabilisticaly combine the
information returned by the PSA to reconstruct the individ-
ual gamma tracks. The aim of PSA is to determine the num-
ber of interactions in a segment or crystal and to reconstruct
their individual positions, times and the deposited energies
by analysing the experimental preamplifier signals, continu-
ously sampled at 100 MHz from the front energy digital elec-
tronics (digitisers). The real-time processing requirements of
the AGATA Data Acquisition system and the requirements of
the tracking algorithms impose stringent performance con-
straints on the PSA algorithm. To perform a Doppler correc-
tion and to achieve the best possible peak-to-total ratio (P/T)
the interaction locations have to be resolved with a precision
of ∼ 5 mm (FWHM). For PSA to be used in experiments
with high beam intensities the reconstruction should take ∼1
ms per event and CPU. In the AGATA spectrometer PSA
is performed at the pre crystal or local level, while gamma
ray tracking is performed at the array or global level. The
AGATA collaboration have investigated the performance of
a number of different approaches to achieving the optimum
PSA performance.

For information on the GRETINA project (Gamma-Ray
Energy In-Beam Nuclear Array), which is the first phase of
the GRETA project, and associated information on the per-
formance of the implemented PSA algorithms, see [64].

4.1 The adaptive grid search

The Adaptive Grid Search (AGS) algorithm is based on a
comparison between measured signals (real and transient sig-
nals of the segments) and calculated signals from a fine grid
of points in the crystal (typically 2 mm spacing). It works by
searching one or two interaction points per segment. In the
standard implementation, which was utilised due to compu-
tational limitations, the algorithm searches one interaction
point in a segment. This approach then considers the ener-
getic barycentre if multiple hits occur. The final position
is determined as the point on the grid which is the clos-
est match to the experimental signal. The interaction posi-
tions are determined by the optimisation of a Figure of Merit
(FoM) as shown in Eq. (3) that compares experimental sig-
nals (Am) against the basis (As). The approach allows for the
energy and time calibration to be applied and the T0 value is
extracted using a digital Constant Fraction Discriminator or
leading edge fit of the first traces. Any cross-talk correction
is also applied at this stage. Due to the significant trace length
and number of electrodes used in AGATA, individual signal
comparisons are computationally intensive and an exhaustive
search does not meet the execution rates necessary for online
PSA. Instead a coarse grid approximation is applied using
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Fig. 15 Pulse shapes coming from two same shaped detectors of type
A and one type B detector for the same position (x = 31 mm, y =
5.5 mm, z = 63 mm) in the detectors. The core signal is shown in more

detail in inset (a), the net-charge signal in inset (b), and the transient
signals from the nearest neighbours are shown in detail in insets (c)–(e).
Figure taken from [63]

the AGS algorithm [65] that determines the coarse optimum
of the basis followed by a refined search in the immediate
euclidean vicinity of the optimum.

The AGS algorithm produced a position resolution of
∼5 mm (FWHM) at 1382 keV (3/2− → 7/2− line in
49Ti [23] with a performance of ∼2000 events/s/core. The
reader should note that the achievable position resolution
is impacted by the signal to noise ratio of the signal wave-
forms and the location of the interaction position of the γ ray
inside the AGATA detector. Low energy γ rays (<300 keV)
will interact close to the front face of the detector, a region
of the crystal where the electric field lines are non uniform.
This coupled with the small signal size, both for the primary
induced signal and the transient signals, presents a worst
case scenario. Here the position resolution could potentially
be limited to the half the size of the interaction segment.
For a detailed discussion on the impact of the energy on the
position resolution see [66].

FoM =
∑

i j

∣
∣A j,m (ti ) − A j,s (ti )

∣
∣2 (3)

In [26] some improvements to the FoM were proposed to
minimise experimental deviation from the 22Na coincidence
method, the FoM was modified by implementing a weighting
factor for the transient signals of the nearest neighbours of the

hit segment. A weighting factor (w j ) of 2.75 was obtained by
experimental optimisation. An energy dependent weighting
factor which increases for higher energies is being consid-
ered for future implementation. For low-energy depositions
the signal to noise ratio is small, especially for the transient
signals. In these cases, a larger weighting of these signals
might not be favourable. The 22Na-coincidence method is
restricted to energy depositions of 511 keV. Future investiga-
tions will also consider the influence of multiple interactions
in different segments of the detector on the optimal weighting
coefficient.

4.2 The particle swarm algorithm

A version of the particle swarm algorithm has been evalu-
ated as a potential pulse shape analysis approach for AGATA
[28]. In order to enable the evaluation a simulated basis was
produced using JASS on a 3D regular rectangular grid with
1 mm spacing. For each point on the grid a full set of 37
pulse shapes of 1 ns step size and a trace length of 600 ns
was generated and stored in the basis. The fully informed
particle swarm (FIPS) approach was used, this is a special
sub form of the particle swarm optimisation (PSO) algorithm.
The PSO comprised of a very simple concept to optimize non-
linear functions that was easily implemented and computa-
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tionally inexpensive. The work concluded that single gamma
ray interactions were well resolved in less than 1 ms/event.
The case of multiple hit segments was shown to be much
more demanding. FIPS was capable of resolving the higher
energetic interaction very well. Conversely, the resolution of
the lower energetic interaction deteriorated to levels outside
AGATA requirements. The same effect was observed for the
case of two interactions in a single segment [28].

4.3 The matrix method

The process of determining the positions of a set of hits from
the resulting pulse shapes, using a signal basis, is by essence
an inverse problem expressed in the matrix formalism. Using
the usual tools of matrix theory, the problem can be charac-
terised and solved in an optimum way.

The property of signal additivity can be expressed in the
following way:

s(t) =
∫∫∫

e(x) b(x, t) d3x, (4)

where s(t) is the detected signals, e(x) is the energy deposited
at x due to an interaction of the γ ray with the crystal and
b(x, t) is the signal corresponding to a unit energy. Both s
and b are the concatenations of all the segment signals. The
function b is tabulated as a signal basis matrix B correspond-
ing to discrete points on a given grid. The j th column of the
matrix is the signal b(x j , t) discretised into time bins. In the
same way, the energy function is discretised into a vector e
which j th component corresponds to the energy deposit in
the voxel of the j th grid point. Finally, s(t) is also discretised
as a vector s and the previous equation is rewritten as [67,68]:

Be = s. (5)

In principle, the least square solution is given by e =
(tBB)−1 tB s. However, for many reasons (discretisation of
the problem, electric signal noise and time jitter, approximate
basis signals, conditioning of the matrix, etc.), the resulting
solution would be wrong and non-physical (too many non-
zero energy components, even negative components). Non-
negative solutions with a maximum of null components can
be computed using dedicated algorithms such as Backtrack-
ing [69], NNLS [70] and NNLC [71]. However, any inversion
algorithm would be too slow to solve on line such a large sys-
tem. Moreover, the found solution would be greatly affected
by the properties of the B matrix.

The accuracy of the hit found locations depends on the
fineness of the grid. However, a very fine grid does not
entail good precision for two reasons. First, the matrix system
would become even larger (up to become under-determined),
second, because the response function of the detector is not
purely bijective. In other words, the signal resulting from
the sum of two hits may not be discriminated from the sig-

nal resulting from a single hit with the same total deposited
energy at the weighted centre of both hits. This is especially
true when the energy deposits are small or very unbalanced or
in the central part of the segments. Another connected prob-
lem is that the matrix is very badly conditioned (the condition
number, which measures the amplification of the uncertain-
ties to the solution, for a full detector and a grid step of 2 mm
is of the order of 1050). This means that small uncertain-
ties on the basis matrix and on the detected signal, entails
(very) large uncertainties on the e solution, which is on the
hit locations. All these problems can be optimally addressed
using Singular Value Decomposition (SVD) as shown in the
following (the method is described in detail in [68]).

The basis matrix can be decomposed into the product of
three matrices:

B = UW tV, (6)

such that W is a diagonal positive matrix with diagonal com-
ponents (singular values) arranged in a decreasing order, and
U and V are column-orthonormal matrices (tUU = tVV =
I). The condition number of B is given as the ratio of the
smallest non-zero singular value to the largest. Hence, the
optimum way of reducing the condition number while mini-
mizing the resulting bias on the solution consists in setting to
zero all the smallest singular values. The number of singular
values to keep depends on their distribution. In the case of
matrix B, the first 36 singular values are much larger than
the following ones, indicating that the determination of the
segments where the hits took place is reliable, which does not
come as a surprise. The next singular values are organized, on
a log scale, in a long, slowing decreasing, plateau followed
by an exponential fall. This singular value spectrum shape
indicates that our inverse problem belongs to the ill posed
rather than rank deficient type. Thus, the cut-off correspond-
ing to the singular values set to zero has to be determined
empirically, somewhere on the plateau, with experimental
or simulated signals. One notes r the number of remaining
singular values (rank). The bottom and right parts of the W
matrix are now composed of zeros only, which means that the
right part of the U and lower part of the tV matrices play no
role. Therefore, the three matrices can be reduced in size by
keeping only the r first columns of U, rows of V and row and
columns of W. The resulting matrices are noted Ur , tVr and
Wr and Br = Ur Wr

tVr . It can be noted that, at this point,
the size of the basis matrix is not reduced but its condition
number wr/w1 is (much) improved. Nevertheless, Eq. (5)
can be rewritten as:

tVr e = sr with (7)

sr = Rr s and (8)

Rr = W−1
r

tUr . (9)
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The SVD ofB is performed offline, before the experiment.
Matrices Rr (used to compress the signals to r components
only [72]) and tVr are tabulated for on-line use. The new sys-
tem to be solved for each experimental event is Eq. 7, which is
smaller and better conditioned than the initial one Eq. 5. It can
be even more reduced in size owing to the fact that, in most
events, not all the segments are hit. As a result, only the com-
ponents of vector e and the columns of matrix tVr belonging
to the hit segments have to be included in Eq. 7. The inversion
algorithm shown to give the best solution, in terms of pre-
cision on the hit locations, is NNLC (non-negative least χ2)
[71] because it can take into account the signal fluctuations
(noise and time jitter). It is to be noted that Eq. 7 can also be
used to speed-up the grid search algorithm, tVr playing the
role of a basis of optimally compressed signals sr j .

After solving Eq. 7, the number, locations and energy
deposits of the hits have to be deduced from vector e. One
hit corresponds to a set of non-zero components at close
grid points. The energy of each hit is the sum of its set of
components E = ∑

j e j and its location is calculated as
the weighted centre g = ∑

j e j x j /E . Therefore, the pre-
cision of the location is not limited by the grid step. The
discrimination of the hits can be done automatically using a
classification algorithm such as k-means clustering or Ward’s
method.

Although the method is rigorous and gave satisfactory
results using simulated signals [68], its implementation for
on-line PSA appeared to be too cumbersome and affected by
the diversity of computing times of the inversion algorithm.

4.4 The recursive subtraction PSA algorithm

It has been illustrated that the PSA is a computationally
expensive process and therefore the collaboration put effort
into finding ways to optimise the methodology. The “fold-
ing” algorithm was proposed in [73] as part of this process.
This was based on the fact that information about the radial
spatial coordinate of the γ hits inside one specific segment,
and also about the exact number of them, can be extracted
quickly from the net-charge segment signal just by perform-
ing a second derivative operation. In fact, the second deriva-
tive enhances the amplitude of the net-charge signal in cor-
respondence to the time instants where it is characterised by
sudden changes in slope (i.e exactly when the charge car-
riers are collected, reaching the detector electrode). Then,
knowing the velocity of the charge carriers, it is possible to
determine the radial position of the hits and also count the
number of them. This information could then be provided
to the next part of the PSA to reduce the final computation
overhead. Unfortunately, the simple concept of the “folding”
algorithm was shown to have some problems in its applica-
tion [74], mainly due to limitations connected to the presence
of electronic noise.

A generalisation of the folding algorithm, aimed at bypass-
ing these limitations was then proposed (the Recursive sub-
traction, RS algorithm [75,76]). The RS algorithm applies,
as a first step, an electronic filter to maximize the signal to
noise ratio, particularly in the region of the signal where the
more relevant information is concentrated. This is obtained,
in practice, performing a single derivative and a subsequent
low-pass filter. The shape of the signal resulting from this fil-
tering operation corresponds to the smoothed current pulse
(see the red-line signal in Fig. 16 for an example). Next a
shape comparison of the signal, in a selected and limited
region, with all the basis signals is performed. The basis sig-
nals represent the full-volume 3D position response of an
AGATA crystal. A primary assumption of RS algorithm is
that the current signal shape, in this selected and limited
region, depends mainly on the most energetic interaction
(this is fundamental to speed up the process). See Fig. 16
for a graphical representation of this shape comparison pro-
cess. Finally, the signal of the basis that is found to have
the best agreement is subtracted from the initial experimen-
tal signal and the procedure is iterated until the remaining
signal amplitude is below a certain threshold. The red-line
signal in Fig. 16 is an example of a double-peak current pulse,
originated by an event with two, radially well separated, γ

hits in the same detector segment. If the two hits are spa-
tially separated but have very similar radial coordinate (i.e.,
less than 5 mm distance) it is more difficult to disentangle the
two overlapped hit signals. However, the shape of the current
pulse also depends on the other two spatial coordinates (not
only the radial one).

The results reported in [75,76] demonstrate that the
assumptions at the basis of the algorithm were sufficiently
verified. In fact, the RS algorithm was initially tested with
simulated signals, obtained including real electric noise and
the effect of the preamplifier response [75,76]. Then, it was
applied to experimental signals [76] acquired in the in-beam
test of the 25-fold segmented coaxial HPGe prototype detec-
tor MARS at LNL-INFN [77–79] and also signals acquired
in the first in-beam test of an AGATA symmetric triple clus-
ter at IKP Cologne [80,81]. It showed good determination of
the radial coordinate and hits number distribution [76]. The
performance of the RS algorithm for the extraction of the full
3D γ localisation was also studied [82].

5 Future perspectives

Largely led by advances in the fields of Computer Science
and Machine Learning, several methods have been trialled
by the AGATA collaboration for improving the prediction
accuracy and execution rate of the PSA. These methods
ranged from genetic algorithms, particle swarm optimisers,
wavelet deconvolution and neural-network based approaches
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[67,83,84]. Whilst initial development of these methods
produced promising results during testing, the challenges
of implementing multi-interaction PSA within the AGATA
pipeline restricted their deployment, as a result a combination
of the AGS method using Recursive Subtraction was chosen
for online PSA in AGATA [85].

The requirement to process data through the AGATA
DAQ system at higher count rates while simultaneously
enabling the PSA with multiple hit processing per segment
requires the implementation of efficiency savings in the cur-
rent approaches or more novel approaches to signal process-
ing. The existing AGS algorithm has been optimised to make
its execution more efficient, potentially enabling it to pro-
cess data at up to 10 kHz per core. However such perfor-
mance would be limited to single interactions per segment
or would require a reduction in the processing rate. Methods
to perform the search of the basis more efficiently by using
machine learning and artificial intelligence approaches have
been investigated.

By considering the signals from AGATA as a general-
isation of the notion of a triangle or tetrahedron to arbi-
trary dimensions (discrete geometrical simplices), the anal-
ysis of the underlying response of the detectors can be quan-
tified. Feature extraction using Principal Component Anal-
ysis has proven useful in forming lower-dimensional repre-
sentations of the signals produced by AGATA. The AGATA
bases are used to train a dimensionality reduction model that
can map experimental signals from the full space into fea-
ture extracted embeddings existing in a lower-dimensional
space. These embeddings are then indexed into a hierarchical
structure (graph) that exploits the distance geometry inherent
to the dimensionally reduced space for significant improve-
ments to execution rate. A k-Nearest Neighbour (k) search
of these structures has proven to be incredibly efficient with
approximate-kNN methods such as FAISS [86] capable of
operating at 400 kHz on dimensionally-reduced representa-
tions with minimal cost to prediction accuracy [87].

Whilst a significant fraction of the events within AGATA
are localised to single-site interactions the presence of
multiple-interaction events has prevented conventional PSA
methods from forming reliable predictions at execution rates
acceptable for online processing. Transient signals similar
to the one featured in Fig. (16) show distinct features that
can be identified, however the reliance on identification of
the number of interactions imposes a bias into the PSA that
favours well-separable signals. Instead, a formalism as shown
in Fig. 17 was developed to describe the possible combina-
tions of signals present in AGATA and directly infer the best
linear combination that fits the data regardless of the under-
lying pulse profile. By describing multiple interaction sig-
nals as convex simplices the optimum combination of signals
and their respective contributing energy depositions can be
inferred directly with minimal prior input. This technique

Fig. 16 Smoothed current signal calculated for a γ event with two hits
in a single detector segment (continuous red line). With the black dashed
line, the signal component relative only to the first hit (which released
the 60% of the energy) plus a constant value is plotted. The plot shows
that in a region of about 100 ns around the first peak the shape of the
signal depends mainly on the most energetic hit signal component

Fig. 17 Conceptual diagram for a 2-interaction signal in response
space. The relative areas of the green and red simplices in relation to
the (p1, p2, q)-simplex provide the barycentric weights. Due to orthog-
onality in the system these are equivalent to the parameters α & β

respectively. Reproduced from [87]

allows for PSA to be performed on signals within the same
segment that have significant covariance and cannot be sep-
arated conventionally.

This formalism has been demonstrated on up to 4 inter-
actions within a single segment, however the computational
complexity that arises from the exponential number of lin-
ear combinations is observed to quickly exhaust CPU-based
hardware. Limitations on the amount of positional infor-
mation contained within the signal impose a limit on the
achievable resolution. Developments into GPU-acceleration
have allowed for the online processing of 2 interaction
events, however, 3 interaction signals are not possible to
solve exhaustively online and incur significant memory costs.
Graph-based approaches have been investigated with reason-
able success.

Improvements are required in the both the PSA algorithms
and the underlying data they use in order to enable the reli-
able extraction of the true interaction positions of the γ rays
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from experimental data [20]. This is particularly important
for multiple interaction events in a single segment where
small uncertainties can have a particularly big impact on the
successful identification of the interaction positions.

The PSA relies on there being a good understanding of
the operational parameters of each detector in the array. Fac-
tors such as the crystal temperature, the unique charge trap-
ping profile in each crystal and the electron–hole mobility
values need further work to be properly understood. Closed
end coaxial detectors such at the AGATA detector will also
suffer from divergence of the charge cloud at the holes
approach the outer segmented contact, this can result in a
miss-identification of a single interaction event as a multiple
site event (for example). Again improvements to the mod-
els used to describe the detector response function may be
required.

Improvements to the signal basis continue to be a focus
of the collaboration. The calculated basis requires improved
knowledge of the key input parameters required for each
detector, factors such as the impurity gradients and knowl-
edge of the passivated surface at the back of the crystal require
more comprehensive information from the detector manufac-
turer to be made available or more detailed characterisation
measurements to be made by the collaboration. There are
dynamic effects to consider as well, such as the effective
size of the core bore hole with the potential migration of the
diffused lithium contact over time potentially impacting the
PSA performance.

The multiple independent sources of uncertainty dis-
cussed above illustrate how complex the AGATA detector
is to fully understand. This has led the AGATA collaboration
to continue to investigate the possibility of producing a reli-
able experimental basis directly. A novel technique enabling
the AGATA spectrometer to perform a self calibration of
the response of each detector in-situ has recently been pro-
posed [88]. It is currently being evaluated for use with the
AGATA spectrometer. This would have the advantage that
any dynamic change in this complex array of input param-
eters would be calibrated out, in the same way as a regular
energy calibration.

There are also opportunities to improve the connectivity
between the PSA and γ tracking algorithms. The PSA is
performed at the per crystal level while the γ tracking is
at the global array level, this means the information avail-
able to enable probabilistic decision making is different in
each case. The PSA must proceed the γ tracking in the pro-
cessing order, but this provides the opportunity for the PSA
algorithm to pass the probability or confidence in the hit posi-
tion identification onto the γ tracking algorithm. This would
enable the γ tracking algorithm to include these probabili-
ties in the decision making process when ordering scattered
events, offering the potential for improved performance.

From a computational perspective, the development of
more efficient PSA algorithms is critical in ensuring that
AGATA can be fully utilised. Development into GPU-
accelerated PSA algorithms will be necessary to interpret
complex multi-interaction signals for online processing. The
advent of Machine Learning assisted approaches such as in
[89] will likely prove useful for building a set of in-situ bases
that will handle nonlinear corrections for neutron damage and
electrical degradation. This will ensure the maximum number
of detectors remain operational. The potential improvements
outlined above will enable the performance expected for the
AGATA spectrometer to be realised.

Finally, there has been innovation in the underlying HPGe
detector technology itself. The requirement for a high effi-
ciency detector with the best possible energy resolution
led to the development of point contact HPGe detectors in
an inverted coaxial geometry [90], [91]. The small contact
enables a much improved energy resolution when compared
with an AGATA detector and an excellent signal to noise
performance. Further developments of the inverted coaxial
Ge detector are in progress with the production of highly
segmented crystals. These developments include n-type [92]
and p-type [44,93,94] prototype detectors. The demonstrated
performance of these detectors indicates not only an improve-
ment the energy resolution, but perhaps more importantly an
improvement in the achievable position resolution. In future
these designs could be exploited in the next generation of γ

spectrometers.
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