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Abstract

We propose a method utilizing physics-informed neural networks (PINNs) to solve Poisson
equations that serve as control variates in the computation of transport coefficients via fluctua-
tion formulas, such as the Green–Kubo and generalized Einstein-like formulas. By leveraging
approximate solutions to the Poisson equation constructed through neural networks, our ap-
proach significantly reduces the variance of the estimator at hand. We provide an extensive
numerical analysis of the estimators and detail a methodology for training neural networks to
solve these Poisson equations. The approximate solutions are then incorporated into Monte
Carlo simulations as effective control variates, demonstrating the suitability of the method for
moderately high-dimensional problems where fully deterministic solutions are computationally
infeasible.

This is a preliminary version of the paper, and further revisions will be made before the final
submission.

1 Introduction

In this paper, we investigate general control variate strategies to reduce the variance of estimators of
transport coefficients, understood in a broad sense as L2 inner products involving the solution to a
Poisson equation, as made precise in (TC) below.

Mathematical framework and objective. To precisely describe the mathematical object that
the methods we present aim at approximating, we consider the following general time-homogeneous
stochastic differential equation (SDE) in state space X :

dXt = b(Xt) dt+ σ(Xt) dWt. (1.1)

The associated Markov semigroup associated to (1.1) is given by
(
etLφ

)
(x) = E

[
φ(Xt)

∣∣X0 = x
]
.

We denote by L its infinitesimal generator on L2(µ), which is given on C∞
c by

L = bT∇+
1

2
σσT : ∇2. (1.2)
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We assume that the dynamics (1.1) admits a unique invariant probability measure µ, and that the
equation (1.1) is supplemented with stationarity initial conditions X0 ∼ µ. Suppose that f : X → R
and g : X → R. Our focus in this work is to devise and study computational approaches to
approximate quantities of the form

ρ = ⟨f,G⟩, (TC)

where G denotes the solution to the Poisson equation (the well-posedness of such equations will be
discussed below)

−LG = g, (1.3)

For a more convenient presentation of the results to come, we assume throughout this work that
the left-hand side of Poisson equations such as (1.3) have average 0 with respect to µ. This is a
natural consideration, as one can simply recenter functions with nonzero average by replacing g
by g −Eµ(g).

In (TC) and throughout this work, scalar products ⟨·, ·⟩ (and associated norms ∥·∥) are taken
on L2(µ), unless otherwise specified. Solving the partial differential equation (1.3) with deterministic
methods is not computationally feasible in high dimensions, and so a number of probabilistic methods
have been proposed in the literature to approximate quantities of the form (TC), some of which
we discuss in the next paragraph. In this work, we present a variance reduction approach based
on control variates for a class of statistical estimators for ρ relying on the celebrated Green–Kubo
formula: for two functions f, g ∈ L2(µ) with average 0 with respect to µ,

ρ =

∫ +∞

0
E
[
f(X0)g(Xt)

]
dt. (1.4)

In the rest of this section, we first present a number of applications where calculation of quantities
of the form (TC) is important. We then briefly review the control variate approach to variance
reduction, and finally list the contributions of this work.

Applications. Quantities of the form (TC) appear in various applications:

• In molecular dynamics, most transport coefficient can be written in this form [35]. Examples
include the mobility, the heat conductivity and the shear viscosity. See [22, Section 5] for an
overview, and [38, 39, 5, 32] for recent works proposing efficient computational approaches for
the numerical calculation of transport coefficients. We emphasize that, in molecular dynamics
applications, it may be rather easy to generate independent and identically distributed samples
from µ but much more difficult to approximate the transport coefficient (TC). A classical
example of this is the mobility in the underdamped regime for two-dimensional Langevin
dynamics, where the state space is only 4-dimensional; see [30, 32].

• In statistics, formulas of the form (TC) with f = g are important because they give the
asymptotic variance for the estimator of Eµ[f ] based on an ergodic average along the realization
of the Markov process (1.1), see [4, 18, 8]. More precisely, the it can be shown that

1√
T

∫ T

0
f(Xt) dt

Law−−−−−→
T→+∞

N (0, ρ).

Thus, estimation of ρ is useful for quantifying the uncertainty associated with the ergodic
estimator. Early works towards this goal are due to Parzen [29] and Neave [26]. See also [24]
for a more modern reference on the subject.
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• In the theory of homogenization for multiscale stochastic differential equations, quantities of
the form (TC) appear in the coefficients of the homogenized equation; see [27, 28], as well
as [33, Section 11] for a theoretical overview, and [40, 13, 1] for numerical works aimed at
the efficient calculation of the coefficients of the homogenized equation. In this context, the
functions f and g in (TC) and (1.3) are usually different, which motivates the level of generality
we consider.

Using control variates for variance reduction. In this paragraph, we want to motivate and
give the flavor of the methods proposed in this work, without entering into details. To this end,
assume that an approximation ψg to the exact solution G of (1.3) is available and rewrite

ρ = ⟨f, ψg⟩+ ⟨f,G− ψg⟩. (1.5)

The first term on the right-hand side is the average of the known function fψg with respect to µ. This
term can be calculated efficiently, with classical Monte Carlo methods sampling from µ. The second
term on the right-hand side of (1.5), on the other hand, still involves an inner product between f
and the solution to a Poisson equation of the form (1.3), but now with the right-hand side g + Lψg
instead of g. This term can be estimated numerically based on the Green–Kubo formula (1.4):

⟨f,G− ψg⟩ =
∫ +∞

0
E
[
f(X0)(g + Lψg)(Xt)

]
dt. (1.6)

A number of statistical estimators can be employed to approximate the integral on the right-hand
side, but we postpone the details of these estimators to Section 2. The point we want to make here
is that, if ψg is a good approximation of G in an approximate sense, then the function g + Lψg
is “small”, in which case it is reasonable to expect estimators for (1.6) to have a smaller variance
than those for (1.4).

The method just described is one of the three control variate approaches described in Section 3.
These are based on different rewritings of (1.5), but they all have in common that they require
approximate solutions to Poisson equations of the form (1.3).

It may seem contradictory, at this point, that the control variate approaches we propose are
based on approximate solutions to Poisson equation of the form (1.3), given our earlier claim that
solving (1.3) deterministically was not computationally feasible in high dimension. The key to resolve
this apparent contradiction is to realize that the control variate approaches described in this work
can yield substantial variance reduction even when ψg is a rather poor approximation of G, when
compared to the usual performance of traditional numerical methods for low-dimensional PDEs.
Therefore, we argue that using control variates of the type presented in Section 3 is ideal in moderately
high dimension – for which solving the Poisson equation (1.3) precisely using a deterministic approach
is impossible, but a rough solution can still be calculated, using for example a neural network. The
applicability of the control variate approach depending on the problem dimension is illustrated
in Table 1. The methods presented in Section 3 can be thought of as hybrid deterministic-probabilistic
approaches for calculating (TC), where a rough deterministic approximation is corrected by a Monte
Carlo simulation.

Our contributions. The main contributions of this paper are the following.

• We review classical estimators for (TC) based on the Green–Kubo formula (1.4), and present
rigorous results concerning their bias and variance in the longtime limit. We focus in the
mathematical analysis on estimators based on solutions to the continuous-time dynamics (1.1)
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Dimension

Method Low (d ⩽ 3) Moderate (3 < d ⩽ 10) High (10 < d)

Fully deterministic Ideal Inaccurate Very inaccurate
Probabilistic + CV Inefficient Ideal Inefficient
Fully probabilistic Very inefficient Inefficient Ideal

Table 1: Comparison of fully deterministic, hybrid (probabilistic with control variate) and fully
probabilistic methods for estimating (TC). The words “Inaccurate” and “Inefficient” should be
understood as qualifying the performance of the method in comparison with the other methods for
the dimension d considered. Note that the values separating moderate dimension from low and high
dimensions are of course arbitrary; in particular, the performance of a deterministic method is highly
problem-dependent and method-dependent.

for simplicity. However, the approach we describe can be employed in combination with
discrete-time approximations of (1.1) used in practice.

• We present and analyze three control variate approaches to reduce the variance of the classical
estimators. The first one, in the same spirit as in [37, 32], requires an approximate solution
to the Poisson equation (1.3). The second one is a new, computationally more economical
approach based on the approximate solution not of (1.3), but of another Poisson equation
involving f and the adjoint of L. Finally, the third approach combines the first two, and yields
the largest variance reduction.

• We use a neural network approach to numerically approximate solutions to the Poisson equations
required in the control variates.

• We illustrate the efficiency of the proposed control variates approaches by means of careful
numerical experiments. Our experiments demonstrate that, even when the Poisson equations
are not solved precisely, substantial variance reduction can still be achieved.

Plan of the paper. The rest of this paper is organized as follows. In Section 2, we present
classical estimators for (TC) and rigorously establish formulas for their bias and variance. Then,
in Section 3, we present novel control variate approaches for these estimators. Finally, we describe
how the approximate solutions to Poisson equation involved in these approaches can be constructed
by using physics-informed neural networks (PINNs), and present numerical experiments in Section 4.

2 Fluctuation formulas

We discuss in this section some fluctuation formulas used for computing (TC), then present error
bounds for their estimators. We first discuss the Green–Kubo formula in Subsection 2.1, then a
generalized Einstein formula in Subsection 2.2. A summary of the results presented in this section is
given in Table 2.

Before presenting the results, we introduce useful notation used throughout this section, as well
as an assumption. Define

Lp0(µ) =

{
φ ∈ Lp(µ)

∣∣∣∣ ∫
X
φdµ = 0

}
. (2.1)
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Estimator for ⟨f,−L−1g⟩ Bias Asymptotic variance

Green–Kubo: Subsection 2.1 Proposition 2.2 Proposition 2.3∫ T

0
f(X0)g(Xt) dt ⩽

L

λ
∥f∥∥g∥e−λT ∼ 2T∥f∥2⟨g,−L−1g⟩

Half-Einstein: Subsection 2.2 Proposition 2.5 Proposition 2.7∫ T

0

∫ t

0
w

(
t− s

T

)
f(Xs)g(Xt) ds dt O(T−1) ∼ 4ζw⟨f,−L−1f⟩⟨g,−L−1g⟩

with ζw :=
∫ 1
0 (1− v)w(v)2 dv

Table 2: Summary of the results proved in Section 2. For conciseness, the estimators are presented
here for just one realization.

The notation Π: L2(µ) → L2
0(µ) refers to the orthogonal projection onto L2

0(µ), acting as

Πf = f −
∫
X
f dµ.

We also introduce, for sufficiently smooth F,G, the carré du champ

Γ(F,G) =
1

2

(
L(FG)− FLG−GLF

)
=

1

2
∇FTσσT∇G, (2.2)

as well as the associated Dirichlet energy

E(F,G) =
∫
X
Γ(F,G) dµ =

1

2

(
⟨F,−LG⟩+ ⟨G,−LF ⟩

)
.

In several proofs in this section, we will need to manipulate the quantities 2Γ(F, F ) and 2E(F, F ).
Since these occur very often, we introduce the new notation χF = 2Γ(F, F ) and χF = 2E(F, F ), and
note that

χF = 2⟨F,−LF ⟩. (2.3)

In most of the results of this section, we make the following assumption, where B(L2
0(µ)) is the

Banach space of bounded linear operators on L2
0(µ), and ∥·∥B(L2

0(µ))
the associated operator norm.

Assumption 1 (Decay estimates of the semigroup). There exist positive constants L and λ
such that ∥∥etL∥∥B(L2

0(µ))
⩽ Le−λt. (2.4)

Decay estimates of the form (2.4) can be shown to hold for both overdamped and kinetic
Langevin dynamics. For the overdamped dynamics, it follows directly from the fact that the measure
µ satisfies a Poincaré inequality (in fact, in the setting here (1.1) is a reversible diffusion, the decay
estimate (2.4) is equivalent to the measure µ satisfying a Poincaré inequality; see [3, Chapter 4]
for a comprehensive discussion). For Langevin dynamics, it can be established from hypocoercivity
arguments [16, 11, 12, 14, 38, 7, 6].

Corollary 2.1 (Well-posedness of Poisson equations). Assumption 1 implies that L−1 is a
well-defined bounded operator on L2

0(µ), which satisfies the following operator identity:

−L−1 =

∫ +∞

0
etL dt. (2.5)
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Thus, Poisson equations of the form −LG = g for g ∈ L2
0(µ) are well-posed and admit a unique

solution in L2
0(µ).

Throughout this section, we work under the assumption that the stochastic differential equa-
tion (1.1) is supplemented with stationary initial condition

X0 ∼ µ, (2.6)

so that Xt ∼ µ for all t ⩾ 0. The results can be generalized beyond stationary initial conditions, at
the cost of additional terms an additional term in the bias scaling as O(T−1), see [25]. However,
to avoid unnecessarily hindering the already nontrivial proofs, we assume X0 ∼ µ for the sake of
simplicity.

2.1 Green–Kubo estimator

To numerically estimate the Green–Kubo formula (1.4), one typically approximates the expectation
as an average over K independent realizations of the reference dynamics (1.1) started from i.i.d.
initial conditions X0 ∼ µ. Additionally, the time integral is truncated at some finite integration
time T . This leads to the estimator

ρ̂GK
K,T =

1

K

K∑
k=1

∫ T

0
g(Xk

t )f(X
k
0 ) dt. (GK)

We study in this section the properties of this estimator. We first state a result which makes precise
the time truncation bias of the estimator (GK).

Proposition 2.2 (Bounds on bias for the standard Green–Kubo estimator). Suppose that
Assumption 1 holds, and that f, g ∈ L2

0(µ). Then,∣∣E(ρ̂GK
K,T

)
− ρ
∣∣ ⩽ L

λ
∥g∥∥f∥e−λT . (2.7)

This result shows that the bias arising from the time truncation of the integral decays exponentially
fast in time. It is a standard result in the literature, see e.g. [21, 34]. We nonetheless state it, as it
will be used to show some error estimates for the improved estimators in Section 3.

Proof. By writing the expectation in terms of the semigroup operator, we obtain∣∣E(ρ̂GK
K,T

)
− ρ
∣∣ = ∣∣∣∣∫ T

0
E[g(Xt)f(X0)] dt−

∫ +∞

0
E[g(Xt)f(X0)] dt

∣∣∣∣
⩽
∫ +∞

T

∣∣⟨f, etLg⟩∣∣ dt. (2.8)

By the Cauchy–Schwarz inequality and the decay estimate for the semigroup (Assumption 1), we
have ∣∣⟨f, etLg⟩∣∣ ⩽ ∥f∥

∥∥etLg∥∥ ⩽ L∥g∥∥f∥e−λt.

Using the above inequality in (2.8) yields∣∣E(ρ̂GK
K,T

)
− ρ
∣∣ ⩽ L∥g∥∥f∥

∫ +∞

T
e−λt dt =

L∥g∥∥f∥
λ

e−λT , (2.9)

which is the desired result (2.7).
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We next make precise the scaling, and exact prefactors, of the asymptotic variance of the
estimator (GK).

Proposition 2.3 (Bounds on variance for the standard Green–Kubo estimator). Suppose
that Assumption 1 holds. Consider f ∈ L4

0(µ) and g ∈ L2
0(µ) such that G = −L−1g ∈ L4(µ), and

assume that χG ∈ L2(µ). Then,

lim
T→+∞

T−1V
(
ρ̂GK
K,T

)
=

2∥f∥2⟨g,−L−1g⟩
K

. (2.10)

This result shows that the variance scales linearly in time asymptotically as T → ∞. In regards
to the prefactor, in view of Corollary 2.1 and Assumption 1 it holds that ⟨g,−L−1g⟩ ⩽ Lλ−1∥g∥2.
Furthermore, note that integrability condition G ∈ L4(µ) can be shown to hold through hypercon-
tractivity, for which a sufficient condition is g ∈ L4(µ) when decay estimates from Assumption 1
hold; see Appendix A, particularly the discussion around Assumption 2.

Proof. Since V(ρ̂GK
K,T ) = K−1V(ρ̂GK

1,T ), it suffices to prove the result for K = 1, i.e. to prove that

lim
T→+∞

V

[
1√
T

∫ T

0
g(Xt)f(X0) dt

]
= 2∥f∥2⟨g,−L−1g⟩. (2.11)

Note first that G is the unique solution to the Poisson equation (1.3), which is indeed well-posed in
view of Corollary 2.1. Applying Itô’s formula to G(Xt), then multiplying the result by f(X0)/

√
T ,

we obtain

1√
T

∫ T

0
g(Xt)f(X0) dt =

f(X0)√
T

(
G(X0)−G(XT )

)
+
f(X0)√

T

∫ T

0
∇G(Xt)

Tσ(Xt) dWt

=: AT +BT . (2.12)

The first term on the right-hand side of (2.12) converges to 0 in L2(Ω) as T → ∞ since f,G ∈ L4(µ).
Applying Itô isometry to the second term gives

V

[
f(X0)√

T

∫ T

0
∇G(Xt)

Tσ(Xt) dWt

]
=

1

T

∫ T

0
E
[
f(X0)

2∇G(Xt)
Tσ(Xt)σ(Xt)

T∇G(Xt)
]
dt

= ∥f∥2χG +
1

T

∫ T

0
E
[
f(X0)

2ΠχG(Xt)
]
dt

= ∥f∥2χG +
1

T

∫ T

0

〈
f2, etLΠχG

〉
dt. (2.13)

The second term in (2.13) tends to 0 as T → ∞ by the decay of the semigroup, since∣∣∣∣ 1T
∫ T

0
⟨f2, etLΠχG⟩ dt

∣∣∣∣ ⩽ C∥f∥2L4(µ)∥ΠχG∥
T

∫ T

0
e−λt dt −−−−−→

T→+∞
0.

To conclude, we note from the definition of the variance that√
V[BT ]−

√
V[AT ] ⩽

√
V[AT +BT ] ⩽

√
V[BT ] +

√
V[AT ].

Taking T → +∞ leads to the desired result (2.11) in view of the expression (2.3) for χG.
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2.2 (Half) Einstein estimator

In this section, we discuss an Einstein-like estimator of the quantity (TC). Einstein formulas allow
to rewrite time-integrated correlation functions as

lim
T→∞

1

2T
E

[∣∣∣∣∫ T

0
f(Xt) dt

∣∣∣∣2
]
=

∫ +∞

0
E
[
f(X0)f(Xt)

]
dt. (2.14)

This equality holds since

lim
T→∞

1

2T
E

[∣∣∣∣∫ T

0
f(Xt) dt

∣∣∣∣2
]
= lim

T→∞

1

2T

∫ T

0

∫ T

0
E
[
f(Xs)f(Xt)

]
ds dt

= lim
T→∞

∫ T

0
E
[
f(X0)f(Xt)

](
1− t

T

)
dt,

where we used that E[f(Xs)f(Xt)] = E[f(X0)f(Xt−s)] by stationarity for any 0 ⩽ s ⩽ t, and where
we performed a change of variable in the last step (see Lemma B.1).

Evaluating the left-hand side of (2.14) in practice involves two key considerations: (i) ap-
proximating the expectation as an average over multiple independent replicas of the system; and
(ii) considering moderately long integration times T , as opposed to the long-time limit.

When the quantity of interest is not given by autocorrelations as above, one can consider
generalized Einstein formulas of the form

lim
T→∞

1

T
E

[∫ T

0

∫ t

0
f(Xs)g(Xt) ds dt

]
=

∫ +∞

0
E
[
f(X0)g(Xt)

]
dt. (2.15)

Note that the left-hand side of (2.15) corresponds to only half of the double integral in the usual
Einstein formula, as the quantity of interest is the one-sided correlation E[f(X0)g(Xt)]. Thus,
given K independent replicas of the system with i.i.d. initial conditions X0 ∼ µ, a natural estimator
of (2.15) is given by

ρ̂HE
K,T =

1

KT

K∑
k=1

∫ T

0

∫ t

0
f(Xk

s )g(X
k
t ) ds dt. (2.16)

Note that the left-hand side of (2.15) can be written as

lim
T→∞

∫ T

0
E
[
ĈT (u)

]
du, ĈT (u) =

1

T

∫ T−u

0
f(Xs)g(Xs+u) ds,

with

E
[
ĈT (u)

]
=
T − u

T
E
[
f(X0)g(Xu)

]
−−−−→
T→∞

E
[
f(X0)g(Xu)

]
.

In fact, the expression (2.16) can be formulated in terms of a general weight w. This gives rise to
the following estimator of (2.15), realized with K independent trajectories of the reference dynamics
with i.i.d. initial conditions X0 ∼ µ:

ρ̂HE
K,T =

1

K

K∑
k=1

∫ T

0
w
( u
T

)
ĈT,k(u) du

=
1

TK

K∑
k=1

∫ T

0

∫ t

0
w

(
t− s

T

)
f(Xk

s )g(X
k
t ) ds dt, (HE)

where ĈT,k(u) denotes ĈT (u) for a realization (Xk
t )0⩽t⩽T of (1.1).
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Remark 2.4. The estimator (HE) may also be rewritten as

1

TK

K∑
k=1

∫ T

0

∫ T−u

0
w
( u
T

)
f(Xk

s )g(X
k
s+u) ds du.

Thus, the estimator could also be interpreted as an approximation of the Green–Kubo formula (1.4)
where the correlation E [f(X0)g(Xu)] is approximated by

E [f(X0)g(Xu)] ≈
1

TK

K∑
k=1

∫ T−u

0
w
( u
T

)
f(Xk

s )g(X
k
s+u) ds, 0 ⩽ u ⩽ T.

The right-hand side is an unbiased estimator of the left-hand side for w(x) = (1− x)−1. However,
this choice of the weight function leads to the estimator (2.16) having an unbounded variance in the
limit as T → ∞, as suggested by Proposition 2.7 further in this section and proved rigorously in
Corollary A.4 in the appendix. In practice, other choices of w are thus preferred.

We next state a result which makes precise the bias associated with the estimator (HE).

Proposition 2.5 (Bounds on bias for the general (half) Einstein estimator). Suppose that
Assumption 1 holds true, and that X0 ∼ µ. Suppose that f, g ∈ L2

0(µ), and w ∈ C0([0, 1]). Then,

∣∣E(ρ̂HE
K,T

)
− ρ
∣∣ ⩽ L∥f∥∥g∥

(
T

∣∣∣∣∫ 1

0

(
1− w(u)(1− u)

)
e−λTu du

∣∣∣∣+ e−λT

λ

)
. (2.17)

The result (2.17) suggests that there are two distinct contributions to the bias. The integral
term represents the bias due to the weight w, whereas the term e−λT corresponds to the standard
time-truncation bias. While it is possible that the first term vanishes for finite T with an appropriate
choice of w, the truncation bias, present on any estimator of (1.4), only vanishes in the limit T → ∞.

Remark 2.6 (Consistency conditions on w). The condition w(0) = 1 ensures that the estima-
tor (HE) is asymptotically unbiased, since the function u 7→ λT e−λTu tends to the Dirac measure δ0
in the sense of distributions as T → ∞, so that

T

∣∣∣∣∫ 1

0

(
1− w(u)(1− u)

)
e−λTu du

∣∣∣∣ −−−−→T→∞
λ−1|1− w(0)|. (2.18)

This is a standard consistency condition throughout the literature [29, 26, 2].

Proof of Proposition 2.5. We use the same reasoning as in [32, Lemma 2.7]. By stationarity and an
appropriate change of variables (see Lemma B.1), it holds that

E
(
ρ̂HE
K,T

)
=

1

T

∫ T

0

∫ t

0
w

(
t− s

T

)
E
[
f(X0)g(Xt−s)

]
ds dt

=
1

T

∫ T

0
w

(
θ

T

)
⟨f, eθLg⟩(T − θ) dθ

= T

∫ 1

0
w(u)⟨f, euTLg⟩(1− u) du.

9



It follows that∣∣E(ρ̂HE
K,T

)
− ρ
∣∣ = ∣∣∣∣T ∫ 1

0
w(u)⟨f, euTLg⟩(1− u) du− T

∫ +∞

0
⟨f, euTLg⟩ du

∣∣∣∣
=

∣∣∣∣T ∫ 1

0

(
1− w(u)(1− u)

)
⟨f, euTLg⟩ du+ T

∫ +∞

1
⟨f, euTLg⟩ du

∣∣∣∣. (2.19)

By a Cauchy–Schwarz inequality and Assumption 1,

|⟨f, euTL⟩| ⩽ ∥f∥∥g∥
∥∥euTL∥∥B(L2

0(µ))
⩽ L∥f∥∥g∥e−λTu.

Applying this inequality in (2.19) gives∣∣E(ρ̂HE
K,T

)
− ρ
∣∣ ⩽ L∥f∥∥g∥

(∣∣∣∣T ∫ 1

0

(
1− w(u)(1− u)

)
e−λTu du

∣∣∣∣+ T

∫ +∞

1
e−λTu du

)
= L∥f∥∥g∥

(∣∣∣∣T ∫ 1

0

(
1− w(u)(1− u)

)
e−λTu du

∣∣∣∣+ e−λT

λ

)
,

which is the desired result (2.17).

Before stating the next result, recall that χF = 2Γ(F, F ), with Γ the carré du champ operator
defined in (2.2), and similarly for χG. We now state a result making precise the variance of the
generalized half Einstein estimator (HE).

Proposition 2.7 (Bounds on variance for the generalized (half) Einstein estimator).
Suppose that Assumption 1 holds true, and that X0 ∼ µ. Assume that w ∈ C2([0, 1]) and w(0) = 1.
Consider f, g ∈ L4

0(µ) such that L−1f,L−1g ∈ L4(µ). Assume in addition that χF , χG ∈ L4(µ),
where F,G denote the solutions in L2

0(µ) to the Poisson equations

−LF = f, −LG = f. (2.20)

Then, there exists Vf,g ∈ R+ such that

∀T ⩾ 1, V
(
ρ̂HE
K,T

)
⩽ Vf,g. (2.21)

Moreover, the asymptotic variance can be made precise as

lim
T→+∞

V
(
ρ̂HE
K,T

)
=

4

K

(∫ 1

0
(1− v)w(v)2 dv

)
⟨f,−L−1f⟩⟨g,−L−1g⟩. (2.22)

Note that the right-hand side of (2.22) is symmetric in f, g. In contrast with the variance results
for Green–Kubo in Proposition 2.3, we require stronger integrability conditions on the solution to
the Poisson equations, in particular such that χF , χG ∈ L4(µ). These conditions, however, can also
be shown to hold with the same hypercontractivity arguments mentioned in Proposition 2.3, which
are discussed in Appendix A. Additionally, note that the asymptotic variance is constant for the
half Einstein estimator (whereas it scales linearly in time for Green–Kubo), which suggests that
long-time integration is not a numerical hindrance in this case.

Proof. The well-posedness of the Poisson equations (2.20) is ensured by Corollary 2.1. It suffices to
prove the result for K = 1, since V(ρ̂HE

K,T ) = K−1V(ρ̂HE
1,T ). In order to more conveniently state the

technical results to come, we write the estimator (HE) for K = 1 as

ρ̂T =

∫ T

0
It g(Xt) dt, It :=

1

T

∫ t

0
w

(
t− s

T

)
f(Xs) ds. (2.23)
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The idea of the proof is to write ρ̂T as the sum of a Brownian martingale and perturbation terms,
followed by showing the L2(µ) convergence to 0 of each of the perturbation terms. To this end, let
ξt = G(Xt)It. By Itô’s formula, we have

dG(Xt) = −g(Xt) dt+∇G(Xt)
Tσ(Xt) dWt,

dIt =

(
w(0)

T
f(Xt) +

1

T 2

∫ t

0
w′
(
t− s

T

)
f(Xs) ds

)
dt.

Since dξt = d
(
G(Xt)It

)
= ItdG(Xt) +G(Xt)dIt, it follows that

dξt = −g(Xt)It dt+
1

T
G(Xt)

(
w(0)f(Xt) +

1

T

∫ t

0
w′
(
t− s

T

)
f(Xs) ds

)
dt

+ It∇G(Xt)
Tσ(Xt) dWt.

(2.24)

Integrating (2.24) between t = 0 and t = T allows us to write ρ̂T as

ρ̂T = −G(XT )IT +
1

T

∫ T

0
G(Xt)

(
w(0)f(Xt) +

1

T

∫ t

0
w′
(
t− s

T

)
f(Xs) ds

)
dt

+

∫ T

0
It∇G(Xt)

Tσ(Xt) dWt.

(2.25)

At this stage, we would like to replace It by some Brownian martingale (and boundary terms). To
this end, applying Itô’s formula to w((t− s)/T )F (Xs), we obtain

d

[
w

(
t− s

T

)
F (Xs)

]
= − 1

T
w′
(
t− s

T

)
F (Xs) ds− w

(
t− s

T

)
f(Xs) ds

+ w

(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs,

which, after integration in time from s = 0 to s = t, allows us to write It as

It =
1

T

[
w

(
t

T

)
F (X0)− w(0)F (Xt)

]
− 1

T 2

∫ t

0
w′
(
t− s

T

)
F (Xs) ds

+
1

T

∫ t

0
w

(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs.

(2.26)

Substituting the above equality into (2.25) allows us to write ρ̂T as the desired sum of a martingale
and remainder terms, namely

ρ̂T =
AT
T

+
MT

T
+

RT,1

T
+

RT,2

T 2
, (2.27)

where AT /T denotes a term which will converge to ρ:

AT = w(0)

∫ T

0
G(Xt)f(Xt) dt,

the martingale MT /T is the dominant term among the other terms:

MT =

∫ T

0

(∫ t

0
w

(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs

)
∇G(Xt)

Tσ(Xt) dWt, (2.28)
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and RT,1/T and RT,2/T
2 are remainder terms that we group according to the power of 1/T that

they multiply:

RT,1 = G(XT )
(
w(0)F (XT )− w(1)F (X0)

)
−G(XT )

∫ T

0
w

(
T − s

T

)
∇F (Xs)

Tσ(Xs) dWs

−
∫ T

0

[
w(0)F (Xt)− w

(
t

T

)
F (X0)

]
∇G(Xt)

Tσ(Xt) dWt

= R(1)
T,1 +R(2)

T,1 +R(3)
T,1,

RT,2 = G(XT )

∫ T

0
w′
(
T − s

T

)
F (Xs) ds

+

∫ T

0
G(Xt)

(∫ t

0
w′
(
t− s

T

)
f(Xs) ds

)
dt

−
∫ T

0

(∫ t

0
w′
(
t− s

T

)
F (Xs) ds

)
∇G(Xt)

Tσ(Xt) dWt

= R(1)
T,2 +R(2)

T,2 +R(3)
T,2.

By the triangle inequality,∣∣∣∣∣∣E
[∣∣∣ρ̂T −E[ρ̂T ]

∣∣∣2] 1
2

−E

[∣∣∣∣MT

T

∣∣∣∣2
] 1

2

∣∣∣∣∣∣ ⩽ E

[∣∣∣∣RT,1

T

∣∣∣∣2
] 1

2

+E

[∣∣∣∣RT,2

T 2

∣∣∣∣2
] 1

2

+E

[∣∣∣∣ATT −E[ρ̂T ]

∣∣∣∣2
] 1

2

. (2.29)

Note that if the right-hand side of (2.29) vanishes as T → ∞, and if the variance of MT /T admits a
limit as T → +∞, then

lim
T→∞

E
[∣∣ρ̂T −E[ρ̂T ]

∣∣2] = lim
T→∞

E

[∣∣∣∣MT

T

∣∣∣∣2
]
. (2.30)

The claimed result (2.22) follows by showing the L2(Ω) convergence of each term in (2.29), namely

lim
T→∞

E

[∣∣∣∣ATT −E[ρ̂T ]

∣∣∣∣2
]
= 0, (2.31a)

lim
T→∞

E

[∣∣∣∣MT

T

∣∣∣∣2
]
= 4

(∫ 1

0
(1− v)w(v)2 dv

)
⟨f,−L−1f⟩⟨g,−L−1g⟩, (2.31b)

lim
T→∞

E

[∣∣∣∣RT,1

T

∣∣∣∣2
]
= lim

T→∞
E

[∣∣∣∣RT,2

T 2

∣∣∣∣2
]
= 0. (2.31c)

We successively prove the various limits in the order they appear above.

Convergence of AT /T . Note first that E [f(Xt)G(Xt)] = ρ. Since w(0) = 1, it holds that

E

[∣∣∣∣ATT − ρ

∣∣∣∣2
]
=

1

T 2

∫ T

0

∫ T

0
E
[(
f(Xs)G(Xs)− ρ

)(
f(Xt)G(Xt)− ρ

)]
ds dt

=
2

T 2

∫ T

0
(T − θ)E

[(
f(X0)G(X0)− ρ

)(
f(Xθ)G(Xθ)− ρ

)]
dθ.
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Using the decay of the semigroup in Assumption 1, and noting that fG− ρ = Π(fG) ∈ L2
0(µ), we

deduce that

E

[∣∣∣∣ATT − ρ

∣∣∣∣2
]
=

2

T 2

∫ T

0
(T − θ)

〈
fG− ρ, eθL(fG− ρ)

〉
dθ

⩽
2

T 2

∫ T

0
Le−λθ∥fG− ρ∥2 dθ −−−−−→

T→+∞
0.

Convergence of the dominant term MT /T . We next show the convergence (2.31b) of the
dominant term MT /T . To this end, we introduce

NS :=

∫ S

0
w

(
S − s

T

)
∇F (Xs)

Tσ(Xs) dWs.

Recall the definition of χG By Itô isometry, we have that

E

[∣∣∣∣MT

T

∣∣∣∣2
]
=

1

T 2

∫ T

0
E
[
N2
t χG(Xt)

]
dt

=
χG
T 2

∫ T

0
E
[
N2
t

]
dt+

1

T 2

∫ T

0
E
[
N2
t ΠχG(Xt)

]
dt. (2.32)

We also recall that χG = 2⟨g,−L−1g⟩ from (2.3), and note that E[χG(Xt)] = χG since by assump-
tion X0 ∼ µ. The first term in (2.32) is then equal to the right-hand side of (2.22) since, by Itô
isometry, stationarity and an appropriate change of variable (see Corollary B.2 for details),

χG
T 2

∫ T

0
E
[
N2
t

]
dt =

χG
T 2

∫ T

0

∫ t

0
E[χF ]w

(
t− s

T

)2

ds dt

= 4⟨f,−L−1f⟩⟨g,−L−1g⟩ 1

T 2

∫ T

0

∫ t

0
w

(
t− s

T

)2

ds dt

= 4⟨f,−L−1f⟩⟨g,−L−1g⟩
∫ 1

0
(1− v)w(v)2 dv.

It remains to show that the second term in (2.32) converges to 0 as T → +∞. Letting z = t/T , this
term can be rewritten as

1

T

∫ 1

0
E
[
N2
zTΠχG(XzT )

]
dz =

∫ 1

0
zE

[
N2
zT

zT
ΠχG(XzT )

]
dz.

In order to show that the integral above vanishes, we first show that its integrand vanishes, i.e.,

lim
S→+∞

E

[
N2
S

S
ΠχG(XS)

]
= 0. (2.33)

To this end, to make use of the exponential decay of the semigroup, we rewrite

N2
S

S
ΠχG(XS) =

N2
S−

√
S

S
ΠχG(XS) +

(
N2
S

S
−
N2
S−

√
S

S

)
ΠχG(XS). (2.34)
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For the first term, by the Cauchy–Schwarz and Burkholder–Davis–Gundy inequalities (with BDG
constant C4), we have

E

[
N2
S−

√
S

S
ΠχG(XS)

]
= E

[
N2
S−

√
S

S

(
e
√
SLΠχG

)
(XS−

√
S)

]

⩽ E

[
N4
S−

√
S

S2

] 1
2

E

[∣∣∣e√SLΠχG(XS−
√
S)
∣∣∣2] 1

2

⩽
√
C4E

[
⟨N⟩2

S−
√
S

S2

] 1
2

E

[∣∣∣e√SLΠχG(XS−
√
S)
∣∣∣2] 1

2

,

which vanishes as S → ∞, as the first term is uniformly bounded for S ⩾ 1 since χF ∈ L2(µ):

E

[
⟨N⟩2

S−
√
S

S2

]
=

1

S2
E

∣∣∣∣∣∣
∫ S−

√
S

0
w

(
S −

√
S − s

T

)2

χF (Xs) ds

∣∣∣∣∣∣
2

⩽
1

S
E

∫ S−
√
S

0
w

(
S −

√
S − s

T

)4

χF (Xs)
2 ds


⩽

∥w∥4C0

S

∫ S−
√
S

0
E
[
χF (Xs)

2
]
ds ⩽ ∥w∥4C0∥χF ∥2;

while the second term tends to 0 by the decay of the semigroup and stationarity (since XS−
√
S ∼ µ

when X0 ∼ µ) since χG ∈ L2(µ):

E

[∣∣∣e√SLΠχG(XS−
√
S)
∣∣∣2] 1

2

=
∥∥∥e√SLΠχG∥∥∥ ⩽ L∥ΠχG∥e−λ

√
S −−−−→

S→∞
0.

For the second term in (2.34), we have

E

[(
N2
S

S
−
N2
S−

√
S

S

)
ΠχG(XS)

]
= E

[
NS −NS−

√
S√

S

NS +NS−
√
S√

S
ΠχG(XS)

]

⩽ E


∣∣∣NS −NS−

√
S

∣∣∣2
S


1
2

E


∣∣∣(NS +NS−

√
S)ΠχG(XS)

∣∣∣2
S


1
2

. (2.35)

To show that (2.35) vanishes, we show that the first term vanishes, while the second one is bounded
uniformly in S. We start by considering the first term:

NS −NS−
√
S =

∫ S

S−
√
S
w

(
S − s

T

)
∇F (Xs)

Tσ(Xs) dWs

+

∫ S−
√
S

0

[
w

(
S − s

T

)
− w

(
S −

√
S − s

T

)]
∇F (Xs)

Tσ(Xs) dWs.

(2.36)
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In L2(µ), the first right-hand side term in (2.36) is O(
√
S) by Itô isometry and the fact that w is uni-

formly bounded, while the second term is O(1) since w is Lipschitz (with Lipschitz constant ∥w′∥C0):

E
[
|NS −NS−

√
S |

2
]
⩽ 2E

[∫ S

S−
√
S
w

(
S − s

T

)2

χF (Xs) ds

]
+

2S∥w′∥2C0

T 2
E

[∫ S−
√
S

0
χF (Xs) ds

]
⩽ 2

√
S∥w∥2C0χF + 2∥w′∥2C0χF .

Therefore, the first term in (2.35) is of order S− 1
4 (and uniformly bounded for S ⩾ 1). We now show

that the second term in (2.35) is uniformly bounded. Indeed, by applying the Cauchy–Schwarz and
BDG inequalities, and since χF , χG ∈ L4(µ) and w is uniformly bounded,

E

[∣∣∣(NS +NS−
√
S)ΠχG(XS)

∣∣∣2] ⩽ 2E
[
N2
SΠχG(XS)

2
]
+ 2E

[
N2
S−

√
S
ΠχG(XS)

2
]

⩽ 2
√
C4E

[
⟨N⟩2S

] 1
2
E
[
ΠχG(Xs)

4
] 1
2 + 2

√
C4E

[
⟨N⟩2

S−
√
S

] 1
2
E
[
ΠχG(XS)

4
] 1
2

⩽ 4
√
C4S∥w∥2C0∥χF ∥∥ΠχG∥2L4(µ),

so we deduce that (2.35) is uniformly bounded in S and tends to 0 as S → +∞, and thus (2.33)
holds. The functions appearing in the integral are uniformly bounded, hence uniformly integrable.
Using dominated convergence, we conclude that∫ 1

0
zE

[
N2
zT

zT
ΠχG(XzT )

]
dz −−−−−→

T→+∞
0. (2.37)

This proves (2.31b).

Convergence of remainder terms RT,1/T and RT,2/T
2. In order to conclude the desired

result (2.22), it remains to prove (2.31c), i.e. that the remainder terms RT,1/T and RT,2/T
2 vanish

in squared expectation as T → +∞. Let us start with RT,1. We show that for each i ∈ {1, 2, 3}, the
quantity E[|R(i)

T,1|2]/T is uniformly bounded in T :

• R(1)
T,1: Since G,F ∈ L4(µ) and w is uniformly bounded, it trivially holds that

E
[
|R(1)

T,1|
2
]
= O(1).

• R(2)
T,1: Applying the Cauchy–Schwarz and BDG inequalities (and since G ∈ L4(µ), χF ∈ L2(µ)

and w is uniformly bounded), it follows that

E

[∣∣∣R(2)
T,1

∣∣∣2] ⩽ E
[
G(XT )

4
] 1
2 E

[∣∣∣∣∫ T

0
w

(
T − s

T

)
∇F (Xs)

Tσ(Xs) dWs

∣∣∣∣4
] 1

2

⩽
√
C4∥G∥2L4(µ)E

∣∣∣∣∣
∫ T

0
w

(
T − s

T

)2

χF (Xs) ds

∣∣∣∣∣
2
 1

2

⩽
√
C4

√
T∥G∥2L4(µ)E

[∫ T

0
w

(
T − s

T

)4

χF (Xs)
2 ds

] 1
2

⩽
√
C4T∥w∥2C0∥G∥2L4(µ)∥χF ∥.
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• R(3)
T,1: By the Itô isometry and a Cauchy–Schwarz inequality, since F ∈ L4(µ), χG ∈ L2(µ)

and w is uniformly bounded, it follows that

E

[∣∣∣R(3)
T,1

∣∣∣2] ⩽ 2

∫ T

0
E
[
F (Xt)

2χG(Xt)
]
dt+ 2

∫ T

0
E

[
w

(
t

T

)2

F (X0)
2χG(Xt)

]
dt

⩽ 2T∥F∥2L4(µ)∥χG∥+ 2T∥w∥2C0∥F∥2L4(µ)∥χG∥.

Thus, we conclude that E[|RT,1|2] = O(T ) as desired. Let us now consider RT,2. We have

• R(1)
T,2: By Cauchy–Schwarz and the fact that w′ is uniformly bounded and F,G ∈ L4(µ), it

holds that

E

[∣∣∣R(1)
T,2

∣∣∣2] = E

[
G(XT )

2

(∫ T

0
w′
(
T − s

T

)
F (Xs) ds

)2
]

⩽ E
[
G(XT )

4
] 1
2 E

[∣∣∣∣∫ T

0
w′
(
T − s

T

)
F (Xs) ds

∣∣∣∣4
] 1

2

⩽ T 2∥w′∥2C0∥G∥2L4(µ)∥F∥
2
L4(µ).

• R(2)
T,2: By the same reasoning we used to write (2.26), we apply Itô’s formula to w′((t −

s)/T )F (Xs) to rewrite R(2)
T,2 as

R(2)
T,2 =

∫ T

0
G(Xt)

(
w′
(
t

T

)
F (X0)− w′(0)F (Xt)

)
dt

− 1

T

∫ T

0
G(Xt)

(∫ t

0
w′′
(
t− s

T

)
F (Xs) ds

)
dt

+

∫ T

0
G(Xt)

(∫ t

0
w′
(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs

)
dt.

(2.38)

The expectation of the square of the first two terms in (2.38) are easily shown to be O(T 2) by
a Cauchy–Schwarz inequality, since w′, w′′ are uniformly bounded and F,G ∈ L4(µ):

E

[∣∣∣∣∫ T

0
G(Xt)

(
w′
(
t

T

)
F (X0)− w′(0)F (Xt)

)
dt

∣∣∣∣2
]

⩽ 2T∥w′∥2C0

∫ T

0
E
[
G(Xt)

2F (X0)
2
]
dt+ 2T∥w′∥2C0

∫ T

0
E
[
G(Xt)

2F (Xt)
2
]
dt

⩽ 4T 2∥w′∥2C0∥G∥2L4(µ)∥F∥
2
L4(µ),

and

1

T 2
E

[∣∣∣∣∫ T

0
G(Xt)

(∫ t

0
w′′
(
t− s

T

)
F (Xs) ds

)
dt

∣∣∣∣2
]

⩽
1

T

∫ T

0
E
[
G(Xt)

4
] 1
2E

[(∫ t

0
w′′
(
t− s

T

)
F (Xs) ds

)4
] 1

2

dt

⩽
∥w′′∥2C0∥F∥2L4(µ)

T

∫ T

0
t2E

[
G(Xt)

4
] 1
2 dt =

T 2∥w′′∥2C0∥F∥2L4(µ)∥G∥
2
L4(µ)

3
.
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For the third term, since χF ∈ L4(µ), applying Cauchy–Schwarz and BDG gives

E

[∣∣∣∣∫ T

0
G(Xt)

(∫ t

0
w′
(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs

)
dt

∣∣∣∣2
]

⩽ T

∫ T

0
E
[
G(Xt)

4
] 1
2E

[∣∣∣∣∫ t

0
w′
(
t− s

T

)
∇F (Xs)

Tσ(Xs) dWs

∣∣∣∣4
] 1

2

dt

⩽ T
√
C4

∫ T

0
E
[
G(Xt)

4
] 1
2E

∣∣∣∣∣
∫ t

0
w′
(
t− s

T

)2

χF (Xs) ds

∣∣∣∣∣
2
 1

2

dt

⩽ T
√
C4∥w′∥2C0∥χF ∥

∫ T

0
tE
[
G(Xt)

4
] 1
2dt =

T 3
√
C4

2
∥w′∥2C0∥χF ∥∥G∥2L4(µ),

so it holds that E[|R(2)
T,2|2] = O(T 3).

• R(3)
T,2: By Itô isometry, the Cauchy–Schwarz inequality, the fact that w′ is uniformly bounded

and F ∈ L4(µ), χG ∈ L2(µ), it follows that

E

[∣∣∣R(3)
T,2

∣∣∣2] = E

[∫ T

0

(∫ t

0
w′
(
t− s

T

)
F (Xs) ds

)2

χG(Xt) dt

]

⩽ ∥χG∥
∫ T

0
E

[∣∣∣∣∫ t

0
w′
(
t− s

T

)
F (Xs) ds

∣∣∣∣4
] 1

2

dt

⩽ ∥χG∥∥w′∥2C0

∫ T

0
E

[(∫ t

0
|F (Xs)| ds

)4
] 1

2

dt

⩽ ∥χG∥∥w′∥2C0

∫ T

0
E

[
t3
∫ t

0
|F (Xs)|4 ds

] 1
2

dt

⩽ ∥χG∥∥w′∥2C0∥F∥2L4(µ)

∫ T

0
t2 dt =

T 3

3
∥χG∥∥w′∥2C0∥F∥2L4(µ).

Thus, we deduce that E[|RT,2|2]/T 4 tends to 0 as T → ∞ (which allows to conclude that the
right-hand side of (2.29) converges to 0), and in particular that it is uniformly bounded in T , which
gives (2.21). This concludes the proof.

Remark 2.8 (Generalization). It is possible to weaken the regularity conditions on the weight w in
order to extend the results of Proposition 2.7 to a more general class of weight functions, in particular
requiring only that w be continuous at 0. Technical details are made precise in Appendix A.

2.3 Numerical illustration

In this subsection, we illustrate the bias and variance of the estimators (GK) and (HE), with various
weights for the latter, in a simple setting where these quantities can be calculated explicitly, up
to low-dimensional numerical quadratures. Specifically, we consider the setting where Xt is the
one-dimensional stationary Ornstein–Uhlenbeck process,

dXt = −Xt dt+
√
2 dWt, X0 ∼ N (0, 1).
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and f, g are the identity functions. That is to say, we consider estimators for the quantity

ρ =

∫ ∞

0
k(t) dt, k(t) := E [X0Xt] = e−|t|.

Green–Kubo estimator. A simple calculation gives that the bias and variance of the estima-
tor (GK), for K = 1 realization, are given by

E
[
ρ̂GK
K,T

]
− ρ = −e−T ,

V
[
ρ̂GK
K,T

]
=

∫ T

0

∫ T

0
E
[
X1

0 X
1
0 X

1
s X

1
t

]
ds dt−E

[
ρ̂GK
K,T

]2
=

∫ T

0

∫ T

0
2k(t)k(s) + k(0)k(t− s) ds dt−E

[
ρ̂GK
K,T

]2
= 2T − 1 + e−2T ,

where we used Isserlis’ theorem in for the variance. The absolute bias and the variance are illustrated
for a range of values of T in Figure 1.

Figure 1: Absolute bias and variance of the Green–Kubo estimator (GK), in the simple setting of
Subsection 2.3.

Half-Einstein estimators. A similar reasoning gives that the bias of the Half-Einstein estima-
tor (HE) is given by

E
[
ρ̂HE
K,T

]
− ρ =

1

T

∫ T

0
(T − θ)w

( θ
T

)
k(θ) dθ − 1.

To obtain a practical formula for the variance, we first rewrite the estimator (HE) as follows:

ρ̂HE
K,T =

1

KT

K∑
k=1

∫ T

0

∫ T−u

0
w
( u
T

)
f(Xk

s )g(X
k
s+u) ds du. (2.39)

Consider the particular setting of this subsection, with f, g the identity functions and K = 1. Taking
the square in (2.39), taking the expectation, and using Isserlis’ theorem, we obtain the following
expression for the variance:

V
[
ρ̂HE
K,T

]
=

1

T 2

∫ T

0

∫ T

0
w
( u
T

)
w
( v
T

)
I(u, v) dv du−E

[
ρ̂HE
K,T

]2
,

where

I(u, v) :=

∫ T−u

0

∫ T−v

0

(
k(u)k(v) + k(t+ v − s− u)k(t− s) + k(t+ v − s)k(t− s− u)

)
dt ds.

18



Weight function Expression for w(t) (for 0 ⩽ t ⩽ 1)

Constant w(t) = 1{0⩽t⩽t}

Bartlett w(t) = 1− t

Parzen w(t) =

{
1− 6t2 + 6t3, t ⩽ 0.5

2(1− t)3, t > 0.5

Tukey–Hanning w(t) =
1 + cos(πt)

2

Parzen–Riesz w(t) = 1− t2

Parzen–Geometric w(t) =
1

1 + t

Parzen–Cauchy w(t) =
1

1 + t2

Table 3: Expression for various weight functions w(t), defined as above on 0 ⩽ t ⩽ 1, and otherwise 0;
see [41] and references therein.

The inner double integral I(u, v) can be calculated explicitly by symbolic calculations, after which
the outer double integral can be calculated by numerical quadrature. The absolute bias and the
variance, for various weight functions encountered in the literature and for a range of values of T ,
are illustrated in Figure 2.

Figure 2: Absolute bias and variance of the Half-Einstein estimator (HE), in the simple setting
of Subsection 2.3. The dashed lines correspond to the asymptotic values of the variances given
by Proposition 2.7.
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3 Control variates for fluctuation formulas

When used without modification, the estimators (GK) and (HE) presented from Section 2 can have
a large variance. In this section, we construct and discuss some improved estimators based on control
variates to calculate ρ in (TC):

ρ = ⟨f,−L−1g⟩ =
∫ +∞

0
E
[
f(X0)g(Xt)

]
dt. (3.1)

In particular, we consider three distinct ways of calculating (3.1) via a control variate approach.
These are all based on replacing, in the estimators given in Section 2, the function g or f or both by
other “smaller” functions involving approximate solutions to Poisson equations. By a slight abuse of
terminology, we call control variates the functions used in place of g or f in the improved estimators.
The three approaches studied in this section are summarized below:

• Forward control variate: based on replacing by a control variate the function g, which appears
with a time dependence in the Green–Kubo formula (3.1) and in the related estimators (GK)
and (HE). This approach is discussed in Subsection 3.1.

• Adjoint control variate: based on replacing by a control variate the function f , which acts
only in the initial condition in the Green–Kubo formula (3.1) and in the related estimators (GK)
and (HE). This approach is discussed in Subsection 3.2.

• Combined control variates: based on replacing both f and g by control variates, discussed
in Subsection 3.3.

Throughout this section, we let F ∗, G denote the solutions in L2
0(µ) to

−L∗F ∗ = f, (3.2a)
−LG = g. (3.2b)

Since (etL)∗ = etL
∗ ∈ B(L2

0(µ)), decay estimates on the semigroup etL such as Assumption 1 trivially
extend to its adjoint. Thus, the well-posedness conditions discussed in Corollary 2.1 directly apply to
(3.2a). We also denote by ψ∗

f and ψg approximations of the solutions to (3.2a) and (3.2b), respectively.
These functions are assumed to belong to L2

0(µ). Other integrability and regularity conditions are
needed to make the variance of various estimators precise; see Corollaries 3.1 to 3.6. The concrete
construction of these approximate solutions will be discussed in the next section. For convenience
we also introduce

ζw =

∫ 1

0
(1− v)w(v)2 dv, (3.3)

for the factor associated with a weight function w that appears on the right-hand of the asymptotic
variance formula (2.22). The three control variates studied in this section are summarized in Table 4.

3.1 Forward control variate

A simple calculation shows that

ρ = ⟨f,−L−1g⟩ = ⟨f, ψg⟩+ ⟨f,G− ψg⟩. (3.4)

The first term on the right-hand side of (3.4), henceforth called the static term, corresponds to an
approximation of ρ obtained from the approximate solution ψg to the Poisson equation, and can
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Control variate Formula for ρ = ⟨f,−L−1g⟩

Forward ρ = ⟨f, ψg⟩+ ⟨f,G− ψg⟩
Estimators (3.6) or (3.7) Variance GK (Corollary 3.1) ∝ ∥f∥2E(G− ψg)T

(Subsection 3.1) Variance HE (Corollary 3.2) ∝ E(f)E(G− ψg)

Adjoint ρ = ⟨ψ∗
f , g⟩+ ⟨f + L∗ψ∗

f , G⟩
Estimators (3.10) or (3.12) Variance GK (Corollary 3.3) ∝ ∥f + L∗ψ∗

f∥2E(G)T
(Subsection 3.2) Variance HE (Corollary 3.4) ∝ E(F ∗ − ψ∗

f )E(G)

Combined ρ = ⟨ψ∗
f , g⟩+ ⟨f, ψg⟩+ ⟨ψ∗

f ,Lψg⟩+ ⟨f + L∗ψ∗
f , G− ψg⟩

Estimators (3.14) or (3.16) Variance GK (Corollary 3.5) ∝ ∥f + L∗ψ∗
f∥2E(G− ψg)T

(Subsection 3.3) Variance HE (Corollary 3.6) ∝ E(F ∗ − ψ∗
f )E(G− ψg)

Table 4: Summary of the various control variates that we consider to approximate. In all the
formulas, the functions ψ∗

f , ψg denote respectively approximations of the solutions F ∗, G to the
Poisson equations −L∗F ∗ = f and −LG = g. The terms highlighted in dark green are the so-called
“static” terms which can be evaluated via standard Monte Carlo methods, while the terms highlighted
in magenta are the only ones containing the unknown functions F ∗, G. These are all of the form
⟨h,L−1ℓ⟩, for appropriate functions h, ℓ, and so they can be approximated using the estimators
of Section 2.

be computed by resorting to standard Monte Carlo algorithms sampling µ. The second term is a
correction term, which can be approximated using the estimators presented in Section 2. We next
discuss estimators for this term and state some technical results which make precise the associated
variances.

Static part. In low dimension, the average ⟨f, ψg⟩ can be estimated via deterministic methods
or classical i.i.d. Monte Carlo sampling. When this is not possible, a Markov chain Monte Carlo
(MCMC) approach can be employed:

ρ̂staticK,T (f, ψg) =
1

KT

K∑
k=1

∫ T

0
f(Xk

t )ψg(X
k
t ) dt. (3.5)

In any case, the approximation of ⟨f, ψg⟩ is much simpler than expressions involving correlations,
and various variance reduction methods can be used.

Green–Kubo. One possible estimator for the correction term in (3.4) is given by the usual
Green–Kubo estimator (GK), which gives:

ρ̂corr,GK
K,T,ψg

=
1

K

K∑
k=1

∫ T

0
f(Xk

0 )
(
g(Xk

t ) + Lψg(Xk
t )
)
dt. (3.6)

We next state a result on the variance of the improved estimator (3.6), a straightforward result
directly obtained from Proposition 2.3 by replacing g with g + Lψg.
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Corollary 3.1 (Variance of improved GK estimator 1). Assume that f, g satisfy the conditions
given in Proposition 2.3, and that ψg ∈ L4(µ) with Lψg ∈ L2

0(µ) and χψg ∈ L2(µ). Then,

lim
T→∞

T−1V
(
ρ̂corr,GK
K,T,ψg

)
=

2

K
∥f∥2

〈
g + Lψg,−L−1(g + Lψg)

〉
.

Recall from the discussion after Proposition 2.3 that bounds on the resolvent are typically of
order λ−1 where λ is the smallest nonzero eigenvalue of the operator L. Thus, the g term in the
expression for the asymptotic variance is of order λ−1∥g + Lψg∥2. Corollary 3.1 thus suggests that
the improved estimator is numerically useful when ∥g + Lψg∥ ≪ ∥g∥, namely when the residual
associated with the approximate solution of the Poisson equation is small enough.

Half Einstein. Another possible estimator for the correction term in (3.4) is the half Einstein
estimator (HE):

ρ̂corr,HE
K,T,ψg

=
1

TK

K∑
k=1

∫ T

0

∫ t

0
w

(
t− s

T

)
f(Xk

s )
(
g(Xk

t ) + Lψg(Xk
t )
)
ds dt. (3.7)

The variance of (3.7) is made precise in the following corollary of Proposition 2.7.

Corollary 3.2 (Variance of improved HE estimator 1). Assume that f, g satisfy the conditions
given in Proposition 2.7, and that ψg ∈ L4(µ) with Lψg ∈ L4(µ) and χψg ∈ L4(µ). Then,

lim
T→+∞

V
(
ρ̂corr,HE
K,T,ψg

)
=

4ζw
K

⟨f,−L−1f⟩⟨g + Lψg,−L−1(g + Lψg)⟩.

Computing either (3.6) or (3.7) requires evaluating the control variate g + Lψg at every step of
the Monte Carlo simulation, which is an expensive computation. In the next section, we present a
control variate approach with a lower computational cost, as it does not require evaluation at all
steps.

3.2 Adjoint control variate

It is possible to devise a control variate which need not be evaluated at all steps of the Monte
Carlo run. In particular, we construct a near-zero-cost control variate (i.e., zero-cost aside from the
computation of the approximate solution to the Poisson equation), as it is only evaluated once at
initial time. To this end, we first write (3.1) in terms of the adjoint:

ρ = ⟨(−L−1)∗f, g⟩
= ⟨ψ∗

f , g⟩+ ⟨F ∗ − ψ∗
f , g⟩ (3.8a)

= ⟨ψ∗
f , g⟩+ ⟨f + L∗ψ∗

f ,−L−1g⟩. (3.8b)

As in the previous section, the first term on the right-hand side is a static term that can be estimates
with standard trajectory averages as,

ρ̂staticK,T (g, ψ∗
f ) =

1

KT

K∑
k=1

∫ T

0
g(Xk

t )ψ
∗
f (X

k
t ) dt, (3.9)

while the second term can be approximated using the estimators presented in Section 2, as made
precise below.
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Green–Kubo. The second term in (3.8b) assumes the following estimator

ρ̂corr,GK
K,T,ψf

=
1

K

K∑
k=1

∫ T

0

(
f(Xk

0 ) + L∗ψ∗
f (X

k
0 )
)
g(Xk

t ) dt. (3.10)

Note that this estimator requires the computation of the control variate f + L∗ψ∗
f only at the initial

time, eliminating the need to evaluate the control variate at every step of the Monte Carlo simulation.

Corollary 3.3 (Variance of improved GK estimator 2). Assume that f, g satisfy the conditions
given in Proposition 2.3, and that L∗ψ∗

f ∈ L4(µ). Then,

lim
T→+∞

T−1V
(
ρ̂corr,GK
K,T,ψf

)
=

2

K
∥f + L∗ψ∗

f∥2
〈
g,−L−1g

〉
. (3.11)

Note that L∗ψ∗
f automatically has average 0 with respect to µ, since ψ∗

f itself has average 0.

Half Einstein. The second term in (3.8b) assumes the following estimator

ρ̂corr,HE
K,T,ψf

=
1

TK

K∑
k=1

∫ T

0

∫ t

0
w

(
t− s

T

)(
f
(
Xk
s

)
+ L∗ψ∗

f

(
Xk
s

))
g
(
Xk
t

)
ds dt. (3.12)

Corollary 3.4 (Variance of improved HE estimator 2). Assume that f, g satisfy the conditions
given in Proposition 2.7, and that (L−1)∗f ∈ L4(µ), ψ∗

f ∈ L4(µ), L∗ψ∗
f ∈ L4(µ) and χψ∗

f
∈ L4(µ).

Then,

lim
T→+∞

V
(
ρ̂corr,HE
K,T,ψf

)
=

4ζw
K

〈
f + L∗ψ∗

f ,−L−1(f + L∗ψ∗
f )
〉〈
g,−L−1g

〉
.

3.3 Combining both control variates

By obtaining approximate solutions to both Poisson equations, we can apply both control variates
simultaneously. By writing −L−1g = ψg + (G− ψg) in (3.8b), we obtain

ρ = ⟨ψ∗
f , g⟩+ ⟨f + L∗ψ∗

f , G⟩
= ⟨ψ∗

f , g⟩+ ⟨f + L∗ψ∗
f , ψg⟩+ ⟨f + L∗ψ∗

f , G− ψg⟩
= ⟨ψ∗

f , g⟩+ ⟨f, ψg⟩+ ⟨ψ∗
f ,Lψg⟩+ ⟨f + L∗ψ∗

f , G− ψg⟩. (3.13)

The first three terms can be estimated directly using trajectory averages, while the last term can be
approximated using the estimators in Section 2.

The GK improved estimator reads

ρ̂corr,GK
K,T,ψf ,ψg

=
1

K

K∑
k=1

∫ T

0

(
f(Xk

0 ) + L∗ψ∗
f (X

k
0 )
)(
g(Xk

t ) + Lψg(Xk
t )
)
dt. (3.14)

Corollary 3.5 (Variance of improved GK estimator 3). Assume that f, g satisfy the conditions
given in Proposition 2.3, and that in addition the conditions from Corollaries 3.1 and 3.3 hold. Then,

lim
T→+∞

T−1V
(
ρ̂corr,GK
K,T,ψf ,ψg

)
=

2

K
∥f + L∗ψ∗

f∥2
〈
g + Lψg,−L−1(g + Lψg)

〉
. (3.15)
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The HE improved estimator reads

ρ̂corr,HE
K,T,ψf ,ψg

=
1

TK

K∑
k=1

∫ T

0

∫ t

0
w

(
t− s

T

)(
f(Xk

s ) + L∗ψ∗
f (X

k
s )
)(
g(Xk

t ) + Lψg(Xk
t )
)
ds dt. (3.16)

Corollary 3.6 (Variance of improved HE estimator 3). Assume that f, g satisfy the conditions
given in Proposition 2.7, and that in addition the conditions from Corollaries 3.2 and 3.4 hold. Then,

lim
T→+∞

V
(
ρ̂corr,HE
K,T,ψf ,ψg

)
=

4ζw
K

〈
f + L∗ψ∗

f ,−L−1(f + L∗ψ∗
f )
〉〈
g + Lψg,−L−1(g + Lψg)

〉
.

4 Applications

The aim of this section is to apply the control variate methods discussed in Section 3 to different
systems in order to assess the effectiveness of the various estimators. We start by discussing in
Subsection 4.1 the general approach for solving Poisson equations using neural networks. We then
apply the method to the underdamped Langevin dynamics in Subsection 4.2, and to multiscale SDEs
in Subsection 4.3.

4.1 Approximate solutions to Poisson equations with neural networks

We now discuss the overall strategy for approximating the solution to Poisson equations using PINNs.
In particular, we discuss the loss function used and its discretization, and outline the common
training strategy. More specific architectural choices, such as activation functions, featurization
strategies and network topology are overviewed in the respective numerical application sections to
come.

Loss function. Let us consider the following Poisson equation

−Lϕ(x) = f(x), x ∈ X , (4.1)

with X ⊂ Rd, and f : X → R. We denote by ϕNN
θ (x) the neural network approximation of ϕ

parametrized by a set of parameters θ. The pointwise loss function we consider is the mean squared
error of the residual rθ(x) = LϕNN

θ (x) + f(x). At the continuous level, the loss function is then

L (θ) =

∫
X

(
LϕNN

θ (x) + f(x)
)2
µ(dx). (4.2)

In practice, the integral in (4.2) is approximated with a sum over the data points {xn}Nn=1 ∈ Rd

at which the functions are evaluated, where the points are directly sampled from µ via rejection
sampling. Additionally, we consider centered finite differences to approximate differential operators
in L acting on ϕ, as automatic differentiation becomes too cumbersome for derivatives of order 3
and higher. Thus, automatic differentiation is only used to take the gradient of the network with
respect to the parameters during training. To this end, let L∆ denote the discretization of L. Then,
our loss function is of the form

L (θ) =
1

N

N∑
n=1

|L∆ϕNN
θ (xn) + f(xn)|2. (4.3)

Let us similarly define ϕ∗ as the solution to the adjoint Poisson equation −L∗ϕ∗ = f∗, with L ∗(θ)
the associated loss function.
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Training strategy. The same overall strategy was used to train the networks for both examples
here presented. The training data consisted of N points sampled from µ with rejection sampling. The
computational cost associated with sampling the data points is negligible, allowing us to compute a
stochastic approximation of the gradient with N new points at every step. Since the usual overfitting
risks associated with a finite training set therefore do not apply, we performed a fixed number of
training steps and did not implement early stopping. We used Adam [17] as the optimizer.

The network topologies considered were simple networks with two dense hidden layers, and
the same activation function throughout, in particular tanh for both examples. Other activation
functions were explored, e.g. regularized ReLU-type functions such as gelu [15] were observed to
perform marginally better than tanh, however at an increased computational cost. The addition
of the second hidden layer significantly improves the quality of training, while still retaining a
sufficiently low cost. Based on numerical observations from experimental runs, width has a more
significant impact on the quality of training than depth for a fixed number of network parameters.

All training parameters are made precise in Table 5 for the Langevin dynamics example, and
Table 8 for the multiscale example.

Figure 3: Training loss over epochs for the 2D Langevin dynamics for both ψg and ψ∗
f approximate

solutions. Top: linear scale. Bottom: logarithmic y-axis.

The same training routine was used to approximate ϕ and ϕ∗. Figure 3 shows the training loss
as a function of training steps for both approximations for the Langevin dynamics example.

4.2 Application to the underdamped Langevin dynamics

We apply in this section the methodology to compute the mobility of the two-dimensional under-
damped Langevin dynamics. We start by giving a brief description of the system in Subsection 4.2.1,
followed by a presentation of the numerical results in Subsection 4.2.2.
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4.2.1 Description of the system

Let us briefly describe the system in consideration. The two-dimensional Langevin dynamics evolves
the positions q = (q1, q2) ∈ T2 and momenta p = (p1, p2) ∈ R2 according to the following SDE:dqt =M−1pt dt,

dpt = −∇V (qt) dt− γM−1pt dt+

√
2γ

β
dWt.

(4.4)

where M ∈ R2×2 denotes the mass matrix, γ > 0 the friction coefficient, β > 0 the inverse
temperature and V a smooth periodic potential energy function. The dynamics (4.4) admits the
following infinitesimal generator

L = pTM−1∇q −∇V T∇p + γ(−pTM−1∇p + β−1∆p), (4.5)

and is ergodic with respect to the Boltzmann–Gibbs measure µ:

µ(dq dp) =
1

Z
e−βH(q,p) dq dp, Z =

∫
X
e−βH(q,p)dq dp. (4.6)

The mobility in the direction e is defined as the proportionality constant between the magnitude η
of an exerted constant force proportional to e, and the induced drift velocity E(fe) in this direction,
with fe = eTM−1p. The relationship is linear for η → 0, as dictated by linear response theory; see
for instance [10, Chapter 8] and [22, Section 5]. Through an equilibrium formulation of the linear
response based on velocity autocorrelations [35], it can in particular be written in terms of the
solution to a Poisson equation:

ρ = ⟨ϕ, βfe⟩, (4.7)

and

−Lϕ(q, p) = fe(q, p). (4.8)

It can similarly be defined in terms of the L2(µ)-adjoint as ρ = ⟨ϕ∗, fe⟩, where −L∗ϕ∗ = βfe. Note
that the mobility is proportional up to factor β to the self-diffusion coefficient through Einstein’s
relation; see [36]. The points {xn}Nn=1 = (q1, q2, p1, p2)n ∈ R4 are i.i.d. according to the target
measure µ, sampled in practice using rejection sampling.

4.2.2 Numerical results

We consider the following nonseperable potential energy function

V (q1, q2) = −cos(2q1) + cos(q2)

2
− δ cos(q1) cos(q2), (4.9)

with δ ∈ R the degree of nonseparability. The numerical results here presented correspond to the
value δ = 0.5. Additionally, we set the physical parameters β = γ = 1 and M = Id.

Structure of the network. Aside from the general training strategy outlined in Subsection 4.1,
the architecture for this example also includes a featurization layer. We employ a transformation on
the inputs in the form of a “functional layer”: the input (q1, q2, p1, p2) is transformed into a 7-node
input by the functions:

featurization(q1, q2, p1, p2) =

(
sin(q1), cos(q1), sin(q2), cos(q2), p1, p2,

p21 + p22
2

)
(4.10)
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which is then fed to the first trainable layer; see Figure 4 for an illustration of the network topology.
The periodic nature of the positions is encoded by the sines and cosines in the featurization layer,
while the momenta are included directly. Lastly, the kinetic energy term was observed to be a
meaningful feature in improving training, and is thus considered.

input
featurization

Dense(7 => 15, tanh)

Dense(15 => 15, tanh)

Dense(15 => 1)

Figure 4: Neural network architecture for the two-dimensional Langevin dynamics. The input
undergoes a transformation through a feature extraction function, which is then fed to the two
hidden layers, both of which are dense and employ tanh as the activation function.

Monte–Carlo simulations. For each estimator, we used the BAOAB splitting scheme [20], with
an integration time of T = 5 for Green–Kubo and T = 10 for Half Einstein, with timestep ∆t = 0.01
for both. We ran K = 1000 independent realizations of the dynamics in order to empirically estimate
the variance. Initial conditions for each realization were also sampled from µ using rejection sampling.

Parameter Value

Adam learning rate 0.002
Batch size 500

Number of iterations 2,000

Table 5: Training parameters for training the network for the two-dimensional Langevin dynamics.

Simulation results are illustrated in Figure 5, which shows the variance as a function of time for
all 8 estimators considered. A plot of the asymptotic variance is also shown, which corresponds to
the variance divided by time for Green–Kubo estimators, while it coincides with the variance for
Half Einstein estimators. A summary of the results at time T = 10 is compiled in Table 6, which
provides a quantitative metric for assessing the viability of each estimator. In particular, it shows the
computational runtime, the variance and the cost (defined as the product of runtime and variance)
for each estimator.

The numerical results suggest that the use of both control variates (for both GK and HE) is the
best option according to the cost. This, however, requires a decently trained network, as the forward
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Figure 5: Asymptotic variance over time for all estimators for the two-dimensional Langevin dynamics.
Left: Green–Kubo estimators. Right: Half Einstein estimators. For Green–Kubo, the asymptotic
variance is defined as the variance divided by time, while the two coincide for Half Einstein.

adjoint is computed every step of the Monte Carlo simulation, thus it must provide enough variance
reduction in order to offset the additional computational cost. The Green–Kubo adjoint estimator,
on the other hand, is a (near) “zero-cost” control variate, as it is only evaluated once. This suggests
that it is much more forgiving of nonoptimal training runs.

Estimator Runtime Variance at T = 5 Cost

GK (GK) 1 1 1

GK/adjoint (3.10) 0.957 0.0294 0.0281

GK/forward (3.6) 22.9 0.0172 0.394

GK/both (3.14) 25.1 0.000465 0.0117

Table 6: Computational runtimes required to compute the self-diffusion coefficient for the two-
dimensional Langevin dynamics and associated variances at time T = 5, based on K = 1000
realizations of the dynamics. The cost is defined as the runtime times the variance. Values are
normalized in terms of the standard Green–Kubo estimator runtime of 0.156734 seconds, and
associated variance 7.330798.
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Estimator Runtime Variance at T = 10 Cost

HE (HE) 1 1 1

HE/adjoint (3.12) 23.9 0.0140 0.336

HE/forward (3.7) 22.6 0.0147 0.332

HE/both (3.16) 44.6 0.000246 0.0109

Table 7: Computational runtimes required to compute the self-diffusion coefficient for the two-
dimensional Langevin dynamics and associated variances at time T = 10, based on K = 1000
realizations of the dynamics. The cost is defined as the runtime times the variance. Values are
normalized in terms of the standard Half Einstein estimator runtime of 0.296764 seconds, and
associated variance 1.312950.

4.3 Application to multiscale differential equations

The aim of this subsection is to present an application of the control variate approaches studied
in Section 3, with slight adjustments, to multiscale stochastic differential equations. We first
describe briefly, in Subsection 4.3.1, the method of homogenization for multiscale SDEs. Then,
in Subsection 4.3.2, we explain how the control variate approaches from Section 3 can be applied for
the calculation of the effective coefficients of the homogenized equation. Finally, in Subsection 4.3.3,
we illustrate the performance of the method on a concrete example.

4.3.1 Homogenization for multiscale SDEs

In this section, we give a concise description of the method of homogenization for multiscale SDEs
in a simplified setting. We refer to [33, Chapter 11] for a more complete overview of the subject,
and to [33, Chapter 18] and [27, 28] for rigorous analyses. Consider the following multiscale system
with state space Rdx ×Rdy , for some small parameter ε > 0:

dX =
1

ε
f(X,Y ) dt,

dY =
1

ε2
g(X,Y ) dt+

1

ε
α(X,Y ) dWt,

(4.11)

Here we assume that f : Rdx ×Rdy → Rdx , g : Rdx ×Rdy → Rdy×dw and α : Rdx ×Rdy → Rdy×dw

are smooth functions, and that (Wt) is a standard Brownian motion in Rdw . Denote by ε−2Lx the
generator associated with the fast process Y when X is frozen:

Lx = g(x, y) · ∇y +
1

2
α(x, y)α(x, y)T : ∇y∇y.

The theory of homogenization for multiscale SDEs states that, under appropriate conditions, the slow
process (Xt)t⩾0 is well approximated by the solution (Xt)t⩾0 to a simplified, single-scale stochastic
differential equation. This is the content of the following result where, for a vector-valued function f ,
the notation ∇f refers to the matrix with entry (i, j) equal to ∂jfi. We refer to [33, Chapter 18] for
a rigorous proof in a simplified periodic setting, and the references discussed in [33, Chapter 18.4]
for more general results.

Theorem 4.1 (Homogenization for SDEs). Suppose that, for all x ∈ Rdx, there is a unique
ergodic distribution µx(dy) of the fast process when x is frozen, and additionally that

∀x ∈ Rdx ,

∫
Rdx

f(x, y)µx(dy) = 0.
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Then, in the limit ε→ 0, the slow process (Xt)t⩾0 converges weakly in C([0, T ]) to the solution of

dX = F (X) +A(X) dVt, (4.12)

where Vt is a standard Browian motion and

F (x) =

∫
Rdy

∇xΦ(x, y) f(x, y)µ
x(dy) ∈ Rdx , A(x)A(x)T = A0(x) +A0(x)T ∈ Rdx×dx ,

with
A0(x) =

∫
Rdy

f(x, y)⊗ Φ(x, y)µx(dy).

Here Φ is a solution to −LxΦ(x, y) = f(x, y).

In many applications of multiscale SDEs, the coefficients g and a of the fast process in (4.11)
are independent of X. This simplified setting, or a variation thereof where the drift and diffusion
coefficients of the fast process also include lower order terms allowed to depend on X, is often
considered in the literature, for example in numerical works [40, 13]. In this section, we assume for
simplicity that g = g(y) and a = a(y). In this case, the generator of the fast process in (4.11) is
independent of x, and so is the associated invariant measure for the fast process. Therefore, we drop
the superscript x from the notation Lx and µx. Since formally ∇xL−1 = L−1∇x, the coefficients
of the homogenized equation (4.12) are of the form (TC). More precisely, the components of the
coefficients F and A0 can be written as

Fi(x) =

dx∑
j=1

〈
fj(x, · ),−L−1hij(x, · )

〉
, A0

ij(x) =
〈
fi(x, · ),−L−1fj(x, · )

〉
, (4.13)

where hij(x, · ) = ∂xjfi(x, · ), and with ⟨ · , · ⟩ the inner product with respect to L2(µ), with x viewed
as a fixed parameter. It follows from (4.13) that the homogenized coefficients can be approximated
using estimators based on the Green–Kubo formula (1.4), such as those studied in Section 2. Indeed,
this constitutes the basic idea behind the so-called heterogeneous multiscale method for multiscale
SDEs [40, 13], a numerical method for solving (4.11) based on the resolution of the homogenized
dynamics (4.12) using a classical integration scheme for SDEs, combined with the calculation, at
each time step, of the effective coefficients F,A0 using an estimator similar to the one studied
in Subsection 2.2. The variance reduction method we describe in Subsection 4.3.2 is based on the
specific estimators given in Section 3, but we note that it can easily be adapted to the estimators
used within the heterogeneous multiscale method, such as those given in [13, Section 3.1].

4.3.2 Control variate approaches for calculating the effective coefficients

In this section, we describe how the control variate approaches described in Section 3 can be employed
for the calculation of the coefficients of the homogenized equation (4.12). The main difference with
the other examples considered so far is the presence of an x-dependence in (4.13) and the associated
Poisson equations

−LHij(x, y) = hij(x, y), −LFi(x, y) = fi(x, y), (4.14)

as well as in the associated adjoint equation

−L∗F ∗
i (x, y) = fi(x, y). (4.15)

The control variate methods described in Section 3 require approximate solutions to (4.14) or (4.15)
or both. We next describe two possible approaches for constructing these approximate solutions:
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• A first approach would be to solve the Poisson equations – (4.14) or (4.15) or both, depending
on which method from Section 3 is considered – for each fixed x separately as needed. Combined
with a classical time-stepping algorithm for the homogenized equation (4.12), this would lead
to a numerical method where a number of Poisson PDEs in dimension dy must be solved at
each time step, much like the method studied in [1].

• An alternative approach, used in Subsection 4.3.3, is to solve the Poisson equations (4.14) for
all x ∈ Rdx and all vector components simultaneously. This is not simple to achieve using
traditional PDE solvers, but simple to implement using neural networks. For example, in
order to numerically solve the second equation in (4.14), we search for an approximate vector-
valued solution FNN(x, y; θ) within a class of functions parametrized by a neural network with
parameters θ. The vector of parameters θ is found by minimizing the following loss function

L (θ) =

∫
Rdx×Rdy

dx∑
i=1

∣∣∣fi(x, y) + LFNN
i (x, y; θ)

∣∣∣2 ν(dx)µ(dy), (4.16)

where µ is, as before, the invariant probability measure associated with the fast processes
in (4.11), and ν ∈ P(Rdx) is a probability measure on Rdx that must be fixed a priori as part
of the method. A natural choice, when Rdx is a compact state space, is to let ν be the uniform
distribution on Rdx . When Rdx is non-compact, the choice of ν determines the region of Rdx

where we wish FNN(x, · ; c) to be a good approximation of the exact solution F (x, · ), and
where variance reduction can be expected as a result. In practice, the loss function (4.16)
of course needs to be discretized, for example by estimating the integral via Monte Carlo
sampling.

To conclude this subsection, let us mention that it is not necessary to solve the first equation
in (4.14) explicitly. Indeed, the function Hij(x, y) is the x-gradient of Fi(x, y), and so a numerical
approximation of Hij(x, y) can be obtained by taking the x-gradient of FNN

i (x, y; θ).

4.3.3 Numerical example

In this section, we illustrate the performance of the control variate strategies presented in Section 3,
when the approximate solutions to Poisson equations are calculated simultaneously for all x by a
neural network approach. We consider the following simple example of a multiscale SDE, taken
from [33, Section 11.7.7], to which we refer for additional context:

dX1 =
1

ε
Y1 dt ,

dX2 =
1

ε
Y2 dt ,

dX3 =
1

ε
(X1Y2 −X2Y1) dt ,

dY1 = −Y1
ε2
dt− α

Y2
ε2
dt+

1

ε
dW 1

t ,

dY2 = −Y2
ε2
dt+ α

Y1
ε2
dt+

1

ε
dW 2

t ,

(4.17)

where α > 0 and W 1,W 2 are standard independent Brownian motions. In this example, dx = 3
and dy = 2, so that the total dimension is equal to 5. An application of Theorem 4.1 leads to the
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following homogenized equation [33, Section 11.7.7]:
dX1 =

1

1 + α2

(
dV 1

t − αdV 2
t

)
,

dX2 =
1

1 + α2

(
dV 2

t + αdV 1
t

)
,

dX3 =
1

1 + α2
dt+

1

1 + α2

((
αX1 −X2

)
dV 1

t +
(
αX2 +X1

)
dV 2

t

)
.

(4.18)

In this numerical experiment, we fix α = 1 and compare the performance of the estimators given
in Sections 2 and 3 for the computation of the homogenized coefficients. To this end, we solve the
Poisson equations (both the forward equations involving L, and the adjoint equations involving L∗),
simultaneously for all x. Furthermore, we solve the vector-valued Poisson equations simultaneously
for all the components. For example, in order to solve the Poisson equations

−LF (x, · ) = f(x, · ), (4.19)

with f(x, y) ∈ R3 the drift of the slow process, we use the neural network architecture illus-
trated in Figure 6. The neural network comprises 5 inputs, corresponding to the five vari-
ables (x1, x2, x3, y1, y2), and three outputs, corresponding to the three components of the vector
valued solution. For the measure ν, we take the uniform distribution over the cube [−4, 4]3, and
for µ we take the invariant measure of the fast processes. Since (Y1, Y2) is an Ornstein–Uhlenbeck
process, it follows from [23, Chapter 9] that the latter probability measure is given by the normal
distribution N

(
0, 12 I2

)
. The other training parameters are given in Table 8.

Having calculated approximate solutions to (4.19) and its adjoint counterpart, we then fix a value
for (X1, X2, X3) = (−0.0057, 1.73,−1.04), randomly drawn from the standard normal distribution
in dimension 3, and evaluate the quality of variance reduction for the estimators in Section 3, when
these are used to calculate the homogenized coefficients for this particular value of (X1, X2, X3).
The static parts of all the estimators in Section 3 are calculated by numerical quadrature.

Parameter Value

Adam learning rate 0.002
Batch size 1,000

Number of iterations 1,000

Table 8: Training parameters for minimizing the loss function (4.16) in Subsection 4.3.3. At each of
the 1,000 iterations, 1,000 samples are drawn independently from the probability measure µ⊗ ν. A
step of ADAM is then performed based on the gradient of the loss function (4.16) calculated with
the learning rate 0.002.

The time required on a personal laptop to evaluate all the estimators from Section 3, not including
the time required to train the neural networks, is presented in Tables 9 and 10 for K = 1000
realizations. To produce these numerical results, an Euler–Maruyama discretization with a time
step equal to 0.01ε2 was employed to integrate the fast dynamics, with the slow variables frozen at
the value given above. It appears from the tables that the estimators using adjoint control variates
are faster to evaluate than those using forward control variates, and this difference is especially
pronounced for the Green–Kubo estimators. This is expected, as the estimator (3.10) requires to
evaluate the control variate only at the initial time.
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input

Dense(5 => 12, tanh)

Dense(12 => 12, tanh)

Dense(12 => 3)

Figure 6: Neural network architecture employed for solving the (vector-valued) Poisson equa-
tion (4.19). Only tanh activation functions were used for this example.

Estimator Runtime [s] Variance at T/ε2 = 5 Runtime × Variance

GK (GK) 0.179 29.382 5.27
GK/forward (3.6) 13.785 0.206 2.85
GK/adjoint (3.10) 0.248 0.376 0.0935

GK/combined (3.14) 16.276 0.00306 0.0497

Table 9: Computational time required to calculate the homogenized drift and diffusion coefficients
associated with the multiscale system (4.17), based on K = 1000 realizations of the fast dynamics
over a time horizon T/ε2 = 5 and for one fixed value of (X1, X2, X3) = (−0.0057, 1.73,−1.04).

The tables also present the variance of all the estimators with K = 1 realization, when the
integration time for the fast dynamics is set to T/ε2 = 5. These variances were calculated empirically
based on 1,000 independent realizations. The third column, which contains the product of the
runtime with the variance, is a measure of the cost, as in Subsection 4.2. From this column we
observe that, both for the Green–Kubo and for the half-Einstein estimators, the combined control
variate method from Subsection 3.3 performs best. Furthermore the variance reduction obtained
with the forward and adjoint control variates are similar.

The variances associated with all the estimators, as a function of time, are illustrated in Figures 7
and 8 for the Green–Kubo and Half–Einstein estimators, respectively. These figures confirm the
trends already observed in Tables 9 and 10. In particular, whether for Green–Kubo or half-Einstein
estimators, combining both control variates as in (3.14) and (3.16) yields the largest variance
reduction. The figures also illustrate that the variance reduction obtained with the forward or adjoint
control variates are similar.
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Estimator Runtime [s] Variance at T/ε2 = 5 Runtime × Variance

HE (HE) 0.959 3.44555 3.31
HE/forward (3.7) 15.465 0.03678 0.569
HE/adjoint (3.12) 4.03 0.04346 0.175

HE/combined (3.16) 17.697 0.00066 0.0117

Table 10: Computational time required to calculate the homogenized drift and diffusion coefficients
associated with the multiscale system (4.17), based on K = 1000 realizations of the fast dynamics
over a time horizon T/ε2 = 5.

Figure 7: Variances of the Green–Kubo estimators presented in Section 3, when these are used
to calculate the coefficients of the homogenized equation associated to (4.11). These values were
calculated based on K = 1000 realizations of each estimator.

5 Extensions and perspectives

Let us conclude this work by discussing possible extensions and future directions for the results
here presented. We have successfully shown that neural networks (in particular PINNs) can be an
effective tool for constructing control variates via approximating Poisson equations, for problems
well-posed enough. The main point of our approach was to construct simple, easy-to-train and
inexpensive-to-evaluate networks to be used as control variates, evaluated alongside Monte Carlo
simulations. The key point is that the network must be simple enough so that it is reasonably
inexpensive to train and evaluate, while still providing significant variance reduction in order justify
the additional computational cost. In other words, the cost (i.e. product of runtime and variance)
must be less than that of the standard estimator.

There are several directions for extending the work. While possible, high-order nested automatic
differentiation remains a nontrivial challenge, and is generally not an off-the-shelf tool, particularly
for high-dimensional systems requiring batched training. Another possible direction is to further
optimize the network’s cost-to-variance reduction ratio, in particular by further exploring featurization
approaches, which can potentially increase the network’s efficiency without significantly increasing
cost. Lastly, another possible extension of this method is for computing the mobility in the
underdamped limit γ → 0, particularly in the case of nonseparable potentials, which has been a
challenge in the literature [32].
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Figure 8: Variances of the half-Einstein estimators presented in Section 3, when these are used
to calculate the coefficients of the homogenized equation associated to (4.11). These values were
calculated based on K = 1000 realizations of each estimator.

A Extension to general weights

We state here some technical results which generalize the results of Proposition 2.7. We first state
an assumption which will be used in the results to come.

Assumption 2 (Decay estimates of the semigroup in L4(µ)). There exist positive constants L4

and λ4 such that, for all φ ∈ L4
0(µ) and all t ⩾ 0,∥∥etLφ∥∥

L4
0(µ)

⩽ Le−λt∥φ∥L4
0(µ)

. (A.1)

Assumption 2 extends the semigroup decay estimates of Assumption 1 from L2(µ) to L4(µ), a
necessary estimate in Lemma A.1 below. By [19, Theorem 2.2], see also [9, Theorem 1.3] and the
discussion in [31, Section 2.6], the exponential convergence estimate in L2

0(µ) given in Assumption 1
implies similar exponential convergence estimates in Lp0(µ), for all p ∈ [1,∞) by an interpolation
argument. The same assumption is made on L∗, and can be shown to hold using the same interpolation
argument as above.

Lemma A.1 (Continuity estimate). Suppose that Assumption 2 holds true, and assume that w
is continuous at 0. Assume additionally that f, g ∈ L4

0(µ). Then, it holds that

lim sup
T→+∞

E
[∣∣ρ̂HE

K,T

∣∣2] ⩽ L2∥f∥2L4(µ)∥g∥
2
L4(µ)

K

(
|w(0)|2

λ2
+

2

λ

∫ 1

0
w(u)2(1− u) du

)
. (A.2)

Remark A.2. In contrast with the result of Proposition 2.7, in Lemma A.1 we make no regularity
assumption on the derivatives of the weight function w.

Proof. As in the proof of Proposition 2.7, we consider K = 1 and use the simplified notation ρ̂T for
the estimator.

If the right-hand side of (A.2) is infinite, then the inequality is satisfied, so we assume from now
on that this term is finite. We first rewrite, for ρ̂T defined in (2.23),

E
[
|ρ̂T |2

]
= T 2

∫ 1

0

∫ 1

0

∫ τ

0

∫ t

0
w(t− s)w(τ − ς)E

[
f(XsT )f(XςT )g(XtT )g(XτT )

]
ds dς dt dτ. (A.3)
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Fix 0 ⩽ a ⩽ b ⩽ c ⩽ d ⩽ T , as well as bounded functions h1, h2, h3, h4 ∈ L4
0(µ). Conditioning

successively on information at times c, b and then a, we obtain that

E
[
h1(Xa)h2(Xb)h3(Xc)h4(Xd)

]
= E

[
h1(Xa)h2(Xb)

(
h3e

(d−c)Lh4

)
(Xc)

]
= E

[
h1(Xa)

(
h2e

(c−b)L
(
h3e

(d−c)Lh4

))
(Xb)

]
= E

[
h1(Xa)e

(b−a)L
(
h2e

(c−b)L
(
h3e

(d−c)Lh4

))
(Xa)

]
=
〈
h1, e

(b−a)L
(
h2e

(c−b)L
(
h3e

(d−c)Lh4

))〉
=
〈
h2e

(b−a)L∗
h1, e

(c−b)L
(
h3e

(d−c)Lh4

)〉
= E

[
(h2e

(b−a)L∗
h1)(Xb)

(
h3e

(d−c)Lh4

)
(Xc)

]
.

It follows by Assumption 2 that∣∣∣E[h1(Xa)h2(Xb)h3(Xc)h4(Xd)
]∣∣∣ ⩽ ∥∥∥h2e(b−a)L∗

h1

∥∥∥∥∥∥h3e(d−c)Lh4∥∥∥
⩽ ∥h2∥L4(µ)∥h3∥L4(µ)

∥∥∥e(b−a)L∗
h1

∥∥∥
L4(µ)

∥∥∥e(d−c)Lh4∥∥∥
L4(µ)

⩽ L2∥h1∥L4(µ)∥h2∥L4(µ)∥h3∥L4(µ)∥h4∥L4(µ)e
−λ(b−a)e−λ(d−c).

(A.4)

We shall use this estimate with times t ⩾ s and τ ⩾ ς. There are six possible orderings of these
times, which we group in two cases:

Case 1 :


s ⩽ ς ⩽ τ ⩽ t,

s ⩽ ς ⩽ t ⩽ τ,

ς ⩽ s ⩽ τ ⩽ t,

ς ⩽ s ⩽ t ⩽ τ.

Case 2 :

{
s ⩽ t ⩽ ς ⩽ τ,

ς ⩽ τ ⩽ s ⩽ t.

Using (A.4), we obtain the following estimate, where the arguments of the maximum correspond to
the two cases above:

E
[
f(XsT )f(XςT )g(XtT )g(XτT )

]
⩽ L2∥f∥2L4(µ)∥g∥

2
L4(µ)max

{
e−λT |s−ς|−λT |t−τ |, e−λT |t−s|−λT |τ−ς|

}
, (A.5)

which by substitution in (A.3) leads to the inequality

E
[
|ρ̂T |2

]
⩽ L2∥f∥2L4(µ)∥g∥

2
L4(µ)

(
A1(T ) +A2(T )

)
, (A.6)

with A1 and A2 given by

A1(T ) = T 2

∫ 1

0

∫ 1

0

∫ τ

0

∫ t

0
w(t− s)w(τ − ς)e−λT |s−ς|−λT |t−τ | ds dς dt dτ,

A2(T ) = T 2

∫ 1

0

∫ 1

0

∫ τ

0

∫ t

0
w(t− s)w(τ − ς)e−λT |t−s|−λT |τ−ς| ds dς dt dτ.
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The A1(T ) term can be written as

A1(T ) = T

∫ 1

0

∫ 1

0
e−λT |t−τ |fT (t, τ) dt dτ, fT (t, τ) := T

∫ τ

0

∫ t

0
w(t− s)w(τ − ς)e−λT |s−ς| ds dς.

By the Cauchy–Schwarz inequality, the term fT (t, τ) can be bounded as follows:

∣∣fT (t, τ)∣∣2 ⩽ (T ∫ τ

0

∫ t

0

∣∣w(t− s)
∣∣2e−λT |s−ς| ds dς)(T ∫ τ

0

∫ t

0

∣∣w(τ − ς)
∣∣2e−λT |s−ς| ds dς)

⩽

(
2

λ

∫ t

0

∣∣w(t− s)
∣∣2 ds)( 2

λ

∫ τ

0

∣∣w(τ − ς)
∣∣2 dς)

=

(
2

λ

)2

∥w∥2L2([0,t])∥w∥
2
L2([0,τ ]).

Thus, we obtain

A1(T ) ⩽
2

λ

∫ 1

0

∫ 1

0
∥w∥L2([0,t])∥w∥L2([0,τ ]) dt dτ

=
2

λ

(∫ 1

0
∥w∥L2([0,t]) dt

)2

⩽
2

λ

∫ 1

0
∥w∥2L2([0,t]) dt =

2

λ

∫ 1

0
w(u)2(1− u) du.

For the second term A2(T ), it is simple to show that (see Remark 2.6)

A2(T ) = T 2

(∫ 1

0

∫ t

0
w(t− s)e−λT |t−s| ds dt

)2

−−−−→
T→∞

w(0)2

λ2
, (A.7)

which concludes the proof.

Using Lemma A.1, we can use a density argument to generalize Proposition 2.7 to any weight
function satisfying the assumptions of this lemma, with the additional requirement that the right-hand
side of (A.2) is finite. This is the content of the following result.

Corollary A.3 (Generalization). Suppose that Assumption 2 holds true and that f, g ∈ L4
0(µ).

Assume also that w : [0, 1) → R is continuous at 0 and that

ζw =

∫ 1

0
w(u)2(1− u) du < +∞. (A.8)

Then
lim

T→+∞
V
(
ρ̂HE
K,T

)
=

4ζw
K

⟨f,−L−1f⟩⟨g,−L−1g⟩. (A.9)

Proof. Once again we consider the case K = 1 and use the simplified notation ρ̂T . Let

χ(u) =
(
w(u)− w(0)

)√
1− u

and fix ε > 0. By assumption, it holds that χ ∈ L2(0, 1), so by density in L2
(
[0, 1]

)
of C∞

c

(
(0, 1)

)
,

the set of smooth functions with compact support in (0, 1), there exists a function χε ∈ C∞
c

(
(0, 1)

)
such that

∥χε − χ∥L2(0,1) ⩽
√
ε.
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Let wε(u) = w(0) + χε(u)/
√
1− u. By construction, it holds that wε(0) = w(0) and∫ 1

0

∣∣w(u)− wε(u)
∣∣2(1− u) du =

∫ 1

0

∣∣χ(u)− χε(u)
∣∣2 du ⩽ ε. (A.10)

We decompose the estimator as follows:

ρ̂T =
1

T

∫ T

0
wε

( u
T

)∫ T−u

0
f(Xs)g(Xs+u) ds du

+
1

T

∫ T

0
(w − wε)

( u
T

)∫ T−u

0
f(Xs)g(Xs+u) ds du =: r̂T,ε + ϱ̂T,ε.

Taking the variance and rearranging, we deduce that

V(ρ̂T )−V(r̂T,ε) = V(ϱ̂T,ε) + 2cov(r̂T,ε, ϱ̂T,ε).

Taking the absolute value, the limit superior as T → +∞, and using Young’s inequality, we obtain

lim sup
T→∞

∣∣∣V(ρ̂T )−V(r̂T,ε)
∣∣∣ = lim sup

T→∞

∣∣∣V(ϱ̂T,ε) + 2cov[r̂T,ε, ϱ̂T,ε]
∣∣∣

⩽ lim sup
T→∞

(
V(ϱ̂T,ε) +

√
εV(r̂T,ε) +

1√
ε
V(ϱ̂T,ε)

)
. (A.11)

By Lemma A.1 and (A.10), and by Proposition 2.7, it holds that

lim sup
T→+∞

V(ϱ̂T,ε) ⩽ Cf,gε,

lim
T→+∞

V(r̂T,ε) = 4ζwε⟨f,−L−1f⟩⟨g,−L−1g⟩.

Using these equations in (A.11) and taking the limit ε→ 0, we deduce that

lim sup
T→∞

∣∣V(ρ̂T )− 4ζwε⟨f,−L−1f⟩⟨g,−L−1g⟩
∣∣ = 0,

which gives the desired estimate (A.9).

It would be satisfying to show that when assumption (A.8) is not satisfied, then the asymptotic
value of the variance is infinite, which would enable to further generalize Corollary A.3. Proving this
in general is not simple, but we show the following result.

Corollary A.4 (Further generalization). Suppose f, g ∈ L4
0(µ) and that w : [0, 1) → [0,+∞) is

continuous at 0, and satisfies the condition

W := ess sup
θ∈(0,1]

θw(1− θ) <∞. (A.12)

Then, it holds that

lim
T→∞

V
(
ρ̂HE
K,T

)
=

4ζw
K

⟨f,−L−1f⟩⟨g,−L−1g⟩. (A.13)

(Here the right-hand side is allowed to be infinite.)

Remark A.5. The condition (A.12) expresses that w does not diverge faster than (1− θ)−1 at θ = 1.
The weight function w(θ) = (1− θ)−1, for example, satisfies this condition.
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Proof. For conciseness, let ρ̂T = ρ̂HE
K,T . If the right-hand side of (A.13) is finite, then the inequality

follows from Corollary A.3, so we assume from now on that∫ 1

0
w(u)2(1− u) du = ∞.

For ε ∈ (0, 1] consider the following decomposition of the weight:

w = 1[0,1−ε]w + 1[1−ε,1]w =: wε + ωε.

We decompose the estimator as follows:

ρ̂T =
1

T

∫ T

0
wε

( u
T

)∫ T−u

0
f(Xs)g(Xs+u) ds du

+
1

T

∫ T

0
ωε

( u
T

)∫ T−u

0
f(Xs)g(Xs+u) ds du =: r̂T,ε + ϱ̂T,ε.

The proof of (A.13) is based on the following simple inequality:

E
[
ρ̂2T
]
= E

[
r̂2T,ε

]
+E

[
ϱ̂2T,ε

]
+ 2E

[
r̂T,εϱ̂T,ε

]
⩾ E

[
r̂2T,ε

]
+ 2E

[
r̂T,εϱ̂T,ε

]
, (A.14)

so that
V(ρ̂T ) ⩾ E

[
r̂2T,ε

]
+ 2E

[
r̂T,εϱ̂T,ε

]
−E[ρ̂T ]

2. (A.15)

It follows from (A.2) that

lim
T→+∞

E
[
r̂2T,ε

]
= 4⟨f,−L−1f⟩⟨g,−L−1g⟩

∫ 1

0

∣∣wε(θ)∣∣2(1− θ) dθ.

This term diverges as ε→ 0. It remains to analyze the last term on the right-hand side of (A.14).
Using Fubini’s theorem and a change of variable, we have

E
[
r̂T,εϱ̂T,ε

]
= T 2

∫ 1

0

∫ 1

0
wε (1− u)ωε (1− v)

∫ u

0

∫ υ

0
E(s, ς, u, υ) ds dς du dυ,

where E(s, ς, u, υ) = E
[
f(XsT )f(XςT )g(XsT+(1−u)T )g(XςT+(1−υ)T )

]
. It follows from (A.5), with t =

s+ 1− u and τ = ς + 1− υ, that

E(s, t, u, v) ⩽ Cmax
{
e−λT |s−ς|−λT |s−ς+υ−u|, e−λT |1−u|−λT |1−υ|

}
.

By the triangle inequality, it holds that |s− ς|+ |s− ς+υ−u| ⩾ |υ−u| and |1−u|+ |1−υ| ⩾ |u−υ|,
so we deduce that

∀(s, ς, u, υ) ∈ [0, 1]4, ∀(s, ς, u, υ) ∈ [0, 1]4, E(s, ς, u, υ) ⩽ Ce−λ|u−v|T .

Therefore, using this inequality, the definition of wε and ωε, and (A.12), we obtain∣∣∣E[r̂T,εϱ̂T,ε]∣∣∣ ⩽ CT 2

∫ 1

0

∫ 1

0
wε (1− u)ωε (1− v) e−λ|u−v|Tuv du dυ

= CT 2

∫ ε

0

∫ 1

ε
w (1− u)w (1− υ) e−λ|u−υ|Tuυ du dυ

⩽ CT 2W 2

∫ ε

0

∫ 1

ε
e−λ|u−υ|Tdu dυ ⩽

CW 2

λ2
.

The statement (A.13) then follows from taking the limits T → +∞ and then ε→ 0 in (A.15).
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B Change of variable

Lemma B.1. Let f be a continuous function on D = {(t, s) : 0 ⩽ s ⩽ t, t ∈ [0, T ]}. Then,∫ T

0

∫ t

0
f(t− s) ds dt =

∫ T

0
f(θ)(T − θ) dθ. (B.1)

Proof. Define the variables θ = t− s and τ = t, and consider the C1-diffeomorphism

Φ(τ, θ) = (t(τ, θ), s(τ, θ)) = (τ, τ − θ). (B.2)

It holds that ∫∫
D
f(t− s) ds dt =

∫∫
D̃
f(Φ1(τ, θ)− Φ2(τ, θ))|JΦ(τ, θ)| dθ dτ, (B.3)

with D̃ = Φ−1(D) given by
D̃ = {(τ, θ) : 0 ⩽ θ ⩽ τ, τ ∈ [0, T ]}. (B.4)

The Jacobian is given by

JΦ(τ, θ) = det


∂t(τ, θ)

∂τ

∂t(τ, θ)

∂θ

∂s(τ, θ)

∂τ

∂s(τ, θ)

∂θ

 = det

[
1 0

1 −1

]
= −1, (B.5)

so that |JΦ(τ, θ)| = 1. Thus, applying (B.3), Fubini then integrating with respect to τ gives∫ T

0

∫ t

0
f(t− s) ds dt =

∫ T

0

∫ τ

0
f(θ) dθ dτ =

∫ T

0

∫ T

θ
f(θ) dτ dθ =

∫ T

0
f(θ)(T − θ) dθ, (B.6)

which is the desired result.

Corollary B.2. Under the same setting as Lemma B.1, it holds that∫ T

0

∫ t

0
f

(
t− s

T

)
ds dt = T 2

∫ 1

0
f(v)(1− v) dv. (B.7)

Proof. This result follows trivially from Lemma B.1 with the additional change of variable θ = Tv
in (B.1).
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